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introduction

Overview

Maintaining interoperability among CSMA/CD-compatible LANs is becoming more
complex. A variety of new incompatible speed, wiring, and feature options are on the
horizon. Since a single RJ-45 connector is used as the common connection point for this
rapidly growing set of network types, the need for a universal mechanism to exchange
network capabilities between nodes is becoming imperative. The industry must move
quickly to standardize on an autodetection and configuration mechanism in the 802.3
specification or sacrifice interoperability among the next generation of ‘networking
solutions.

Designed to manage interoperability in multi-functional LAN environments, National
Semiconductor's NWay is a single “Way” for two stations with “N” different common
modes of communication to establish a common mode of operation. At power-up, NWay
automatically establishes a link that takes advantage of the highest common
denominator of their mutual capabilities. Subsequently, NWay’s configuration signaling
mechanism allows network managers to detect the entire range of remote capabilities.

Proliferation of CSMA/CD-Compatible LANs

In order to provide users with higher throughput, the Fast Ethernet Alliance has coupled
the CSMA/CD Ethernet MAC with a 100 Mb/s physical layer. Two different 100 Mb/s
technologies have been proposed: 100BASE-TX and 100BASE-T4. When both options
are brought to market, interoperability issues will arise. These two Fast Ethernet options
utilize different transmission schemes and cabling: 100BASE-TX is based on two pair
Category 5 UTP, STP and fiber optic media, while 100BASE-T4 is based on four pairs of
Category 3, 4, and 5 UTP media.

National Semiconductor
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100BASE-T4

100BASE-TX 100BASE-TX
10BASE-T 100BASE-T4 10BASE-T
(Both Full 10BASE-T (Both Full
Duplex) (Full Duplex Duplex)

Options)
@
BASE-TX -
100BASE OBASE T 100BASE-T4
10BASE-T 10OBASET4 10BASE-T o
(10 Mbat Full 10BA SE’ . {10Mbit Full
Duplex) - Duplex) @
10BASE-T 100BASE-TX 100BASE-TX 100BASE-T4
Full Duplex 10BASE-T 100BASE-T4 10BASE-T

Future
10BASE-T 100BASE-X 100BASE-T4 CSMA/CD
Compatible LANS

FIGURE 1. Proliferation of CSMA/CD-based LANs will spawn multi-function nodes.

Future nodes will offer muitiple configuration options, making the number of
permutations quite large. For one, future LAN stations will need to provide
interoperability with the installed base of IEEE 802.3 LANSs. Vendors supporting both of
the new Fast Ethernet options have proposed multi-functional nodes that are capable of
supporting both 10 Mbit/s and 100 Mb/s speeds.

These future 10/100BASE-TX and 10/100BASE-T4 multi-function cards will need an
autodetect mechanism to allow them to interoperate using their common 10BASE-T
mode. Vendors will likely offer single mode 100BASE-TX and 100BASE-T4 Network
Interface Cards (NICs), as well as triple function 10/100BASE-TX/T4 boards to cover all

bases.

Adding to the complexity of the 802.3 environment, a host of Full Duplex Ethernet
products use existing cabling with a slight modification in MAC protocol to achieve a
significant performance boost. Full Duplex operation is an option for both 10BASE-T and
100BASE-TX connections.

National Semiconductor
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The Interoperability Challenge

Without a standard autodetection and configuration method, manual configuration will be
the rule. Once installed in the enclosure of a computer or a server, it will be difficult to
track the capabilities of the multi-function cards manually. the increasing
proliferation of incompatible LAN options, chaos may ensue. Foremost, LAN installers

face the peril of connecting a node with unknown capabilities to an incompatible network,
which can result in a network crash.

CATIIL,
LA

Since both hub and node products will support multiple network types, the challenge for
Information Services (IS) managers and end users alike is the need to remotely detect

and arbitrate the type of communication that occurs as their network environment grows
and changes.

Autodetect Application Example

An ideal universal autodetection and configuration system must provide for the

autoconfiguration of a link into its highest common capability. The following figure
illustrates the point:

10BASE-T
Hub with or
without

Autodetect

100BASE-T4 10BASE-T

10/100BASE-T4
NIC with
Autodetect

10/100BASE-X
NIC with
Autodetect

FIGURE 2. Autodetect is crucial in determining capabilities and configuring links

In the network shown in Figure 2, two different types of 10/100 Mb/s NICs are connected

to a 10BASE-T hub. The link on th

100BASE-T4 mode. The link on the right could be configured in either 10BASE

e left could be configured in either 10BASE-T mode, or
-T mode,

or 100BASE-TX mode. The autodetect mechanism establishes a 10BASE-T connection

National Semiconductor
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from the hub to both left and right nodes. This guarantees correct speed establishment
and proper connection for the system. '

The NWay Solution

NWay is designed to provide both the automatic and manual configuration capabilities
illustrated in the preceding example.

Upon power up, an NWay capable hub can detect and automatically configure its ports to
take maximum advantage of common modes of operation that exist, without user
intervention or any prior knowledge of the capabilities of either station. in addition, NWay
aliows the network manager 1o reconﬁgure any pair of stations to any other common
mode of operation that exists as required.

NWay provides a simple mechanism for point-to-point communication that is efficient in
terms of the amount of logic gates required. Regardless of the number of protocols
supported, a total of 4 state machines, 6 timers. 3 counters, and some peripheral logic is
needed. An analysis of the architecture shows that the design will require approximately
400 cells to implement. NWay has a simple architecture which allows easy
implementation by silicon suppliers. It should be noted that this level of complexity
remains fixed as new technologies emerge and the need to coexist with the growing
installed based of RJ-45 LANs multiplies.

National Semiconductor
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Criteria for Auto-Negotiation Standards

The ideal auto-negotiation solution is a universal method that passes information over a
10BASE-T link. providing reliable negotfiation and configuration of both ends of a point-
to-point link between 10BASE-T and higher performance modes of operation for RJ-45
LANs without disruption to the network. To accomplish this goal, the following criteria
must be met.

Remote Capability Detection & Auto-Configuration

The major benefit of a universal remote auto-negotiation method is the ability to leverage
the maximum resources of each node. The auto-negotiation protocol must allow the
nodes to discover and acknowledge their mutual capabilities to establish a connection at
the highest common denominator of functionality.

Remote Capability Detection ensures that if a mode of interoperation exists, it can be
discovered. Auto-Configuration ensures that the highest common denominator mode of
interoperation is automatically selected and utilized.

No Risk of Incompatibility with 10BASE-T

As the lowest common denominator. the autodetection method must interoperate with
10BASE-T networks. To ensure interoperability with 10BASE-T, the auto-negotiation
method must allow easy connection to an existing 10BASE-T card if both nodes support
10BASE-T. Otherwise, a node supporting auto-negotiation should do nothing that would
bring down the 10BASE-T network or pollute MIB statistics.

Cost Effective & Easy to Implement

To minimize development/implementation costs, the complexity of the auto-negotiation
mechanism must be low. The auto-negotiation mechanism must be silicon efficient by

National Semiconductor
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maintaining a low gate count to ensure low additional cost to products. Also, the gate
count should not change dramatically with the addition of future supported technologies.

Re-Negotiation

At a minimum, the autodetection mechanism must negotiate on power up or upon link
reset to allow connection without disrupting the attached network. in addition, with the
‘wide variety of possible products, a management function may have reasons to require a
mode change for a given link such as an unreliable link. Thus, it is desirable that the
autodetect protocol support renegotiation capability.

Auto-Configuration Priority Scheme

The priority scheme establishes a hierarchy that determines the connection type that is
automatically éstablished when muitiple possible connection types exist. This allows the
link with the most desirable capabilities to be chosen. The configuration signaling
scheme must also provide a method by which a node may establish a link at any lower.
priority level connection type that might be desired by a higher level management entity.

Manual Override

To accommodate interoperation with future products that choose not 1o implement the
auto-negotiation scheme, a manual or network management switch must be able to
override the auto-negotiation.

Management

Other criteria have specified the need for management capabilities, but existence of a - R

management agent is not required for the basic function of common mode discovery and
configuration.

Remote Fault Sensing

The auto-negotiation scheme should be able to detect that the far end cable connection
is not properly connected.

Extensibility
With an ever growing diversity of LAN products that support 10BASE-T as the lowest
common denominator, the ideal autodetect and configuration method must be

National Semiconductor

Apnl 15, 1994 5



extensible, providing expansion for future CSMA/CD-compatible devices. Given the fast
pace at which technology advances, future technologies should be able to leverage this
communication scheme without being forced to design new schemes, which only lead to
further interoperability problems. Therefore, the auto-negotiation architecture must not
change as new LAN technology options are added.

Compatibility w/ Standard Based Link Signaling Protocols

The autodetect method must also permit standard-dependent link signaling protocols.
Some technologies, such as 100BASE-T4 require their own link integnity schemes for
technology-dependent reasons, thus need to co-exist with the auto-negotiation method.

Arbitration Resolution

The auto-negotiation mechanism should complete mode negotiation to achieve closure
within a time which ensures that popular network protocol connections are not dropped.
The worst case 10BASE-T Ethernet transmit time is 300ms. Therefore, in theory, the
negofiation should complete in less than 300ms to ensure this goal. In practice, the
upper bound may be slightly higher.

Symmetry

The auto-negotiation mechanism should operate symmetrically so that a single
implementation can be used for any auto-negotiation capable device. This means no
master/slave relationship will exist between the node and hub products supporting the
auto-negotiation mechanism.

Standard Across CSMA/CD

The development of a standard auto-negotiation mechanism meeting the above criteria
will ensure interoperability among stations with common communication capabilities.

While implementing such a new standard should be optional. the function should be
standardized by the 802.3 for all RJ-45 CSMA/CD compliant devices that implement it to
prevent interoperability problems from spreading. However, vendors of multi-function
products that include a 10BASE-T mode of operation are strongly encouraged to
implement the standard auto-negotiation mechanism.

National Semiconductor
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Non-Criteria for Autodetect Solutions

While solutions to the auto-negotiation problem should be as extensible and flexible as.
possible, reasonable scope and bounds to the problem need to be set. As a result, the
following is a summary of issues which will not necessarily be addressed by the auto-
negotiation scheme.

Flow Control

Flow control implies a more real time mechanism than is required by the set of criteria. ‘

As a. result no attempt should be made to complete signalling dunng a 10BASE-T IPG
time. Flow control is a larger issue that needs to be addressed in the future, perhaps
from a management perspective.

UTP Cabling Identification

The auto-negotiation mechanism need not attempt to discover which grade of UTP wire
is connected as part of the technology configuration decision logic.

No AUl Operation

The auto-negotiation mechanism is not required to support the AUl interface for MAU
applications.

" No Fiber support

The auto-negotiation mechanism, need not support the basic configuration operatibn
over fiber optic cabling.

National Semiconductor
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. Optimal End-to-Discovery

The guto~negotiation mechanism need only configure the highest common denominator
on ;.:1 link by link basis. Optimizing the end-to-end highest common denominator between
stations separated by muitiple finks need not be supported.

National Semiconductor
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Why Link Based Solutions?

To solve the auto-negotiation problem. a communication mechanism is required t0

transfer link state information such that the agents on each side of the link are configured
into a consistent state. Since new technology products are also offering 1OBASE-T,' it

makes sense to adapt a familiar portion of 10BASE-T to solve the auto-negotiation
problem. .

One communication mechanism inherent 10 10BASE-T is in-band data transfer. This

method had been looked into by both the Fast Ethernet Alliance and the Full Duplex

Consortium before these groups decided to focus on link pulse based, out-of-band
solutions. In-band solutions imply that a common communication mechanism (i.e.

10BASE-T implemented at least through the network layer of the OSI MODEL) exists
vv’vh'\ich is not necessarily so. Also, there is a problem detecting hubs which support only
10BASE-T between auto-negotiation capable nodes. That is, in-band solutions can
communicate beyond the other end of a point-to-point  link, potentially causing

interoperability problems. This makes in-band data transfer solutions problematic and
undesirable to implement.

However, another communication mechanism inherent to 10BASE-T exists which
indicates the state of the capabilities of a remote-node aftached to the RJ-45: Link

Pulses. Currently, there are two states the cable can indicate: Good Link or Link Fail.

Good Link indicates that a remote 10BASE-T device is connected and has an active

transceiver. Link Fail indicates that a remote 10BASE-T device is not available for,
communication. To solve the auto-negotiation problem, more states relative to the link

are required. Now, the auto-negotiation capable device needs to encode further state

information as to what type of transceiver is available and other conﬂguration'
information. Consequently, it makes sense 1o use link pulses, the current method of

conveying link state information, to encode the new states.

Using link pulses accommodates the two most important criteria for the autodetect

‘scheme: interoperability with 10BASE-T and automatic configuration of a link without -

disruption of the network. A link pulse based autodetect scheme also allows an efficient
implementation, based around the 10BASE-T physical layer, which does not require
higher level OSI layer intervention. )
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Introduction to NWay

NWay Introduction

NWay is an interoperability solution that addresses the need to automatically configure I
network nodes in heterogeneous, 10/100 Mb/s multi-function 802.3 LAN environments.
With the introduction of two different 100 Mb/s PHYs that utilize the same RJ-45
connector, CSMA/CD-based 802.3 LAN environments are becoming more complex.
NWay provides the ability to manage this complexity by automatically setting up
connections between any two nodes that share common network capabilities.

NWay utilizes a simple, robust communications mechanism that allows a pair of nodes
(node-to-node, node-to-hub, hub-to-hub) to learn and store each other's capabilities.
This includes the exchange of LAN capability information including the speeds, PHY
types, and special features supported in a node.

NWay is designed to provide the following basic autodetection and configuration C
capabilities: !

e Speed sensing between 10 and 100 Mb/s CSMA/CD devices j
« |dentification of both the 100BASE-T4 and 100BASE-TX protocols

» |dentification of 10 &100 Mb/s Half and Full duplex modes

» Automatic highest common denominator capability selection

In addition to its basic capabilities, NWay is designed as a robust architecture that .
provides: :
. 100% compatibility with 10BASE-T ¥

» User flexibility
» Compatibility with future 802.3 LAN standards
« A rich enough code space for future enhancements

. National Semiconductor
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General NWay Function and Features

NWay builds upon the existing 10BASE-T link pulse scheme to provide powerful and
automatic link capability determination sensing and selection. '

NWay is a simple physical layer link determination protocol. With NWay two nodes
simultaneously communicate with each other to determine their respective capabilities.
This ability to convey all of both node’s capabilities to one another in one burst is referred
to as “parallel advertisement”. This allows both nodes on a link to quickly sense each :
others capabilities and select the most appropriate technology. %

A simple yet robust handshaking state machine assures that capability determination,
capability acknowledgment and highest common denominator capability selection all.
occur quickly and accurately. Thus, NWay's autodetect and configuration protocol has
the ability 1o conflgure point-to-point links in as little as 80 ms.

NWay's simple yet robust communlcatlon mechanism is designed to ensure the integrity
of the .configuration information by employing a redundant transmission scheme with
handshaking to overcome any possible data corruption or noise issues.

General NWay Architecture and Operation

NWay's method of communication builds upon the link pulse mechanism employed by
10BASE-T nodes to indicate the status of the link. Traditional 10BASE-T network nodes.
exchange information regarding the status of the link using link pulses — short 100 ns
logic high signals separated by large 16ms intervals of logic low.

NWay builds upon the 10BASE-T link pulse paradigm with an efficient communication
mechanism based on quick bursts of multiple link pulses at normal link pulse (NLP)
intervals.

Unlike 1OBASE-T’_S NLPs, one of which is transmitted every 16 ms time slot, a burst of 33
Fast Link Pulses (FLP) are transmitted within the first 2ms of the same 16 ms duration.
A FLP burst consists of 17 clock pulses interleaved with 16 binary data pulses.

The specific data encoded in the FLP pattern sent indicates the presence or absence of
particular features in a node as well as control information for the NWay protocol.
Particular bit positions indicate a node’s support for 10BASE-T, 100BASE-T4, 100BASE- .
TX, in normal and full duplex modes. In this manner, the NWay protocol is capable of
communicating all of the features that characterize a particular LAN node in a single
burst transmission.

National Semiconductor
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The NWay protocol controls the exchange of capability data and ensures the integrity of
capability communication. During the NWay autodetect process each node begins by
sending FLP bursts encoded with the node’s capabilities. When a node receives the
same data 3 times in succession it sets the Acknowledge bit in the data word it is
sending. After a node receives 3 consecutive FLP bursts that have the Acknowledge bit
set, the capabilities are fully validated.

NWay's automatic configuration protocol determines the best type of connection and
establishes that link. NWay uses a standard priority table to arbitrate the type of link that
is established when two or more mutual capabilities exist. The priority table establishes a
link of the highest common denominator to take maximum advantage of the pair's
capabilities. For example, if both nodes support 10BASE-T and Full Duplex 10BASE-T
Nway will automatically select Full Duplex 10BASE-T because it provides greater data
throughput.

NWay is a simple yet robust autodetect and configuration signaling technology that
addresses all current and future CSMA/CD-compatible LANs. it addresses the
interoperability of new 100 Mb/s devices and provides for fallback to 10BASE-T (LCD).

With NWay, even if a mode of interoperation between two nodes does not even exist, the
nodes can still remotely detect each other's capabilities. Although an operational link
cannot be established. the information can be stored and accessed by a network
management agent.

The ability to look around the network and remotely monitor node capabilities is valuable
in terms of topology mapping and fault detection. This feature will no doubt gain in
importance as CSMA/CD networks take on more disparate options.

NWay's configuration capability also enables network management agents 1o sense
node capabilities and reconfigure links as requirements change.

National Semiconductor
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riDeta'iled NWay Architecture

This section describes the NWay Protocol, Data Word Bit Field Encoding, Pnonty
Resolution. and Fast Link Pulses in detail.

NWay Protocol

The NWay protocol is implemented with four related state machines:

« The NWay.Transmit state machine controls the transmission of node capabilities and:
acknowledgment messages using Fast Link Pulses

e The NWay Receive state machine controls the reception of the mdlvndua! clock and
data pulses within a Fast Link Pulse burst.

o The NWay Arbitration ‘'state machine controls the overall capability exchange process e

using and guiding the other two state machines.

e The 10BASE-T Link Pulse state machine controis the reception and transmission of
Normal Link Pulses that are used when communicating with a 10BASE-T station.

It is also probable that individual Technology-Dependent link-integrity-test state
machines will co-exist with NWay. For example:

« The 100BASE-TX Link Test-Fail state machine controls the reset logic for the Con-
vergence Sublayer of the 100BASE-TX standard. When in link_fail, Idle Line State is

continuously sent.
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. The following diagram graphically shows the relationships between the four state
machines and the signals that are passed between them
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FIGURE 3. Top-level Block Diagram

NWay Arbitration state machine

The purpose of this state machine is to control the FLP transmit state machine and
determine if the far-end station has identified itself either through FLPs or through a
. technology-dependent signalling scheme. At power on, or upon the assertion of
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technology-dependent link-fail condition, this state machine moves into Capability Detect "

state to allow:

* the FLP transmit state machine to start sending FLP bursts containing the local sta- |
tion's capability to the far-end station.

» the results of FLP receive state machine to be used to determine capability match.
A capability match occurs when this state machine is in Capability Detect state, and

three consecutive FLP bursts contain the same pattern ignoring the acknowledge bit.
Once a capability match occurs, the FLP arbitration state machine moves into

Acknowledge Detect state.

In Acknowledge Detect state, it transmits the same data pattern with the acknowledge bit ,

set, to indicate to the far-end station that it has captured its capabilities.

In the case of unexplained loss of FLP bursts coming from the far-end station, under
which the FLP receive state machine goes to IDLE state, this state machine goes back to
Capability Detect state to re-start negotiation from scratch. While remaining in the
Acknowledge Detect state, it waits to receive acknowledge_match from the far-end

station. Acknowledge_match occurs when two out of three consecutive FLP bursts

received have the acknowledge bit set. In order to guarantee that the far-end station has

completed acknowledge_match, a minimum of 4-6 acknowledge patterns are:
"transmitted. Subsequently, it transitions to FLP_link_good state. After this point.: the"

technology-specific link signalling scheme takes over, if needed for the specific

technology (e.g. 100BASE-TX, 100BASE-T4). If this technology-specific link sngnallmg,z
scheme does not successfully complete in a technology determined period of time, then’
technology _link_ fail is asserted, and the NWay Arbitration state machine starts re- .

negotiation.

If the far-end station does not detect and transmit FLP bursts, and inStead sends a
technology-dependent signal, (e.g., T0BASE-T link pulses, or 100BASE-TX Idle Line-

State transmissions). the technology-dependent link-integrity-test state-machine will
assert technology-dependent_link_good signal thereby halting FLP burst transmits.

In addition, upon successful establishment of technology-dependent link, it the

technology-dependent link integrity test state machine goes to link fail and the arbitration

state machine goes back to the Capability Detect state.

A higher-level management agent can start a re-negotiation of capabilities with the far- .
end station by asserting the renegotiate signal. The state machine moves into Transmit .

Disable state to wait for the fai-end station to go into a link-fail state and then starts FLP
burst transmissions.
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¢ Power-on

Capability Detect

* Transmit_capability = 1
« xmit=disable

» [pbk=disable

» recv=disable

technology_timer

done

Transmit Disable

[Start technology_timer]
» xmit=disable

renegotiate

receive_lsm_idl

capability_match

Acknowledge Detect

e Transmit_capability = 1
e Transmit_ack=1

« xmit=disable

» Ipbk=disable

e rcv=disable

|

Complete Acknowledge

[Start ack_cnt]

« Transmit_capability = 1
e Transmit_ack=1

« xmit=disable

* lpbk=disable

» rcv=disable

ack_cnt_done

technology

ink_fail

FLP Link Good

* FLP_link_good =1

1ot

I+ xmit=disable
 * Ipbk=disable

| » rev=disable

; » remote_fault=1

acknowledge_match

technology_link_good

Note: « Capability_match is 3 consecutive data pattern match. ignoring acknowledgment bit.
« Acknowledge_match is 3 consecutive data patterns having acknowledgment bit set.
« ack_cnt_done is from FLP Transmit SM to indicate completion of sending a minimum
of 4-16 acknowledge patterns.
< optional remote sensing capability, refer to Management support section

FIGURE 4. NWay Arbitration state machine
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NWay Transmit state machine

The purpose of this state machine is to transmit a sequence of 33 fast link-pulses to the
far-end station, when instructed by the arbitration state machine. The Idle state is

entered at power-on and this state machine transitions to this state if the arbitration state
machine is in FLP_link_good state.

The transmit_link_pulse_timer (14 +/-8 msec) is used to separate two consecutive fast
link-puise bursts transmitted.

If the arbitration state machine is in the process of sending the capability to the far-end
station, then the transmit state machine enters into the Transmit_Capability state. If
acknowledgment is to be sent, then the state machine enters Transmit_Acknowledge
state to initialize ack_cnt (4-16), and then it moves to Transmit_Capability state. In this
state, the bit_cnt is started to keep track of the 16 bits of data to be transmitted.

The state machine then alternates between the . Transmit_Clock Bit state and.

Transmit_Data_Bit state to transmit clock bit and to transmit data bit (if the data bit to be

. transmitted is logic one) respectively. The interval_timer (62.5 +/- 15 us) is used to
separate a clock bit and a data bit. '

Once all 16 bits of data are transmitted, if the state machine is in the midst of sending
acknowledgment patterns then the state machine moves to the Transmit_Count_Ack .
state. However, after 16 bits of data transmission, if the state machine is not in the midst .
of sending acknowledgment patterns, then the state machine moves to Idle directly.

The state machine returns to Idle after a 16-bit capability has been transmitted. In the
Transmit_Count_Ack state, if 4-6 acknowledgment patterns have been sent, it goes back
to idle, otherwise it waits for 14+/8 msec and moves to Transmit_Capability state to send
the next burst of 16-bit acknowledgment pattern.
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. BP1= Power_on+transmit=disable+FLP_link_good

) Transmit Acknowledge
Idle transmit_ack*

Start ack_cnt
[Start BP1=false L ck_cnt]

transmit_link_pulse_timer]

ansmit_capability™
BP1=false*
? transmitipk_pulse_timer_done

always
ack_cnt_done

Transmit Count Ack Transmit Capability

[Start [Start bit_cnt]
transmit_link_pulse_timer]
[ack_cnt=ack_cnt+1]

E———————-

A ack_cnt_done=false*
transmit_link_pulse_timer_done

. always

Transmit Clock Bit

bit_cnt_done

[Start interval_timer]

bit_cnt_done*transmit_ack=false

Note:
« transmit_ack & transmit_capability are signals intg%aél imer_
from FLP Arbitration SM

» ack_cnt is the number of acknowledgment pat-
terns sent (4-16 mintmum)

« bit_cnt is the number of data bits sent for each

interval_timer
_done

Transmit Data Bit

pattern (16)
« interval_timer defines the delay between clock [Start interval _timer]
and a data bit (62.5+/-15uS) [bit_cnt=bit_cnt+1]}

« transmit_link_pulse_timer defines the delay
between two consecutive FLP bursts (14+/-8mS).

. FIGURE 5. NWay Transmit state machine
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NWay Receive state machine

This state machine is used to identify that the link pulses received are fast-link-pulse
bursts, and if S0, to store the embedded 16-bit data in a shift-register. A burst of thirty-
three link pulses separated by 62.5 uS conveys the capability of the far-end station. A:
link pulse is considered part of a FLP burst if it occurs within a certain time of the
previous link-pulse. It is detected by the use of the two timers: FLP_test min_timer and
FLP_test_ max_timer. The purpose of the FLP_test_min_timer is to mask out any noise
or ringing effects on the line. The FLP_test_max_timer is used to determine whether the
next link-pulse received is within a window to be of fast link-pulse category. -

chh data clh data

| | E— ]

L]
Ous  Sus 35 3125 82 Sus 9375 125us 15635 165us  185ms 187 Sus

FIGURE 6. FLP Detect Timers (FLP_test_min/max_timers)

The Link Receive state machine goes to the idle state at power-on or when the’
arbitration state machine forces it to this state. When the Link Receive state machine ié .

in idle state, a reception of a lmk-pulse causes a transition to the Link_Pulse_Detect "
state.

At this point, both the FLP_ test_min_timer and FLP_test_max_timer are started. The

FLP_test_min._timer has a value of 5 to 25 ps. The FLP_test_max_timer has a value of.
165 to 185 ps. If another link-pulse is received in the window of time such that the ' ‘
FLP_test min_timer has timed out, but the FLP_test_max_timer has not completed, the o

state machine makes a transition fo Link_Pulse_Count state.

in the Link_Pulse_Count stafe FLP_ count is incremented. If consecutive number of fast f

link pulses are received, 1e., the FLP_count equals FLP_count_max (6 to 8), then the

far-end station is considered NWay FLP capable, and all Technology-Specific link ""

integrity test state machines (e.g. 10BASE-T link_integrity_test state machine) are
forced into Freeze state.

The NWay Receive state machine then goes into FLP_Pass state 10 ignore the rest of
the incoming fast link-pulse burst. This is accomplished by waiting for the idle interval
after the last link pulse of the current burst, i.e., an idle period of 165 to 185 us has been
observed. At this time, the state machine transitions into FLP_Capture state, and is
ready to capture a complete burst of fast link pulses from the far-end station.
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In the FLP_capture state, the link_test_max_timer (25-150 msec.) is started to insure
. that link pulse bursts are received within this window. When this timer expires, the state
machine moves back to Idle state to indicate the absence of FLP bursts.

]| I Il

3

s s
T L]
Ome Sms Tms  8ms toms

2ams 285ms 150ms

FIGURE 7. FLP Burst Timer (Link_test_min/max_timers)

The first link-pulse received in the FLP_capture state is interpreted as a clock bit. Two
consecutive clock bits can envelop a data bit. The presence of a data bitis interpreted as
a logic one for the corresponding data bit field of the shift register. The absence of the
data bit is interpreted as a logic zero for the corresponding data bit field of the shift
register. Two consecutive clock pulses are separated by 125 +/- 15 ps. The separation of
a subsequent data bit from a clock bit is 62.5 +/- 15 ps. These margins are designed to
be symmetric for both local and far-end stations.

In the FLP Clock state, the data_detect_min_timer (15 to 47 us) and
data_detect_max_timer (78 to 110 ps) are started. If a link-pulse is received when the
. data_detect_min_timer has completed and data_detect_max_timer is not, it is
interpreted as a data-bit of logic one. On the other hand, if the next clock_bit arrives, as
indicated by data_detect_max_timer_done, then the embedded data bit is assumed to
be zero. In the FLP_Clock state, the link_test_min_timer (5 to 7 msec) is also started;
this timer is used to separate two consecutive fast link-pulse bursts.

clk data clk data

| — | —

Ous 15us a1 28 4Tus £2 Sus T8us 9375 110us {25us 15625 187 Sus

FIGURE 8. FLP Data Detect Timers (Data_detect_min/max_timers)

The FLP_Data_0 state, a logic zero is shifted into the shift register. in FLP_Data_1 state,
a logic one is shifted into the shift register and upon the reception of the next clock-bit,
the state machine moves back to FLP_Clock state. Either upon the reception of the last

“clock bit, or due to a bit error corrupting the last clock bit, the state machine moves to
FLP_Capture state.
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The following table summarizes the timer minimum and maximum values:

Table 1: FLP Timer Min/Max Values

Parameter Min | Typ | Max | units
FLP_test_min_timer 5 25 us
FLP_test_max_timer 165 185 | us
Link_test_min_timer 5 7 ms
Link_test_max_timer 50 . 1150 | ms
Data_detect_min_timer 15 47 us
Data_detect_max_timer 78 110 | us
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reset power on
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IDLE
FLP_count =0
| § lnkpulse
LINK PULSE DETECT

Start FLP_test_min_tumnes
Start FLP _1cst_max_timer

FLP_test_max_timer_done

| EE—
Iinkpulse*(FLP_test_mun_timer_done}
v NOT(FLP_test_max_umer_donc)i
s §
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10BASE-T = disable
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> ‘ I
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Y 1 i
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p(NOT(data_detect_max_timer_donej}
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1

always

Start data_detect_mun_tmer

L
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{NOT(link_fest_mun_umcr_done
*(data_detect_mun_timer_done)

hnk_test_
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FIGURE 9. NWay Receive state machine
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Technology Specific state machine requirements

The only technology-specific state machine that is required by NWay is the 10BASE-T
link integrity test state machine. This state machine is required for compatibility with
existing 10BASE-T nodes.

Two modifications must be made to the original 10BASE-T link integrity test state
machine. The first modification is the requirement that the state machine powerup in the
Link Test Fail Reset state.

The second modification needed to original 10BASE-T link integrity test state machine in
an NWay capable device is to add another state called Freeze 10BASE-T. This'state is .
entered upon the recognition of the far-end station's NWay FLP capability and remains in
this state during NWay's negotiation phase. After the NWay negotiation is successfully

' compieted, and the highest common denominator is determined to be 10BASE-T, the

10BASE-T Link Integrity test state machine moves into the Link_test_pass state. The
“state machine remains in the Freeze 10BASE-T state if the mode of communication
selected is not 10BASE-T. '

Additional techno@ogy—spécxﬁc state machines can be added to implement technolo_gy-‘I
specific link testing-- e ‘

NWay Peripheral Logic Block / Management Interface
“This block contains the following:

1) three 16-bit shift registers to'hold the received 16-bit capability information from the
far-end station,

2) a 2-bit counter to select the current shift-register of the above-mentioned three, in
which the data-bits are being shifted, '

3) a 16-bit local capability register,
4) a 16-bit far-end capability register,
5) combinational gates to generate:

« capability_match signal for arbitration state machine,
« acknowle”ge_match signal for arbitration state machine,
« highest-common-denominator.
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Data Word Bit Field Encoding

The NWay protocol accomplishes its objective by transmitting data with Fast Link Pulses.
Each FLP hiirsi contains 16 bits of data.

The 16 bit data word contains information about the protocol and device capability. The
data word also contains control information for indicating acknowledgment and next
page transmission.

The 16 bit data word is encoded as follows. Bit 0 is the first bit transmitted in the serial
data stream.

pis D4 DI3 D12 DI DI DY D8 D7 D6 DS D4 D3 b2 D1 DO

nel RU R IR IR | ma [Txp| T |10s0] 10| Ak

l Reserved Coapability Fireld l Protecal Discimin ator
il T — el j — ~aill -
Next Page Bit Acknowledge Bit

FIGURE 10. Data Word Encoding

Both ends of a physical network segment transmit their capability data words to each.
other at the same time. In this way both nodes are able to quickly determine the
capabilities of the other node, determine what capabilities they have in common, and
select the highest common denominator technology.

Protocol Discriminator

This field is a binary encoding.of the nodes protocol ’group. This allows 32 protocol
groups to be defined. Currently only a single protocol discriminator is specified but due to
this capability NWay is expandable across all existing and future RJ-45 LAN protocols.

The following table summarizes the Protocol Discriminator encoding:

Table 2: Protocol Discriminator Encoding

pD|{D|D|D!|D

41312110 | Description
ololo]o0] 1| CSMA/CD Compatible
Others Reserved
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‘ Acknowledge Bit

The Acknowledge Bit is used by the NWay protocol to indicate that a station has
successfully received the far_end capability data word. Setting the Acknowledge bit
indicates that the capabilities of the other station have been received consistently during
three consecutive FLP bursts. '

The search for acknowledge bits is completed when 3 consecutive bursts are received
_with the acknowledge bit set.

The Acknowledge Bit is fixed in position for all protocol discriminators. S

The following table summarizes the Acknowledge Bit encoding:

Table 3: Acknowledge Bit Encoding

Description
No acknowledgment
Transmitting node acknowledges correct receipt of data word

-l ollune

.» Capability Field R

The Capability Field describes the networking types that are supported by the node. ‘

Each bit in the field independently indicates whether a certain networking type is
supported. This allows each node to support multiple network types.

The following table summarizes the Capability Field Encoding:

Table 4: Capability Field Encoding

D|D|D|D|D

1,{9|8|7|6

0 Description
ojolojo|1]1 OBASE-T
ololol1]0]| 10BASE-T Full Duplex
olol1]0]|0]| 100BASE-TX

ol110| 0|0} 100BASE-TX Full Duplex
110l0|{0]|0| 100BASE-T4
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To demonstrate how the bits can be used together the following table provides some
usage examples:

Table 5: Examples of Multi-capable node encoding

D/D|D|D ‘j

i

Description
0|0 1] 1] Regular and Full Duplex 10BASE-T

011101l 1]| 10BASE-T, 100BASE-TX, and 100BASE-T4 all supported in normal
‘configurations.

olol 110l 1| 10BASE-T and 100BASE-TX configurations both supported.
1111110l 0] 100BASE-TX, 100BASE-T4, 100BASE-TX Full Duplex supported.

e N e~ e

The actual bit ordering of the Capability Field is not important since there is a separate
prionty table that is used to resolve which capability is actually selected when muitiple
common capabilities exist.

However, the 10BASE-T bit D6 is fixed in position across all protocol discriminator types.
This will allow basic 10BASE-T capability to be universally identifiable, and if available,

* will provide a means for basic communication across protocols.

Reserved Bits

The Reserved Bits have been set aside for future use. When needed these bits can be
defined and standardized.

Reserved Bits should be set to all zeros (0) on transmission and should be ignored and
masked out on reception of the data word.

By following these two criteria, products based on the standard before a reserved bit
becomes defined will be forward compatible.

The following table summarizes the Reserved Bit encoding:

Table 6: Reserved Bit Encoding

Description

Reserved for future use
Mask out values on reception

Q& -0
Ol W = ©
Ol =0
Oj|j= =0
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Next Page Bit

The Next Page Bit provides a mechanism to transmit additional protocol and capability
specific information after NWay has successfully completed the capability determination
of both stations.

i

If additional protocol-specific information needs to be communicated to the far-end
station, the Next Page bit can be set. Under this circumstance, the remaining 15 data bits
may contain protocol-specific information.

The mechanism for exchange of this additional information is open for protocol-specific
determination. Therefore, 100BASE-TX will decide if and how the next-page bits will be
utilized for 100BASE-TX operation. Also 100BASE-T4 will decide if and how the next-
page bits will be utilized for 100BASE-T4 operation. Whichever protocol is selected by
the automatic protocol priority table will be responsible for Next Page interpretation.

The following table summarizes the Acknowledge Bit encoding:

Table 7: Next Page Bit Encoding

Description
Transmitting the primary capability data page
Transmitting the protocol specific data page

~l o0
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Priority Resolution

Since two nodes can have multiple capabilities in common a prioritization scheme must
exist to ensure that the highest common denominator capability is chosen. The following
priority is proposed (from highest to lowest priority):

100BASE-TX Full Duplex
100BASE-T4
100BASE-TX
10BASE-T Full Duplex
5. 10BASE-T
The rational for this hierarchy is straightforward. 10BASE-T is the lowest common
denominator protocol and therefore has the lowest priority. Full Duplex solutions are

always higher in priority than their Half Duplex counterparts. 100BASE-T4 is ahead of
100BASE-TX because 100BASE-T4 runs across a broader spectrum of copper cabling.

Ll SR

As new CSMA/CD-compatible LAN technologies enter the market a reserved bit will be
assigned to each technology by the standards body. The new technology will be inserted
into an updated priority table and made a part of the 802.3 auto-negotiation standard.The
relative hierarchy of the existing technologies will not change, thus providing backward
compatibility with existing NWay implementations. It is important to note that the
reserved bits are forced to zeros. This guarantees that devices implemented using the
current priority table will be forward compatible with future devices using an updated
priority table.
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Fast Link Pulse (FLP) Description

NWay's method of communication builds upon the link pulse mechanism employed by
1OBASE-T nodes to indicate the status of the link. Traditional 10BASE-T network nodes
exchange information regarding the status of the link using link pulses — short 100 ns
logic high signals separated by large 16ms intervals of logic low.

NWway builds upon the 10BASE-T link pulse (NLP) paradigm with an efficient
communication mechanism based on quick bursts of multiple link pulses at normal link
pulse intervals. ‘

FLP Logical 0/ 1 Encoding

Fast Link Pulse bursts consist of a maximum of 33 pulses which are a combination of 17
clock pulses with an optional data bit interleaved between each clock pulse. This allows
16 data bits to be transmitted in each FLP burst with a 1 being encoded as a data pulse
between 2 clock pulses and a 0 being encoded as the absence of a data bit between 2
clock pulses. '

The figure below illustrates the encoding of data using pulses in a FLP burst.

oy T |
7R NI/ | z

| I 1 0

FIGURE 11. Data Encoding of Zeros and Ones

FLP Timing

individual pulses in an FLP burst are the same 100ns width as normal link pulses. Both
clock and data pulses are the same width.

Clock pulses are always evenly spaced apart by 125us. If a data bit is present between
two clock pulses it is centered between them.
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The following figure illustrates the FLP Pulse Timing.

T2
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FIGURE 12. FLP Pulse Timing

- The following figure illustrates the FLP Burst Timing.

T6

L REEEN

" FLP Burst FLP Burst

FIGURE 13. FLP Burst Timing

The following table summarizes FLP Pulse and Burst timing.

Table 8: FLP Min/Max Timing

# Parameter Min | Typ | Max | units
T1 Clock / Data Pulse Width 100 ns
T2 | Clock Pulse to Clock Pulse 125 us
T3 | Clock Pulse to Data Pulse (Data = 1) 62.5 us
T4 Pulses in a Burst 17 33 #
T5 Burst Width 2 ms
T6 Burst to Burst 8 16 24 ms
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10BASE-T Link Pulse Comparison

Since Fast Link Pulses are based on 10BASE-T normal link pulses it is easy to compare
them. A single FLP burst occurs at the same interval as NLPs occur. That is the time
between the start of two FLP bursts is 16ms the same as the interval between two NLPs.
This is illustrated below.

FLPBusts |11 L

NLPs

FIGURE 14. FLP Burst versus NLP

The width of the individual pulses in an FLP burst is the same as the width of a NLP. Both
are 100ns.

FLP Electrical Characteristics

The electrical characteristics of FLPs are very similar to the characteristics of NLPs.
FLPs are transmitted single ended on the positive wire of the transmit pair. The actual .
pulses in an FLP burst follow the exact same Link Pulse Template as NLPs. '

The DC balance of the line is not affected by FLP bursts. This is because the bursts'are .

very short relative to the time between bursts. This gives any charge on the cable plenty -

of time to dissipate between FLP bursts. Due to the characteristics of FLP bursts they
also fall within the same emissions level as normal 1OBASE~T traffic.
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Management Support

The ideal auto-negotiation scheme shouid allow sufficient flexibility in its mode of
operation to provide not only smooth configuration to the highest common denominator,
but the ability for a management agent to control the process. The following will show
how the NWay solution supports management in identifying modes and controlling the
configuration. However, even though these management capabiliies exist, a given
implementation does not require the existence of a management agent. NWay's basic
auto-negotiation will take place regardiess of whether a management agent utilizes
these features.

Manual Override

To provide interoperability with future products which choose not to implement the auto-
negotiation scheme NWay provides an override switch which freezes the auto-
negotiation mechanism from taking place. The management agent then configures the
desired forced mode.

Renegotiation

Auto-Negotiation must take place on power up or link reset because this accounts for the
actions that a user can physically take after which the device needs to discover whether
a mode change is required. However, it does not account for a power user or
management agent who wishes to change the state of the link to serve their own ends.
To do this NWay has provided two mechanisms by which management can signal a
remote agent to renegotiate.

1. The local agent updates its local capability register and resets the
technology_link_fail counter to zero. FLP bursts will be sent to the remote station
immediately following the deferral of any data transmissions, without bringing the
remote station’s link down. The remote station recognizes the new capabilities and
stops its own data transmission gracefully. Once the remote agent receives the
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required three consecutive and consistent patterns, it sets the acknowledge bit.
Configuration in the new mode occurs once the acknowledge bit has been seen set
two consecutive times with the same data. On configuration the data transmission
deferrai ot each station is released.

2. The local agent updates its local capability register and sets the o
technology_link_fail counter to ensure that the remote station will enter the link fail
state. This will allow renegotiation to occur without relying on the remote agent to..
halt data transmissions.

Remote Fault Sensing

NWay can detect whether another remote NWay device has a wiring fault on the remote
agent’s receive pair. A local NWay agent determines that a remote fault condition exists
by receiving intelligible FLP bursts which do not have the Acknowledge bit set and
seeing that the Fault_Timer has expired even though it is sending FLP bursts which have
the Acknowledge bit set. A management agent can then record and pass the information
to an appropriate MIB.

B

\RX = FLPs X
Local ) ( Remote
Agent V2 Agent
/ TX—» FLPs RX \

if Rerr;ote Fault Sensing is to be supported, even though it is not required for basic .
operation, the Remote Fault Detect state in the NWay Arbitration State Machine must be

implemented. The Fault_Timer starts as the NWay Arbitration State Machine transitions - )

to the Acknowledge Detect state. A minimum of one second is recommended for the ~
Fault_Timer timeout value. -'

MIB Statistics

At power up all negotiation takes place during link fail, before data transmission is
allowed, therefore NWay's out of band solution does not affect any MIB statistic. A '
management decision to reconfigure the link needs to account for ramifications to the
MIB statistics.

LY
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‘ Protocol Connection Timeouts

NWay's nominal time to negotiate ensures that protocol connections do not timeout due
to a management decision to renegotiate.

Parallel Advertisement

By receiving all the capabilities of a remote station simultaneously, NWay provides a
convenient mechanism to store and pass remote capabilities to a management agent.
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Operational Examples

The following operational examples highlight the steps that are taken when attempting o .
establish a network connection between two nodes. Only three general cases are
necessary to demonstrate all the different combinations of operation that will ever occur.
The three cases are any NWay capable device to 10BASE-T, any NWay capable device -
to another NWay capable device, and any NWay capable device to a non-NWay capable
device. All these examples fall into one of these three cases.
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NWay Capable <---> 10BASE-T in Link_Fail state

This example highlights NWay's 100% backward compatibility with 10BASE-T. The
10BASE-T station in this example begins in the Link_Fail state and is transmitting
Normal Link Pulses. The NWay capable station supports an arbitrary 100Mb/slI10BASE-
T capable or 100Mb/s only capable node. Initially the NWay capable station comes up in
the Link_Fail state and transmits Fast Link Pulse bursts to advertise its capabilities.

FLP
[ | L
NWay —&
Capable Normal
100/10 NLP 10BASE-T
1 Oooéniy <

FIGURE 15. Example: NWay Capable <---> 10BASE-T

The Normal 10BASE-T node receives the Fast Link Pulses and remains in Link_Fail
state because the timing of the Fast Link Pulses do not allow a normal 10BASE-T station
to misinterpret FLPs as Normal Link Pulses. To understand this, there are two main
cases to consider.

In the first case. the 10BASE-T only station begins receiving FLPs in between bursts.
The link_test_min_timer (2-7ms) expires and the first pulse in an FLP burst gets counted
as a good link pulse. However, subsequent pulses in the FLP burst arrive before the
link_test_min_timer expires for a second time which resets the good link pulse counter to
zero.

Reception
begins here

L L
}< 2-7ms

FIGURE 16. Case 1: Reception begins in between FLP bursts

In the second case, the 10BASE-T only station begins receiving FLPs just before the last
pulse in an FLP burst. This pulse is not counted as a good link pulse because the
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. link_test_min_timer has not expired yet. This pulse therefore keeps the good link pulse
counter reset at zero. This case then proceeds like the first case.

Reception
begins here

HlHﬁ LU

FIGURE 17. Case 2: Reception begins just before the last pulse in an FLP bursts

No scenario causes the good link pulse counter to count higher than 1, which is less than
the 2 to 10 required good link pulse specification, so the 10BASE-T only station will
never mistakenly enter the Link_Pass state. :

The 10BASE-T Link Integrity Test state machine is a required part of NWay, regardiess of
10BASE-T data transmit/receive capability. The NWay capable 100/10 node recognizes
the NLPs being sent by the normal 10BASE-T node, switches over to 10BASE-T.

operation, and sends NLPs. The two stations then both communicate in 10BASE-T -

mode. If the NWay capable station is 100Mb/s only, then it must still recognize 1OBASE—
: T NLPs being sent. In response to NLPs, FLP burst transmission is halted and no NLPs,
. are transmitted by the 100Mb/s only station.
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NWay Capable <---> 10BASE-T only in Link_Pass state

This example highlights NWay's 100% backward compatibility with 10BASE-T. The
10BASE-T station in this example begins in Link_Pass state and i< transmitting Normal
Link Pulses or normal 10BASE-T traffic. The NWay capable station is an arbitrary
100Mb/slI10BASE-T capable or 100Mb/s capable station. initially the NWay capable

station comes up in Link_Fail state and transmits Fast Link Pulses to advertise its
capabilities.

FLP
L LU
NWay >
Capabie Normal
100/10 NLP 10BASE-T
or | |
100 only ==

FIGURE 18. Example: NWay Capable <—--> 10BASE-T

The Normal 10BASE-T node receives the Fast Link Pulses and always remains in
Link_Pass state because the link_loss_timer does not expire.

The NWay capable node’s 10BASE-T specific link integrity test state machine identifies
the link as being good due to receipt of 10BASE-T traffic or normal link pulses.

If no 10BASE-T data transmit/receive capability exists, then FLP bursts are halted, and

no NLPs are transmitted by the NWay capable station, otherwise NLPs are transmitted
and the link is established. : ‘

if some 10BASE-T Link Integrity Test state machine implementations transition from Link

Pass state to Link Fail state due to FLPs, we are back to the previous NWay capable <--
-->10BASE-T in Link Fail state example.
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NWay Capable connection with multiple common
capabilities

This example highlights NWay capable station to NWay capable station auto- negotlatton
when multiple common protocols are supported by both stations. In this case itis

assumed that both stations support Full Duplex 100BASE-TX, 100BASE-T4, and 10 o

BASE-T.
FLP
[ [

NWay ™ NWay
Capable Capable

Mutlti- . Muiti-
Funl::ti‘on U l l l FLe 1 { l l i Fun‘::ti'on

|l

FIGURE 19. Example: Two NWay Capable Stations with Multiple Common Protocols

Both nodes come up in Link_Fail state and transmit FLP bursts encoded with their |
capabilities. Each node learns its partners capabilities. in this case each node leams that'-’
it has Full Duplex 100BASE-TX, 100BASE-T4, and 10 BASE-T in common. o

‘The built in priority resolution table in each node indicates that Full Duplex 100BASE-TX
is the highest common denominator protocol, so both nodes switch over to this protocoi '
and begin transmission.
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NWay Capable connection between 100BASE-T4 nodes

This example highlights a connection between two 100BASE-T4 NWay capable station.
In this case it is assumed that each station supports 100BASE-T4 as its highest common
denominator protocol.

I
av | o
W B m 1Ll |, copable

FIGURE 20. Example: Two NWay Capable 100BASE-T4 stations

Both stations comes up in Link_Fail state and begin transmitiing FLP bursts. Each
station receives the other’s capabilities and engages the highest common denominator
100BASE-T4 protocol. -

At this time the 100BASE-T4 protocol can proceed through its own protocol-specific link
integrity test. This test can then do a specific test to insure that the two pairs of cable not
used for NWay signalling are intact. :
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Summary

The proliferation of CSMA/CD-based LANs will spawn a new generation of multi-function
hubs and nodes. The trend among hub vendors towards ‘virtual networks’ wherein ports
can be switched between LANs will necessitate that auto-negotiation capability be
embedded in each node. Unless the industry adopts an auto-negotiation solution such
as NWay, users and information services managers will face difficult configuration
management problems in the future.

NWay solves the problem of configuring the growing available matrix for RJ-45 CSMA/
CD compatible LANs by providing a simple, robust scheme to advertise, detect, and
resolve the capabilities of two stations connected with UTP. With NWay, the upgrade
occurs automatically and seamlessly from 10BASE-T to desired higher performance
modes without requiring the presence of a management agent.

NWay interoperates with all 10BASE-T compatible devices such that the installed
network base will not be affected by the new generation of RJ-45 LAN technologies if
NWay is adopted as a standard. NWay can be applied universally across node and hub
products because the architecture is symmetric in nature and does not establish a
master/slave hierarchy.

Alow gate count and simple architecture make NWay both easy to understand and cost
effective. The cost and complexity are realistically bounded by providing a rich enough
code space to meet the current projected higher performance mode and future LAN .
technology needs. Although this proposal addresses the problem for CSMA/CD protocol
" LANs, NWay does not preclude other technologies from leveraging this standard
communication mechanism.
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NWay is also a powerful management tool which allows:
1. Manual override of auto-negotiation
2. Renegotiation on management intervention
3. Remote Fault Sensing
4. Parallel Advertisement of capabilities
5. Storage of remote capabilities

NWay's negotiation time is bounded for good links sufficiently to ensure that popular
network protocol connections do not time out. Even in a noisy UTP environment, the
handshaking and redundant pattern comparison ensures robust operation. Also, the DC
line effects and emissions do not present a significant impact to either interoperation or
compliance with FCC requirements.
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Appendix Overview

The following sections present further information on different aspects of auto-
negotiation and NWay:

» NWay Questions and Answers
e 10BASE-T Review

e Link Pulse Template

» DC Balance

e FCC Compliance

e Glossary
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NWay Questions and Answers

The problem of maintaining interoperability is serious enough to attract the attention of a
variety of network silicon manufacturers and node/hub equipment vendors. Initially
developed by National Semiconductor. the NWay auto-negotiation signaling method is
the result of collaboration and has been reviewed by a host of technical contributors
including representatives of the following companies:

3Com

AMD

Cabletron

Cirrus Logic

DEC

Fuijitsu

Intel

Level One
Microlinear

Mick Group
National Semiconductor
Sun Microsystems
Seeq

SynOptics

The following section highlights some key operational features and answers some
commonly asked questions about NWay and interoperability.

Q: What is the key purpose and function of NWay?

A: As incompatible 10/100 Mb/s network products become prevalent, proper installation
and configuration with minimal network disruption becomes more difficult for system
administrators and installers. NWay provides the capability of automatically
negotiating the network type of a point-to-point link for RJ-45 LANSs. Upon
initialization, NWay determines the mutual modes of interoperation between two
stations and automatically configures them to take maximum advantage of their
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features. NWay also allows a network management agent to reconfigure the point-
. to-point link as required.

Q: How does NWay’s configuration signaling method operate?

A: NWay's communication mechanism is based on transmitting a burst of Fast Link
Pulses (FLPs). FLP bursts provide a fast, clean communication mechanism for
exchanging configuration information between the two ends of a point-to-point link.
Each FLP burst encodes 16-bits of data that defines the unique capabilities of the
station. A robust handshake ensures that both ends complete the configuration
negohation.

Q: What are the key features of NWay?
A: 1. Robust automatic negotiation to the highest performance capability supported.
2. Interoperabie with 10BASE-T.

3. Rich enough code space for forward compatibility and flexibility.

. 4. Easy to implement.

5. Cost effective.
6. Remote Fault Sensing during configuration.

7. Management support for remote capability storage and forced configuration.

Q: Is there any possible way that the fast link pulse scheme can interfere with
10BASE-T’s Normal Link Pulse (NLP) operation?

A: NWay is designed specifically to be transparent with normal 10BASE-T link pulse
operation. FLP bursts cannot falsely enable10BASE-T link activity.

In particular, FLP bursts cannot cause a 10BASE-T node to transition from the Link
Test Fail to the Link Test Pass State. The closely spaced FLPs do not allow the Link
Pulse Counter to increment to two, the condition required to enter the Link Pass

State. During the FLP burst transmission, each link pulse is spaced 62.5 psec apart.
The first link pulse of an FLP burst can set the Link Pulse Counter to one. Each

subsequent pulse in an FLP burst resets the Link Pulse Counter to zero because the
tight FLP spacing violates the 2 ms keep out time required after a link pulse. In case

‘ the 10BASE-T node powers up in the Link Test Pass state, it will transmit traffic or
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NLPs to the NWay capable station, causing the Link Integrity State Machine of the
NWay capable station to move to the Link Test Pass state. This will result in either of
the two following conditions:

1. NWay capable station has 10BASE-T protocol - It will cease FLP burst
transmission and will establish regular 10BASE-T communication.

2. NWay capable station does not have 10BASE-T protocol - It will cease to transmit
FLP bursts, ultimately causing the remote 10BASE-T node to move to the Link Test
Fail state.

. Is there any possible way that the fast link pulse scheme can interfere with

normal 10BASE-T data transmission operation?

No. The overriding design goal of NWay is to maintain 100% backward compatibility
with the installed base of 10BASE-T nodes. NWay clearly separates data
transmission from link pulse transmissions. Since Fast Link Pulse (FLP)
transmission does not occur during regular data transmission there is no chance that
a burst of link pulses can interrupt normal data transmission.

: How does NWay ensure that the point-to-point link is configured correctly?

NWay protocol relies on redundant transmissions to ensure that the transmitted 16-
bit pattern is correctly received by the remote station. The remote station must
receive an identical 16-bit pattern three times in a row before the acknowledgment
pattern is transmitted. The acknowledgment pattern is the same 16-bit word with the
acknowledge bit set. The reception of 2 out of 3 acknowledgment patterns completes
the handshake. This robust protocol assures that the correct configuration
information is exchanged.

- Where there is more than one mode of interoperability, how does NWay decide

which mode to establish?

After passing configuration information via FLP bursts to determine the mutual
modes of interoperation of two stations. NWay automatically defaults to the highest
common denominator of the capabilities. The priority table is intended to be defined
in the 802.3 auto-negotiation standard. The fastest and most capable modes
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Q:

A:

(100BASE-T4 and 100BASE-TX) are at the top of the hierarchy.

What is the size and complexity of the NWay solution?

NWay provides an efficient mechanism for point-to-point communication that is
efficient in terms of the amount of logic gates required. Regardiess of the number of
protocols supported, a total of 3 state machines. 6 timers, 3 counters, and some
peripheral logic is needed. An analysis of the architecture shows that the design will
require approximately 400 cells to implement. In addition, NWay has been
architected as a simple mechanism which allows easy comprehension by silicon
suppliers.

It should be noted that this level of complexity remains fixed as new technologies
emerge and need to coexist with the growing installed based of RJ-45 LANSs.
Alternative schemes that require separate and complex state machines for each
pattern will be more complex and expensive to implement, especially as new LAN
options are added. =

How does NWay provide for the future expansion of LAN capability options?

NWay was designed with a rich enough code space to accommodate presentand .
future RJ-45 LAN devices without the need to redesign the core communication
mechanism. In addition to the three reserved bits for future capabilities, NWay's data
structure features a Next Page Bit, which provides a mechanism to transmit
additional protocol specific information. In addition, the Protocol Discriminator field
will allow non-CSMA/CD RJ-45 LANSs to coexist with CSMA/CD LANSs, keeping
10BASE-T as the multi-function product lowest common denominator.

How will NWay maintain compatibility when new options are added?

As new CSMA/CD-compatible LAN technologies enter the market a reserved bit will
be assigned to each technology by the standards body. The new technology will be
inserted into an updated priority table, as detailed in the Data Bit Field description
and made a part of the 802.3 auto-negotiation standard.The relative hierarchy of the
existing technologies will not change, thus providing backward compatibility. It is
important to note that the reserved bits are forced to zeros. This guarantees that
devices implemented using the current priority table will be forward compatible with
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future devices using an updated priority table.

Q: What does the parallel advertising feature buy you?

A: NWay allows a station to advertise its complete set of CSMA/CD capabilities in one
burst, an NWay feature referred to as its “parallel advertising” capability. Advertising
the complete set of capabilities in one pass allows NWay to immediately discover all
capabilities of the remote station and save them for passage to a management
agent.

Q: What if there isn’'t a lowest common denominator between nodes?

A: Obviously, a link will not be established. Yet if both have the NWay autodetect
mechanism, there can be a configuration management advantage. Each node is
capable of remotely sensing and communicating the capabilities of the other end of
their link to another entity, such as a management agent.

Q: Does NWay'support renegotiation?

A: Yes. NWay's reconfiguration capability is an important feature that allows any mutual
mode of interoperability to be utilized. Although a pair of stations default to their
highest common denominator capability, other modes of interoperation may exist.
For a variety of reasons, the network management agent may wish to reconfigure
the link.

Q: What impact will embedding NWay have on intelligent hubs?

A: Hub makers are already moving towards more intelligent products with features like
port switching that allow them to reconfigure ports. Hubs that support multiple
capabilities (100BASE-TX, 100BASE-T4) will need an autodetect configuration
mechanism to determine the capabilities that are attached to each port. Without
autodetect, the system administrator will have the duty of manually tracking each
station’s capabilities and individual requirements.

Q: Do the fast link pulses cause any EMI/RFI noise problems for FCC
qualification?

A: The emissions due to unipolar FLPs are no worse than the case of short legal
packets in CSMA/CD. A comparison of FLP bursts and CSMA/CD frequency
spectrum simulation results show that the energy content of the FLP burst is no
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higher than that of 10BASE-T CSMA/CD. As a result, NWay will not cause products
to have additional difficulty passing stringent FCC requirements.

Q: Do the fast link pulses cause any DC balance problems?

A: The voltage/charge of each FLP dissipates to aimost zero (.000045 of the initial
value) before the next FLP within a burst. This number is based on worst case load
models for transmit and receive ends. This also assumes that the medium for
transmission and reception is compatible to standard 10BASE-T. The minimum
spacing between link pulses must be 12 ps to avoid appreciable DC effects.The
spacing between FLPs is a minimum of 31.25 us, which provides a margin that
guarantees a robust solution.
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10BASE-T Review

A 10BASE-T Link Pulse (NLP) is a signal applied on a network segment to determine its
integrity.

An NLP has a pulse width of 100ns nominally with a 200ns maximum. These pulses are
transmitted every 16ms +/- 8ms while a link is active and not transmitting regular packet
data.

. 3 ]

FIGURE 21. Normai Link Pulse Timing

Link puises are used to control a stations entry to and exit from the Link_Loss_State.
Link_Loss_State is entered when no NLP pulses are for more than link_loss_timer time
which ranges from 50ms minimum to 150ms maximum.

Link_Loss_State is exited when a minimum of 2 NLP pulses are detected or up to 10
NLP pulses are detected.

No NLP for 50ms - 150ms

Link_Loss_State

l 2-10 NLP detected

FIGURE 22. Link_Loss_State Transitions
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Link Pulse Template |
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FIGURE 23. Link Puise Template
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DC Balance

The medium for the transmission and reception of fast link pulses (FLPs) must be
10BASE-T compatible as described in section 14 of the ISO/IEC 8802-3 specification.
This implies that the standard 10BASE-T hardware will be able to handle the fast link
pulses.

This appendix investigates the charging effects, baseband wander and the issue of DC
balance in general during the transmission of FLPs over 10BASE-T compliant hardware/
cable.

As per the 10BASE-T specification the worst case load models for the transmit and
receive ends of the cable are specified as shown in Fig. A-1. The worst case tolerance
limits on resistance and inductance values are also specified in this figure. Any standard
10BASE-T pulses transmitted on such hardware must also satisfy the waveform
template specified in 10BASE-T specification which is reproduced here as Fig. A-2.

The FLPs transmitted over the above specified 10BASE-T hardware must comply with
the voltage template specified using the worst case models for transmit and receive ends
under the worst case FLP spacings. The theoretical worst case pulse spacing within an
FLP burst is 31.25 ps. Time constant calculations will be presented to analyze the
charging effects. The DC baseband wander calculation will be presented to show the
overall effect of these pulses on the signal levels on the cable.

TIME CONSTANT CALCULATIONS:

Worst case modeling of the twisted pair interface and cable gives the following time
constants:

Minimum Time constant: T= L/R = 180/115 = 1.5us.

Maximum Time constant- T= L/R = 220/76.8 = 3.0us.
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It takes approximately 4 time constants to dissipate accumulated charge to
. e~ (T/Ti= 018 of the initial value where 4T =4 X 3ps = 12ps.

This implies a minimum pulse spacing of 12us. The margin provided in this scheme is
(31.25us - 12us)/3us = 19.25/3 = 6T. So, the fast link pulses provide the minimum 47T
spacing plus a 6T margin to avoid line charging. In the total of 10T spacing between
pulses the voltage/charge dissipates to 0.000045 of its initial value. Hence line charging
is not an issue for FLPs.

BASEBAND WANDER:
The DC component of the unipolar FLP's can be calculated as follows:
DC Component = (Duty Cycle) * (Max. Voltage Swing)

= (100ns/62.5us) * (2.5V) = 4mV

This DC component of 4mV corresponds to 0.16% of the voltage swing of the FLPs. This
amount of DC wander is insignificant because it is considerably below the receiver
tolerance/sensitivity limits.

The FLP's are designed to work reliably on all 10BASE-T compatible fransmission and
. reception media.
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FCC Compliance

Simulation results of the frequency spectrum of continuous Fast Link Pulses versus short
continuous legal packets in CSMA/CD (10BASE-T) are presented in Figure 24, “FCC
Emissions (Simulation Results)”. The emissions from Fast Link Pulses are within the
same range of those of CSMA/CD.
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Glossary

10BASE-T
100BASE-TX

100BASE-T4

Acknowledge Bit

Auto-Negotiation

Capability Field

Category 5 UTP

Category 3 UTP

National Semiconductor

|[EEE 802.3 Physical Layer Specification for Ethernet over
two pairs of Unshielded Twisted Pair (UTP) media.

Proposed 100Mb/s CSMA/CD LAN over 2 pairs of Category
5 UTP. f

Proposed IEEE 802.3 Physical Layer specification for
Ethernet over four pairs of Category 3, 4, and 5 UTP or STP
wire.

A bit used by the NWay protocol to indicate that a station has
successfully and consistently received the far-end capability
data word. With the simple, yet robust NWay protocol, this bit
is only set after the data word has been received consistently
three times in succession. '

The ability for a local station to detect the network capabilities
of a remote station. In addition to autodetect, NWay allows
the local station to automatically configure the link.

Five bits of NWay's 16-bit data field that are used to indicate
the network capabilities of a node, such as support for
10BASE-T. 100BASE-TX. 100BASE-T4, as well as Full
Duplex capabilities.

A data grade of unshielded twisted pair copper wiring with
superior electrical characteristics.

A voice grade of unshielded twisted pair copper wiring that is
used by current 10BASE-T installations.
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CSMA/CD

FLP

Full Duplex

IPG

Link Pulse

MAU

MAC

MIB
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Carrier Sense Multiple Access/Collision Detection (CSMA/
CD) is the Media Access Control (MAC) protocol for IEEE
802.3 LANs.

Fast Link Pulses are the basis of NWay's efficient
configuration signaling mechanism that is based on sending
a series of narrow 100 ns pulses between stations o
exchange network capability information. Upon Link Reset, a
local station sends bursts of fast link pulses (FLPs) to the
remote station to convey the local station's network
capabilities, and vice versa. The FLP burst consists of 33
pulses (17 clock pulses and 16 data bits) that are sent in
succession spaced 62.5 usec apart over a 2 ms period. This
FLP burst is followed by a 14 ms pause, making the overall
FLP cycle a total of 16 ms.

A type of Ethernet networking using 10BASE-T media and a
switching hub. With a simple modification to the MAC at both
ends of a point-to-point link, the Full Duplex agents can
transfer data in both directions simultaneously. Full Duplex
mode is becoming an increasingly popular way to increase
performance on point-to-point links.

Inter-Packet Gap.' The minimum idle time required between
packets. For 10BASE-T Ethernet the IPG is 9.6 ps.

Out of band communication mechanism used in 10BASE-T
networks to indicate link status. 10BASE-T nodes exchange
information using a single 100 ns wide unipolar pulse which
is sent every 16 ms +/- 8 ms when the network is idle to
establish or maintain connection.

Media Attachment Unit. A physical device that is used in
Ethernet to transmit signals from the PLS onto the medium.

. This is sometimes referred to as a transceiver.

Media Access Control. A protocol, such as CSMA/CD, that
dictates how a device may gain access to the physical media. -

Management Information Block.
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Next Page Bit

NLP

Protocol Descriptor

Priority Table

PHY

PLS

Renegotiation

uTpP
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A bit in NWay's 16-bit data structure that indicates that there
is additional information regarding the node’s capabilities that
resides in an additional one or more 16-bit data
transmissions.

Normal Link Pulse. Refers to link pulses as they are used in
standard 10BASE-T networks. A single 100 ns pulse is sent
nominally every 16 ms to indicate link status.

Five bits in NWay's 16-bit data structure that are used t0
indicate and convey the network station’s protocol, such as
CSMA/CD.

The look-up table method used by Nway to arbitrate between
possible network connection types (1 00BASE-TX, 100BASE-
T4, 10BASE-T) when more than one common network
capability exists. The priority table defines the hierarchy of
connection types from the highest common denominator to
the lowest common denominator that will be automatically
configured.

Physical Layer Protocol. The PHY is a sublayer of the lowest
layer of the OSI MODEL which is responsible for encoding
data for transmission. :

Physical Signaling sublayer of the Physical Layer of the OSI
MODEL. This sublayer is responsible for the encoding of data
for transmission.

The capability of the local station to request a different but
common mode of communication.

Unshielded Twisted Pair copper wire.
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