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Abstract— We begin with two axioms: that system behaviour functional elements and understand their relationshiphto t
is an empirical phenomenon and that organization is a form of whole. The term organization is often used for this.
beha\{lour. We derive laws and characterizations of behaviar for In the natural sciences one does not begin by assuming
generic systems. : ;
In our view behaviour is not determined by internal mech- that observable phe_nomena can be pre-decided t_o Certf”“n
anisms alone but also by environmental forces. Systems may €ffect. Rather behaviours and phenomena are studied using
‘announce’ their internal expectations by making “promises” their causal properties (development in time and spacéijmwit
about their intended behaviour. We formalize this idea usiy the context of an environment (the boundary conditions) to
promise theory to develop an reductionist understanding ohow see predictions and outcomes can be discerned from some
system behaviour and organization emerges from basic rulesf . - L . . o
interaction. starting point. This kind of modelling is facilitated by the
Starting with the assumption that all system components are identification of general laws of behaviour that are stabiero
autonomous entities, we derive basic laws of influence betare time and whose themes recur, leading to a more fundamental
them. Organization is then understood as persistent patters in  understanding of the mechanisms that underlie behavime. O

the trajectories of the system. We show how hierarchical stricture  \vouId like to have such laws in the behaviour of computer
emerges from the need to offload the cost of observational systems too

calibration: it is not a design requirement for control, rather . . i . L
it begins as an economic imperative which then throttles itslf This paper is about the formulation of such a view within

through poor scalability and leads to clustered tree struatires, human-computer systefslt is framed in the setting of a

with a trade-off between depth and width. theory of maintenance for systems[2] so that we shall take
Index Terms— Behaviour, organization, configuration manage- the view that systems can have stable properties even in
ment, peer to peer, pervasive computing. uncertain environments by arranging for there to be cauect
forces maintaining an equilibrium with forces of enviromme
tal change.

|. INTRODUCTION Specifically this paper is about the relationship between

To manage originally meant ‘to cope’ or to handleater promises made by the parts of a system, i.e. the properties
‘manage’ became a transitive verb, i.e. it became somethiclgimed for them and the actions or changes that are re-
we do to people and systems, like the driving of a vehiclguired to keep these promises. It links the work of operator
or the running of a business. This is the usage that is mosaintenence([3], [4], [5], [6] (change management) with the
prevalent in computer science today and it has graduallydedconcept of stability and organization. We use promise theor
a doctrine of control in computer management. This traresitidescribe properties and operator mechanics or state neschin
interpretation ignores that fact that a system can only ‘e describe the kinds of singular and collective behaviour i
managed’ or driven if it is both willing and able. The ternsystems. System components are isolated and modelled as
self-management brings us full circle back to the idea thatitonomous entities that we call ‘agents’. These should not
systems might again cope without external intervention. %@ assumed to have any relation to the agents in Multi-Agent
the question is again can human-computer systems man&gstemsa priori[7].
without managers? In this paper, we wish to set aside preconThe structure of our paper is as follows. We begin by
ceptions and examine the question in a scientific light. mentioning some related attempts to describe organization

The organization of functional entities within a system is and behaviour in the literature. In section Il we describe t
key aspect of ‘management’ and is important in delegatiah afundamentals of our theoretical framework involving preas
specialization within the resulting phenomena. Orgaiozas and operator algebra. Then we turn to the statement of laws
therefore closely related to behaviour. In a system of aer of behaviour in section IV which follow from fundamental
ing agents, agents can differentiate themselves intordifte ingredients of causality and variation. In section V we sket
functional roles which work together to extend the scope ttie beginnings of an algebra of observation, sufficient to
their collective behaviour. Regardless of whether sucksoldiscuss equivalent scenarios and rewriting rules that telp
and groupings emerge from a dialogue with environmentaveal the basis of clustering and cooperation in ensembles
conditions or are pre-programmed, it is important for aof agents. Finally we turn to the existence of patterns of
engineer, scientist or analyst to be able to identify thesehaviour and the meaning of organization, including its

1The meaning originates in horsemanship 2A shorter preliminary version of this work was presentedih [
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hypothesized economic origin. have discussed the concept of “commitment” for many
years[14]. It has been suggested that promises and commit-
ments are indeed the same, but there are both philosophical

and practical differences to these theories that we mention
Descriptions of behaviour as an empirical phenomengg|ow.

are rare in computing. Computer science d?SC”beS m"J}mlyRef. [15] discusses how agreement can be achieved through
what we shall call programmed behaviour, i.e. that which

can be represented by the transitions of a state machine.apnallgorlthmlc approach to introduction, discharge anthwit

software design and network management it is often assumderawal of commitments. This is somewhat akin to the

that systems will behave more or less deterministicallyator promise theory description in process algebra by Bergstiia a

least in accordance with our assumptions and speciﬁcatioﬁsethke[m]' This paper, like promises, take pains to de@mph

Many unnecessary surprises result from such expectatio ie the role of sequential ordering implied in approachies |
In the Unified Modelling Language, for instance, behaviour L and BPL.
is represented as algorithms, flow diagrams and state chartdRef. [15] considers groups of agents with inhomogeneous
However any system capable of basing its actions on inpeapabilities and considers how strategies for coordinatan
events from its environment, or whose resources are godterfe built. Rather surprisingly, the paper takes the view that
and modified by the same environmental conditions, are nettordination is the key to coordination, i.e. the formaid
essarily unpredictable from a state machine viewpoint. Tlaehierarchy. This is a common view in computer science but
situation for distributed systems is often more acute due tfoe necessity of hierarchy is only asserted, never showh. Re
the greater exposure to environment of the component paftis:] declares that commitments are obligations which we find
Control theory is the paradigm that has come to be usedt@mopen a number of semantic confusions. An obligation in
discuss more advanced feedback behaviour in systems[8].the intuitive sense need not be considered a outside digecti
Policy based management[9] does little to improve on thigvith punitive force) or an implied subordination — it need
The prevailing view is represented by the Event Condition A@nly be a voluntary feeling of motivation to make a voluntary
tion (ECA) paradigm which addresses responses to individ@@mmitment (or a promise).
environmental stimuli and makes no attempt to consider thé\ye find the term commitments difficult to parse due to
long-term consequences _of these. Policy based ma_nag_em@nbup"dty of meanings. To commit to something is an
further defaults to the notion of management by “obligation,;onomousctionwhich implies a binding to some condition
and enfqrcemer_ﬂ which we bel_leve is unre_al|st|c[10]. Csiti 5r course of action which we do not expect to reverse. A
of our views might say ‘what is wrong with enforcementomise is only a declaration of best-effort intent. To coitnm
It's what we want'. We reply that wanting and having argomeone to a course of action (transitive) is to direct astio
two different things. We have to confront all uncertaintieat ¢ 5 subordinate, which is the opposite of autonomy. The
make systems hard to control, not ignore or suppress thenfiterature on commitments straddles these two meanings, th
Another difficulty that arises with logic approaches, esnhe notion of autonomy which is central to the present work
pecially deontic Iogic,_ is the confusion that arises betwegs gfien lost in the multi-agent literature, overshadowgdab
the concepts of “obliged” (assumed to mean “enforcediycys on programmes of execution. Ref. [17] makes at least
and “desired”. In many instances the concept of distributgfbsr statements about the formal aspects of commitments to
coordinationis transformed int@ubordinatiorwithout further  ,4re general "propositions”; it also considers the matter o
explanation. Promise theory requires this step has to b@madnditional commitments which makes it interesting here as
explicit, indeed to document how it is possible and whether dongitionals in promise theory are of central importancisto

Finally, to move from behaviour to organization, one must

look hard to find any departure from the idea of hierarchical Finally. it has become common to speakwafual organi-
management. For most researchers the word organiza jons e.g. see [15_3].These also define or impose organlzanqn
is equated with a hierarchical chain of command. This R&sed on hierarchical "management”. The concept of the grid
true of theories of organization put forward in the busines¥3S |r!tr0(_tluced In the_ mid-1990s to describe avision of wlrtu
arena, which has been both more innovative and has mé)dganlzatlons.[w]. which foIIovv_ natur_ally from d|§tr|blniee-
considerably more progress than IT management[11], [L3PU"Ce organization. The Service Oriented Archltectgfeﬂ(}s .
Coase’s excellent essay took issue with the notion of hiagar @S been proposed more recently to describe business moti-
already in the 1930s[11]. More recently the idea of semanff@ted sharing of services in a more market oriented framewor
web has been used to try to meld ECA thinking with typeahese can also be considered as observable cases, but not as

ontologies. Dietz’s view is a theory of actions, typed witte t theories or definitions.

use of formalized ontologies[13]. He introduces the notbn  Today hundreds of papers are written about these topics,

coordination acts, or patterns of transactions. This théls but there seems to be little attention to what distinguishes

under the category of Event Condition Action (ECA) libeyall the different terms. How shall we understand these coneepts

mixed in with some social science. We base our approach here on promise theory[10], which is
The work that seems to relate most closely to our comell suited to describe the voluntary cooperation of distréd

from the Multi-Agent System community[7], where authorsomponents.

Il. RELATED WORK
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[Il. PROMISES AND OPERATORS Synzbo' Interpretation
a B Promise with bodyb

Promises are a modelling framework (see [10], [20], [21])
which builds from an atomic and fully decentralized view
of behaviour in systems. Promise theory describes the per-
sistent features and coordination of “agents” (system com-
ponents) that are autonomous in the sense of being having
private knowledge, and being impervious to outside coercio TABLE |
Whereas the more traditional notion of obligation leadsi$s d SUMMARY OR PROMISE NOTATION
tributed constraints[22], promise theory localizes craists to
a single agent through the assumption of strong autonomy.

A promise is the announcement of a fact or a behavioptensive internal resources. We denote this agent
(commonly expected in the future, but not necessarily) thatprgmise theory is mainly about the analysis of epochs in
requires verification to confirm its actuamy. Promisedt Ifm which promises are essentially fixed. If basic promises ghan
finite time; they are not events but conditions that peréist. \e enter a new epoch of the system in which basic behaviours
promise is more than an intention, since an intention negflanqe For a fixed static set of promises, behaviour coeginu

not be announced nor event specified to anyone. A promisg;isqrding to the same basic pattern of interactions between
different from a commitment, since a commitmentis a momegbems and environment

at which an agent breaks with one course of behaviour for
another discontinuously with sights on a goal, often thtoug

some specific action or investment in the future outcome. In . ) ]
some cases the act of committing can result in a persistentVe €xpect to find laws of conservation and change in any

promise as its outcome, but promising does not imply an actig’€0ry of behaviour. Intuitively one might easily expece th
that makes a discontinuous change. following:

Consequences, or results (terms used by other works) ard) An autonomous agent continues with uniform behaviour,
possible outcomes of promises. Indeedjoal in the parlance unless it accepts an influence from outside.
of many works is now definable as the desired end-point of a2) The observable behaviour of an agent is changed when
promise (see the discussion below). The outcome of a promise  Promising to act on input from an outside source (see
is what actually happened, whether a goal was announced or Section IV-B).
not. We shall discuss outcomes below in terms of trajectorie 3) Every external influence-b = (+,x1) promised by an
If one assumes that promises are necessarily kept (theldefau external agent must be met by an equal and opposite
assumption), this distinction is moot. However, in all istid promise —b = (-7, x2) in order to effect a change
systems promises are only kept with a certain probabilitys T on the agent. Ify; # x2, then the interaction is of
section is about the relationship between promises andrend t magnitudex: N x2.
outcomes of those promise over time. To keep a promise Wée shall show that basic laws of this form do indeed apply.
might have to act or issue an event, maintain a state or previénaddition, one should expect behavioural properties ¢f an
change from occurring. ensemble of agents to be guided by three things:

Promises are made by a promiser agent to a promisee ageRnt The internal properties of the agents themselves.
as a directed relationship labelled with a promigelywhich « The nature of agents’ links or bonds (promises).
describes the substance of the promise. A promise with bodys The boundary conditions of the environment and location
+b is understood to be a declaration to “give” behaviour from  in which the agents evolve.
one agent to another (possibly in the manner of a service),
while a promise with body-b is a specification of what A. Freedoms and constraints

behaviour will be received, accepted or “used” by one agent_ ) ) ) i
Definition 1 (Exact and inexact promiseshk promise is

. . b
from angthgr (sge table I)_' A prommalugtlonvi 4 ak) exact if it allows no residual degrees of freedom. A promise
is a subjective interpretation by agent(in a currency of its b

choice) of the value of the promise in the parentheses. Tﬁi ;egéé?n?);acrflfittr}:} i\%r;sgalcrggr;bglgtaes ;Sdldlljjr?;gwi?éiiis
value can be negat_ive if_ it is pure <_:o§t. Usually an agent C%ghavioural' s;;)e'cification
T e s o th e o2 AT 5o exact specicaton, whie < <
subject of the promise, and@nstraintwhich explains what 1S mexact._The same principle applies to the .p055|ble anECo

. ' . of a promise, however the actual outcome is naturally exact
restricted subset of the total possible degrees of freedem & each measurement
being promised. Since any dynamical, systematic behaisour '
a balance between degrees of freedom (avenues for change) ) _ )
and constraints[23], this should be sufficient to describeéi\ Behavioural trajectories
wide variety of phenomena. For many purposes, and to avoidTo discuss behaviour over time we need to notion of a
extraneous concepts, the environment in which agentside darajectory. This is the path taken by (i.e. the set of intermediate

act can itself be represented as an autonomous agent gifites between the start and the current value of) an agent's

—b .
a —a Promise to accepi
b .

ve(a — a’) | The value of promise ta
b .

v,/ (a — a’) | The value of promise ta’

IV. LAWS OF BEHAVIOUR FOR AUTONOMOUS AGENTS
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observables through a space of states that we may call conA goal is then a set of one or more desired or acceptable
figuration space. It represents the past or future historgnof outcomes within an agent’s own state space. In other words a
agent’s state transitions. L&tbe a vector of state informationgoal is a bounded space-time region that the agent would like
(which might include position, internal registers and othéts trajectory to intersect (like the bull's-eye of a tage¥ set
details)[2]. Such a trajectory begins at a certain titnevith  of {q(¢)} possibly over some regiothin < t < tmax. This
a certain coordinate valug, known as thenitial conditions definition obeys the principle of autonomy, namely that an
The trajectory of a single agent is then a parameterizagent may only promise its own behaviour; however it leaves
functiong(t, &), for some vector of paramete¥sarriving from open the question of how an agent might desire to change
an outside source, and we identify the behaviour of an isdlatits environment (which is outside of its own state space). We
system as the triplet as the determined trajectory: come back to this point in section IX since it requires the
. N notion of force.
Go, to, O(0)), t > to. @) We wish to point out that a goal cannot be an elementary

(
The symbolO(&) is a constant transition matrix or operatoFoncept like the subject of a promise, since it requires a
which takesgq(t;) to ¢(t;+1) for integer time indexi, or feedback Ioc_)p to achieve, which requires several promises.
alternativelyq(t) to q(t + dt) in a differential form. We can A goal requires knowledge of the state to be reached and
think of this operator as being the generator of time slice§lerefore the ability to observe the state and its curretéso
advancing by one time step on each operat'(é(&’) therefore !mow when intersection has occurred.. As Ior_19 as the state is
represents a steady state behaviour and any alteratioristo tht€rnal to the agent we can assume it can simply make these
steady state behaviour must come about by a transformatR§amises itself. However, the situation is much more comple
O — O', which by the rules of algebraic invariance must haw¥here multiple agents are involved. A collective goal reesii
the form O’ = TTOT for some matrixI’ and dual-transpose all agents to achieve a pre-arranged goal simultaneoully. T

representation®. requires not merely private promises but coordination and
In other words, any change in an agent's state (called ft§nce multiple two-way communication between the agents.
behaviour) is generated by Notice also that the concept of a goal requires the notion of
A . a value-judgement about what is desirable or acceptabis. Th
(—q =q+67=0(5)7= (1+G())7. (2) s easily provided in the promise framework if we always refe

i.e. 7= G(7)q. G(o) is called the generator of the transitionto the outcomes of promises, but again it is highly complex
O; 67 plays the role of a generalized momentum or ‘velocity’Where multiple agents are involved.
' ’_Finally we should at least mention the notion of non-

Z; ggt the dynamics state s represented by the canonical RRterministic states, i.e. macro-states in which a goal is

. . . ._achieved only on average over some interval of time. A
We now have a simple transition matrix (or state machine : . ; o
omise, after all, lasts for some time and is verified peshap

formalism for describing the steady state behaviour of an . . L

. N ; Several times. A promise therefore leads to a distributibn o
agent, which results from keeping its promises through the . )

. . . . - outcomes in general, not merely a single state. One may
repeated action of a ‘promise keeping operator’An agent ; e . o
. thus define arequilibrium as a goal that is satisfied by a

whose observable properties do not depend on any exterS% le distribution over a ‘sufficiently persistent intanof
circumstances hasxactor rigid rigid behaviour[24], [25]. It yp

is possible if and only if the agent has no use-promises thtlr‘pe . As this raises many questions to be answered about the

pertain to its own behaviour-( for someb), and all other Watistical mechanics of agents, we shall defer a full disimn

. , ; ; . of statistical behaviour for later work.
promises+b’ are exact promises. In this case the internal

change operatap cannot depend on any external information.
D. Changes to steady state

Now, consider how an agent might exhibit behaviour that
is based on input from another agent. To see how we might

The notion of a trajectory as a representation of behaviogifect a change in this behaviour generated (ywe need
allows us to be more precise about the meanings of othgrfollow the straightforward rules of matrix transfornuats.
commonly used terms. We define tloellective behaviour Reactive or adaptive behaviour means that autonomoussagent
of several agents simply as the bundle (i.e. direct sum) gfake promises to accept input from an external agent. Thus
trajectories of the ensemble of agents. the operator must be made functionally dependent on the inpu

An outcome(which can equally well refer to the outcome) —, O(]) This requires a promise binding to accept input
of a promise or of a transition taken to keep a promise) can ggnditionally on its provision, e.g.:

described as a single poigttsn.;) of the configuration space

C. Outcomes and goals

+o/r -,

reached at some ‘final’ time, along the trajectory of an agent a - Goxt 3)
o . i ¢ , .

In othgr words it is an identifiable end-point of an agent’s a = Goxt (4)

behaviour.

wherel represents a promise of input from an external agent,

3This is a linear transformation. It is not certain that adinisformations of and O(I) represents a promise of some observable output to
the operator need be linear, but we make this assumptionftietater work h | hich i diti I " iorhaf
to extend. Ref. [3] shows examples satisfying such lingasihd our results another external agent which is conditionally a function

here are only for linear mechanics. input, and is kept via the operation &(I)
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Let I — +3, be the body of a promise to change thagent. Thus, if an agent does not promise to use any isiput
generator of behavioud from an external agent: i.@cy; 2 from another agent, all of its internal variables and tramsi

a;. The agent whose behavioural generatois being altered matrices must be constant.

promises to accept the change V\Icﬁh% tey and we denote No?e :_allso that by t_he definitions _in [20_], a condition_al
a linear realization of the operator which keeps the promig&°mise is only a promise when combined with a use-promise.
to use this transformation by the external agent simply=by This fits naturally with the argument in the theorem.

so that we have: . o
Corollary 1 (A conditional promise is not exactBy

G, -G =31G,%,. (5) reversing the theorem we see that a conditional promise, must

The generator of this transformation matrix can, in the Usu%y definition have a residual degree of freedom, which is the

. value of the dependent condition.
way, be written asr, whereX, =1 , and X . . .
y i T tor We can now state the interaction mechanics using the

6G, =G -G =0lG+Go. +0lGo, (6) formulations of the previous laws, and in terms of clear
. . statements about state transitions:
What can we say about the transformation matrix? In order

to satisfy the principle of autonomy it must have the follogi |\ > (Law of interaction):The accelerations2q of an

properties. Let us define a valuation of a promise known as the _ _ i . O/I
o b agent's promise trajectory resulting from a promise~ o’
outcomeby the notation:o(a; — as3). The outcome returns . . . .
.e. the rate of change of its generalized momentunis

a value in[0,1] where 0 means not-kept and 1 means I(e‘:)(p%)roportional to the generalized forée= 50 = G promised
Intermediate values can be used for any purpose, such as

. : . ; by an external agent.
statistical compliance. Autonomy requires us to stipulate y g

Proof: This now follows trivially from the transformation

)
Y, xo(a = dext)
. - properties and boundary conditions:

Ei x o(a 3 Goxt) 7 )
6T J = GT q 9
so that ) q q (9)
whereG.; is the matrix valued generator of behaviours of type
0G — 0 7, see eqn. (2). Under a change@f
¥, — 1,3 -1 . Ao
o, — 0,0l 50 @) o7 = G
9 T Y 6ql — qut (10)

when one of the binding promises with the external agent js
not kept. This means that, unless the promises to deliver%r"iJ
interaction influence are honoured by both parties, theadgte 827=07 —6¢=(G' —)7=6Gq. (11)
state behaviour persists.

The above boundary conditions are the only interpretation
of interaction that preserve the requirements of autonomy.

Law 3 (Transmitted force - reaction to influencélhe ef-
fective transmitted force due to a promise binding between
E. Laws of change two agents is that which results from the outcome of the body-

We now state the basic law of causation for behaviour intersection of equal but opposite-) promises between the
terms of the autonomous promises of the agents, under Hyents.
condition of autonomy.

Proof: By the assumption of autonomy, the influence

Law 1 (Law of Inertia): An agent's observable propertiesof agenta by acy; is the conjunction of information sent and
hold a constant, deterministic trajectogyt) unless it also information acceptedn fluence = of fer Aacceptance. This
promises to use the value of an external sourd® modify has an obvious set theoretic formulation[20]. From thesule

its transition matrixO(E). of promise composition, the binding
. . +<T, >
Proof: This follows from eqn. (6). Steady state trajecto- et 2" a
ries imply thatéG = 0, which in turn requires that for small a —{7x2) Goxt (12)

changess” = 0, which implies no promise of type¥. = o
Put another way, each agent has access only to informatits an outcome that satisfies:

promised to it, or already internal to it. A local promise +(m,x1) —(T,x2)
£(@) . O | Qext — a4, —  Qext | =
a; "= a; that depends on an externally promised parameter
o is clearly a conditional promise; 1O/7 4, whered is o (aext Hrxanxz) a) o (a —(rxanxa) aext) ’ (13)
the value promised by another agent. In order to acquire the

value of#, we requirea; — a; and a corresponding promiseso that the interaction is the intersection of the agents’
to provided to a; either from the environment or from anothepromises to give and receive the influence. [ ]
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2

Thus we can say that the trajectory’s transformation mugt ha

the form: C(b)

A +3 -zt
00 ~ 0(acxt - a) 0(a - acxt) ———————————————
S~—— 1 3
Force field charge (14)

Fig. 1. Serial composition of a promise and a coordinatioonpse. The
There is a reassuring correspondence here with the physiashed arrow is implied by th€'(b) promise.

of force fields, which is a directly analogous construct, khe

+ charge also labels which particles promise to respond to ,’
one another’s field. Promises appear like fields of influence b b b !
whose values are sampled by the action of measuremen b PY b ./ b
Promised behaviour is represented by the regular appitat @ @
of operatorsO on a state vector that evolve the state and C(b)

keep the promise. The outcome is unknown until the act of
verification is initiated, somewhat analogous to the quantufi9- 2. Observation indistinguishability implies an equence.
theory of matter.

We emphasize that these laws derive directly from the | _ -
assumptions of autonomy, operational change and transitfp 9\V€n thatne promisesn; b follows. The symbol & is
matrix formulation of the agents. They are therefore beyofit§€d t0 signify the composition of these promises.

dispute and we would expect to find this kind of law in any c(v) ® b b (15)
system of change with similar properties. Nl 2 2 3 1 3
‘Coordinate with’ Promise
V.. OBSERVATION AND MEASUREMENT The coordination promise is transitive.
i i i c c c
Measurement and observation are central to the discussion n /() ng , iz (b) ns =y (b) ns. (16)

of system behaviour. The concepts of calibration and ceordi
nation must therefore also feature. Promises define the ollig use this below in the identification of observable proper-
observables in promise theory. No knowledge is predictahiigs, since it implies a basis for; to comparen; andn,.
exchanged without it being promised, so there is no measur-
able certainty without both promises to be observable and to . .. . .
observe in a binding relationship. For instance, the locati Distinguishability
and nature of an agent can only be observed if the agentt follows from the discussion surrounding the third lawttha
promises to make itself visible. This includes interactiorthe outcome perceived by agentsandas in their observation
with an environment. The environment itself must promisef a third agentu; need not agree. Their promises to receive
its secrets to agents. Although this is clearly a devices thpromised data could be different or even incorrectly calibd.
mode of description has the advantage of making explicit dlhis is not the only reason why perceived values might differ
assumptions about individuals and their interactionduiog but it is a sufficient one. It follows that each agent has an
observations of environment and boundary conditions etc. independent estimation of values observed. How then can any
The strong assumption of autonomy in promise theothird agent determine whether a pair of agents has the same
underlines an essential limitation on such interactiorteséen behaviour? To do this measurement must be with respect
agents. Agents observe according to their own private stda-an arbitrary butsingular observer that can make relative
dards, thus each agent makes individual valuations of witatmparisons according to its own subjective apparati.
it observes. This might not be the same as other agentdhe coordination rewriting rule can be applied both for-
(indeed no agent can know about another agent’'s perceptwards and backwards. Since an agent that observes behaviour
of the world; at best they can try to communicate their owhhas no knowledge of what might lie behind it, it cannot tell
experiences and seek consistency). Only relative congeristhe difference between the scenarios in fig 2.
can therefore be expected to have meaning. Since agents cannot distinguish between these cases by
This limitation suggests a basic algebra of measuremeitservation alone, they are entitled to consider the $itosit
because it implies that all comparisons must be made throwggiuivalent.
a single adjudicator. Indeed this property explains howader  Definition 2 (Equivalence under observation): constel-
agents attain a privileged position in an ensemble, by lgavitation of two or more agents that promise identical obsdesb
access to information and using a single scale of measutemsith equivalent behaviour to a given agent are considered
for coordination of all the information from observed agent equivalent under observation if the observing agent cannot
We use the shorthand notatiofi(b) for a pattern of distinguish the average behaviour of the agent with respect
promises that leads to the effective promise “exhibit theesa to the promised observable.
as”. The coordination promise is used for this (see fig. I)ote that equivalence could be exact at any moment in time,
The reduction rule for coordination promises for the case perfectly synchronized changes, or it could be defined as
which n; promisesn, that it will coordinate on the matter of an equivalence of averages over a sampling interval (e.g. a
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suitable time scale). This must be specified when reasoning
about the promises.
The notion of equivalent is not entirely clear however.

« Equivalent means identical.
« Equivalent only statistically, over a given sample scale,
with quantifiable bounds.

These judgements depend clearly on the abilities of the ob-
server to _dls_cern and dIStIﬂgUISh behaviour, thus t\_NO aiffe _Fig. 3. Patterns in agent space arise from irreducibilitthef graph.
agents’ findings should cannot be compared without prior

calibration.

postulate the existence of such an agent entirely on the basi
B. Rewriting for cooperative behaviour of equivalences, which is preferable.
Based on the equivalences shown in fig. 2 a number of
rewriting rules can be formulated expressing equivalences VI. PATTERNS OF BEHAVIOUR
under our observation as modellers with complete inforomati  To summarize the foregoing sections, behaviour is a pattern
about all agents (having a globally privileged insight that of observed change in the observable measures of an agent.
single agent has). We shall describe them pictorially here When several agents are involved, we speak of collective
avoid unnecessary formalism. From the symmetry of indisehaviour. Behaviour is governed by the interplay between
tinguishable agents, the implicit promises between thentsgedegrees of freedom and constraints[23]. In promise theory,
must appear in both directions. changes to observables are assumed to occur through the
1) Inferring implicit coordination.Two agents that behaveaction of operations[27]. Actions generate events whereas
in the same way to a real or fictitious external observ@fomises are usually persistent claims about likely digtri
over some defined timescale can be assumed to be cdigns of outcomes. Collective behaviour refers to a coibect
dinated, and we may introduce symmetrical coordinatié¥ agents that together form a behavioural pattern.

promises. In studying behaviour we are interested not only in singular
.\'@ b event_s but in their trends and classification. This is where
/ infers () o) promises play a role: promises are long-term and change
b
b

only adiabatically compared to the events which test themm. T
2) A corollary to this is that when all agents in an ensemblgtassify and analyze such events into a picture of behaviour
make identical promises to each other in a compleige must understand their variability.
graph, we can add mutual coordination promises be-
tween all pairs. This is easily justified as it reflect3 patterns
the_observ_atlon that when a numbgr of_agentg behave%,‘,memS can arise in two dimensions:
similarly with no labels that otherwise distinguish spe-
cial roles, an external observer can only say that all of *
the agents are behaving in a coordinated way. Thus the’
observer sees a coordinated group for all intents and

Serial patterns of events in time.
Spatial patterns of relatedness arising from the agents’
promise ties. Clustering in the space of promise types

purposes, although it was not formally agreed by the ° agents with similar promises are expected to behave
agents ’ similarly

3) Inferring observational indistinguishabilityAny two Discrete patterns are described by the Chomsky hierarchy of
agents that mutually coordinate their behaviour may g§ammars[28]. We may consider each distinct promise, or
considered to behave analogously over the sampIiHbe operator that transmutes it into a persistent state to be
interval to a hypothetical external observer. This caf SYmPol in an alphabet. The strings formed from this

be formulated by introducing a fictitious promise to th@lphabet represent aI.I possible behav_iours in time, ik. al
fictitious observer. sequences. The matrix of all such strings whose rows and

.b/> columns represent the agents in an ensemble is also a matrix
1} (a matrix of matrices) of some dimension. Patterns formed
by reducible and irreducible blocks along the diagonal &f th
matrix represent patterns in the space of the agents (see fig.
3).

We have argued that these rules are the basis for undenstandi _
swarm behaviour[26]. B. Order and disorder

Coordination of agents could of course be arranged byWe can characterize the variability of the trajectoriesiites
having each agent subordinate itself to the instructiona ofing from promises.
third party, but in this case one must postulate the existenc « Ordered behaviour:An agent whose observable prop-
of an additionalreal agent which does not seem justified erties change according to a deterministic algorithmic
directly. However, by combining the rules above one can pattern with a predictable grammar.

infers  ¢(p)
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« Disordered (“random”) behaviour:An agent whose be- however we can discuss a simplified view. We suggest that this
haviour changes in an unpredictable manner. emergence of privilege has a simple explanation in a prazfess
In general this is not a binary choice but a continuousBtructural ‘crystallization’ which is seeded by a self-ajmted
varying scale, which is most naturally defined in terms d¥romiser of a collation service. The economic advantagieeo t

the entropy of the trajectory. We can define the order of &paves for a privileged observer is that can make compagison

ensemble by within the initially flat ensemble more cheaply than having
each individual agent establish peer-to-peer commupicati

Order = (1 __8 ) (17) Wwith every other agent in the ensemble. The cost benefit of

Smax such centralization depends on how many promises need to

where S is the Shannon entropy of a trajectory defined by be set up and maintained.
. . There are two separate economic issues in ensembles: the
S==> " p(0:)logp(0y), (18)  cost ofcalibration or the attainment of global measures allow-
i ing consistency, and the cost @dordinationor differentiation

andp(0,) is the probability or normalized frequency of oper@nd delegation which requires only local consistency.ladi

ator typei occurring in the time evolution of the behaviour. tion requires complete bi-directional communication kesw
all agents. This is a familiar problem in security where it is

used for key distribution[31]. Coordination requires otiat
C. Roles we can pass a message to every agent on a need to know basis,
Roles are labels for agents derived from their observegithout the necessity for reply. Without calibration, agen
behaviour. The roles played by agents in an ensemble da&ve only local concerns and global ones are considered to
be assigned simply by looking for all repeated patterns @merge’ i.e. they are un-calibrated (we return to emergent
promises. A role is then a pattern. Since similar promisdis whehaviour below).
lead to similar observed behaviour, so one defines roles forThe local economics of network relationships are quite
each distinct combination of promises that occurs in a psemisimple and depend mainly of the topology at a point. We need
graph. Thus one finds: to show how the cost of a particular topology impinges on the
« Differentiated behaviour: cost of either coordination or calibration. We should rettedt
Agents that behave differently, e.g. perhaps partitiong@omises are not about continuous network communications,
into a division of labour when cooperating, or simpleo the cost of making a promise is entirely in the establistime
independent. of the promises. The maintenance of the promise depends
« Undifferentiated behaviour: on its type however. Promises that require an exchange of
Agents play identical roles in the ensemble and requiieformation between agents involve propagation of datackh
no specific labels, since all promises are made by eaititroduces measures of time-taken, latency etc.
agent. Promise graphs form networks and the economics of coor-

Undifferentiated behaviour can be coincidental i.e. uslination thus have two facets (see fig 4): cost and efficiency.
calibrated, like a disordered gaseous phase of matterh@ll fhe cost of establishing promises increases with the number
component elements make identical unconditional promis@sPromises since each promise generally requires some be-
but never interact with one another) and it could imply agenfaviour or work to be done by the agent. The efficiency of
that have agreed to behave alike through interaction (fike i coordination involves communication and therefore hasdao d
solid phase of matter). Normally we are only interested ¥ith propagation of effect over the coordination distartbes(

the possibility of coordinated, collective phenomena, aut is a network depth issue). We can divide the discussion into
phase transition from one to the other is possible and wé sh#hat is good for the group and what is good for the individual
describe this elsewhere. agent.

D. Formation of hierarchy E. Global considerations

Hierarchy lies behind practically all visions of what con- There are two extreme cases for topological connectivity in
stitutes systematic and organized behaviour in the liteeat a global region and a range of values in between. These are
We propose in line with many previous authors’ thinking thahe complete graph (all pairs nodes linked peer to peer with
hierarchies emerge for microeconomic reasons. Each ag@ftV — 1) directed links) and that of centralized hub (with
pursues its own interests selfishly and the resulting ciliec (IV—1) nodes linked directly to a single hub, makiagV —1)
behaviour reflects an evolutionary process[29], [30]. Watwadirected links). If we assume that, to a first approximation,
to resist theassumptiorof hierarchy but we cannot deny itsagents are homogeneous and value promises from one another
widespread dominance empirically. equally then the cost and value of promises is proportiamal t

The characteristic of hierarchy is the existence of a rotte number of promises.
node, or privileged agent at the top. the question is how thislf agents do not use route messages for each other (requiring
node gets selected from a group of agents. A full understamdany coordination of promises), they have to coordinaté wit
ing of this phenomenon requires a discussion of symmetmvery other agent individually in a complete grapi\afNV —1)
breaking, which is beyond the scope of the present papgromises of each type of promise in the ensemble of 3ize
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Fig. 4. Bilateral communication structures indicating ftt¢’ and “width> ~ Fi9- 5. Cost considerations can plausibly lead to an optindepth of

of promise bindings. A tree is something between the extsenfea chain Network pattern when power considerations are taken intmuat. The
and a hub. minimum cost here is given fok = 5. Such considerations require an

arbitrary choice to be made about relative importance dbfac

If they network their efforts however into a hub or chain then . _ . L .
they can reduce their promises to or@éN — 1) in total, but cost rise sharply with increasing centralization. Thisveh@
now there is a new issue: depth or efficiency plausible explanation for why a hierarchy emerges. It seems

Depth versus width is a trade-off. Greater centralizatidRCally cheaper per agent than a full mesh and it can tune its

reduces depth and hence increases the coordination ecf:ﬁvcieﬁff_'l?r']ency as Iong;s ttrw]e st.ructure dboes knot become fixed. .
but it increases the cost burden of promises at the hub ere Is a paradox here: agents break symmetry to appoint

The costs are in-homogeneously distributed. In a chain (tﬁéeader in order to cheaply s_cale the number of interact?ons
opposite of a hub), the cost of keeping promises is maximaﬁ?qu'md to compare and calibrate outcomes from multiple

distributed but the depth is maximal too, meaning low coofdents for the_ “client” _agents, however the appointe_d agent
dination efficiency and delays. ends up choking on this burden eventually. The solution that

generally emerges is a kind of lazy-evaluation: agents do no
make promises that they do not need to make. What then
F. Local considerations emerges is often something like a small-worlds network or
Agents do not generally see the global picture; they cap@wer-law structure[33], [34], [35] which is seen in peer
only about their own costs and benefits. This means tHat peer networks. This suggests that ordered management
the true picture of cooperative behaviour will necessaity iS not something that scales without active abstention from
inhomogeneous in all cases but a complete graph, whigfordination.
all agents will perceive to be expensive for largé The
difference between these must BEN — 1) —2(N — 1) = VIlI. ORGANIZATION FROM DIFFERENTIATION

(N —1)(N —2) > 0 for justify appointment of a privileged | et us now examine the word ‘organization’ and try to
collator. As soon as the privileged collator has been chosgjiovide a definition below that is unambiguous. How does
the cost to non-privileged agents is simglyHowever, asN'  grganizationdiffer from order, for instance? In natural science,
grows, the cost for the appointed collator grows linearkeli se|f-organization generally means spontaneous diffextion
2(N —1). One solution is to look for a balanced tree, like &r clustering, i.e. a reduction in local entropy of an open
Cayley tree[32] which allow constant scaling of promisetcogystem.
for all agentS, however in this case the depth of the strectur Is a tree considered Organized' or mere'y ordered? The
increases, leading to a rapid fall-off in efficiency, thuerthis now established term self-organization forces us to define
a trade-off. the meaning of organization clearly, since it implies that

Optimizing the structure is a simple matter of comparingrganization may be something that is both identiiegriori
the relative economic merits of these two properties. ket py design, ora postiorias a system property.
be the average node degree for promises in a tree. The coshtuitively we think of organization to mean the tidy de-
associated with not getting data quickly is proportionalfte ployment of resources into a structural pattern. “Orgaiona
effective depth of the network patterfiv — 1)/k, then we (from the Greek word for tool or instrument) implies to us
have a cost function that is a balance between these two. Altidy compartmentalization of functions. We know that all
cost functions contain arbitrary (subjective) parametérthis  discrete combinatoric patterns are classified by grammfars o
case we denote ours the Chomsky hierarchy[28], [23], which may be formed from

2 _ the alphabet of such operators. This is consistent with the
—d; B (—d) (N-1) ; - "
Cost oc v; (@(ai - ail)) = (kl ) + —a (19) concept of lowered entropy and differentiation. Orgarniat
ki requires distinguishability.

A plot for this for the arbitrary policya = 0.1 is shown Patterns may be formed over different degrees of freedom;
below. This shows the existence of an optimum aggregatif instance:
degree, in this examplé = 5. Such arguments should also « Spatial or role-based partitioning of operations between
be taken into account in the scaling argument, as we see the parallel agents.

%
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« Temporal (schedule), i.e. serial ordering of operations abt. Our definition above still works in this case, but it does
an agent. not quite fit the facts. An organization is clearly an ensembl

For some, an organization also imbues a conscious decisWith collective behaviour, and it clearly forms a patterne(e
amongst a number of agents to work together, with a hierarchi trivial one); however, organizations or institutions as w
cal structure, and a leader, e.g. witls@paration of concerns understand them always have boundaries (which one may or
or division of labourin the solution of atask Many also May not consider artificial).
believe in the value ofe-usability (a subjective valuation of ~The only natural boundary for interaction is to limit our
implementation which could lead to an economic criterion fa!nderstanding of organization to the point where no more
selection of one structure over another). promises are made. However, this would mean that every
We prefer to think that all of these can be understod#siness had all of its clients as part of its organizatiamctv
economically. Two agents trained to fight a fire could bot§ nNot our common understanding of what an organization is.
independently promise to grab the fire extinguisher or di¥yhere is the edge of a pattern? The resolution lies in the
911, but if they promise to divide the tasks then both task§mMmmon usage of organization as a synonym for institution. |

will be started sooner and finished earlier costing lesdlyota@n organization could have a boundary it would be completely
and improving efficiency by parallelism. isolated from other agents, a breach in a boundary (a leaky

Parallel efficiency gain is the seed fdifferentiation its Poundary in the parlance above) would demand that we extend
survival is a matter of sustained advantage, which requiré$ boundary to include the part it is interacting with. This
sustained environmental conditions. in turn means that the boundary is not a boundary. Any ad

We define an organization as a discrete pattern that is fornfef definition of the edgg of the organization (the edge of
from interacting agents and which facilitates the achieweim the pattern) would be arbitrary and subjective, and no agent
of a desired trajectory or task, i.e. a change from an initi4fould be able to know whether it were inside or outside the
state J; to a final stated; over a certain span of time. Weorganization itself. However, therein lies the clue. Howueb

refer to the discussion of systems in ref. [2] for the defimiti &N agent know? The boundary is not defined by interaction
of a task. but by a specific promise type, by a promise of membership.

The common meaning of an organization is as follows:

Definition 3 (Organization):A phenomenon in which a
pattern forms in the behaviour of an ensemble of differéatia
agents.

Definition 4 (‘An’ organization): A number of agents that
each promises to be identified as members of an organization.

Let £ b ble of distinauishabl ts. The ob Organization is thus more than a pattern that identifies
€ € an ensemble of distinguishable agen S'a ef’ SelYllective agents’ making promises that a single agentldiou
ables of¢ can formally be written by direct su® = ¢ $¢>®

: not be able to make alone. They are also self-appoirtied
... ¢gn, but we do not assume that these are public knowledge y PP

to an actual agent. An organization over the ensemble dsnsis

of the tupletZ = (£, 9, .A,S), where:£ is a set of agents o )
with a promise graphd;;. S is a string of matrix operators Whetﬂ the out(t:ome of one ?gent ‘(’; organization |sd|f;[](?ﬁm|sed
for the whole ensembI@A(ai 1y a;) which describes the 10 another agent or organizalion and vice versa, an resu

observable changes made by agents, for some sequence inadx ! of persistent trajectories, we refer to the refetip

A, Diagonal elements of include the operationﬁ)A(t,&). as economic trade. The phenomenon is called symbiosis in

S spans all the observables in the ensemble with colurfhomgy' This mutual closure between promises is a basic

dimensiony™. . dim(,), and modifies the observables o opologlcal conflgurat!on that allows the persistence of an
~ise operational relationship (an ecosystem). When the trade of
all agents:0Q = Q.

L . romises is stable over some time, the result is a dynamic
Organization can now be understood as a discrete pattgﬂhilibrium
induced withZ. We discern orthogonal types of organization Equilibrium does not imply static fixture. Dynamic or

(analogogs to the_ Iongltudmal_ar_wd transverse nature Oi3\""F"§'tatistical equilibria describe properties that are irabaé on
patterns in a continuum description): average. This is the more normal state of affairs, sinceenois
« Serial organizationis the syntax of operational changegrom the environment can never be completely shielded.
S, classified by a Chomsky grammar. A slow changes in the properties of the agents or the
» Parallel organization: is the partitioning ofQ induced environment can lead to a drift in the average values. If this
by the irreducible modules @4 at each serial step. Thisdrift is slow enough to be distinguished from the fluctuasion
is a property of multiple agents and is characterized Rfemselves then we may callatiiabatic This means simply
the eigenstructure o 4, which defines natural regionsthat there is weak enough coupling between the fluctuation
in the graph(36]. process and the process leading to average drift to lead to
What of ‘an organization’ as a noun (e.g. an institution ca clean separation of scales. Systems that have exclusively
company)? We normally think of this as a number of actostrong coupling do not exhibit this property and are much les
who are organized under the umbrella of some architectupakdictable as a result[37], [38]. The interaction of ssatea
edifice — like a building. Is it enough to simply collect agentvast topic that cannot be given a fair treatment here. Suffice
within a boundary to make them an organization? We thinkto say that this is a crucial part of behavourial descoipti

VIIl. EQUILIBRIUM
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in any system and the promise binding description allows gpace of an environmental super-agent. This super agent can
to understand this in a classic interaction viewpoint. be influenced and can influence agents.

Our formulation of agents interacting through persistent
promises reveals equilibria more clearly than a descriptio Definition 6 (Leaky agents)We define deaky agento be
in terms of events and actions would be able to, because agent making any promise to receive information from the
it approaches the problem from the scale of the persistefvironmentz, a; ~2" E.
phenomenon.

The study of real systems is therefore a study of leaky
IX. AGENTS, ENVIRONMENT AND EXTERNAL GOALS agents. The environment itself is also leaky in the sense tha
By the first law, systems are most predictable when corti-can be affected by other agents. This is how we account for
pletely isolated from external forces. At the next levekith stigmergy for example.
changes can be predicted when coupling to external forces idVith this view, we apply boundary conditions or coupling
weak. The stronger the coupling between agents, the mépethe environment by giving every agent a use-promise from
unknown information enters each agent. This can lead s environmental agent to allow some non-specified enviro
disordered behaviour which requires more information thdnental conditions to be explicitly modelled. The enviromne
is practical or available to understand. agent is assumed to promise its information to all other &gen
In promise theory all agents begin by default in a state dfis is also the way to understand how agents making non-
isolation, impervious to outside influence. It is only thgbu rigid promises can exhibit random behaviour. In order to
their own promises that they can volunteer to be influencedustify random behaviour we must explain how disordered
Three questions remain in the discussion: i) how do weformation enters the agents and selects values from withi
explain irresistible forces such as weather, power-faguand the bounds of the inexact promises. This is the only mechanis
other ‘acts of god'? i) How do we model the fact that an agef@r exhibiting fluctuating behaviour.
can affect its environment, e.g. draw graffiti, move an objec By modelling forces using fictitious promises we can use
etc? Finally, iii) how do we model the presence of boundatfie three laws above to explain all changes in a system in a
conditions, or restrictions over which agents have no aiccommon framework. Regardless of whether one finds this to
The concept of force is similar to that of an attack: one’s taste, it is a rather practical step for simple modelli
We add finally that the concept of a goal might now be
Definition 5 (Attack/Force):An attempt to alter an agent's€xtended to allow agents to desire outcomes about states in

trajectory without its consent (i.e. in the absence of a usée environment, not only in their own state space. This is
promise). This is a breach of autonomy. reasonable for any agent as long as it has a use-promise from

another agent to accept changes of state. However, a goal is
Let us consider these briefly for completeness, but deféf!l not an elementary concept that can be the subject of
a full discussion for later work. There are two classicdt Promise — it is an outcome that might emerge from the
approaches one might take to modelling environmental forc&€haviour.
The first is to think of the environment as simply one or
more surrounding agents that distinguish themselves by the X. EMERGENT BEHAVIOUR AND GOALS

magnitude of their influence. The alternative is to treaémdl When is behaviour designed and when does it emerge?

ObjeCtS including _the system bouno!ary as b_eing Hsomethiﬁgomises are designed but outcomes emerge. Leaky agents
else”, i.e. some kind of external object that is not an agerétSpeciaIIy can be influenced by environment and we cannot

To justify the latter approach we would have to extend thceompletely determine their trajectories. We speak of emer-

framework of this paper to say what we mean by such nce when we identify behaviour that appears organized, bu

eXtemal force and thus we avo_|d this n the pre_sent WOlhere no perceptible promises to account for this have been
We wish instead to give a very simple view of environment

interaction by treating the environment as a single “super-
agent” which promises to allow itself to be changed by a
agent and to which all agents have “voluntarily” promised t
be influenced. Although this is somewnhat artifitjat allows

us to continue our simply formalism without unnecessa

Many authors have fallen into the trap of using the ter-
inology of goals to describe emergence — goals which the
Barts of the system are incapable of knowing individually.
This is a superfluous explanation which likely emerges from
e fictitious belief that programming determines real worl

complications. ehaviour. We have shown that this is not the whole story and

How can an agent move an object in promise theory? T Gw offer a simple explanation for emergent organization.
state of the object needs to be represented in a state spéce an, inderstand emergence we must look to the spectrum of
we must be able to discern its trajectory. If the object is of

N . bservable outcomes of agents’ promises. Inexact promises
sufficient importance we can model it as a separate agent tﬁﬁlg

. : . w for unpredictability and the question is to understan
promises to e_lllow itself to be_moved by another. Altemawewhether organized behaviour is likely, in spite of not being
we can consider all such objects to be mapped into the state .

an agreed cooperative goal of the agents. We have proposed

4In fact it is no more artificial than giving certain particlésharge” and that prom.ises must be_ inexact to allow for the _possibility
defining the notion of a field in physics. of unpredictable behaviour[26] and that the following sienp
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definition of emergent behaviour is plausible and captunes tproperties of behaviour rather than passing transitions. A
popular views in the literature. promise’s outcome is represented by a distribution of cug®
rather than a single response to an event. Distributiong hav

Definition 7 (Emergent behaviourEmergent behaviour is greater stability than individual observations. This isenh
the set of trajectories belonging to leaky agents exhipition- the promise model differs from other works on the Event
rigid, collective behaviour that is observationally irttiguish-  Condition Action Model. We expect to find predictability gnl
able from organized behaviour. at a statistical level, and have previously found this to Hee t

case[46].

The important issue here is observational indistinguighab Apart from these minor verifications, we find most support
ity. It is the end observer who looks for ‘meaning’ (i.e. &om indirect studies of organization[47], [48], [49]. Ehis
goal) in the organized outcomes; the actual promises maderay doubt a result of contemporary predominance of interest
the agents could in fact be anything that allows the observigdnetworks and their management. In this, two areas dis-
outcome to arise. In other words an outcome ‘emerges’ simpliiguish themselves for their clear dependencealibration
because it arises. and autonomous promiseshe Border Gateway Protocol and

There are many mysterious definitions of emergence in teacryption key verification. Both of these subjects havenbee
literature but emergent behaviour can be understood eagilystudied at length, especially the former. The data fromehes
looking for any promises that enable the observed outcom@rks are most useful in supporting ideas about organizatio
and using algebraic reduction to account for behaviour asdfd structural crystallization from peer-promises to ized
section V-B, keeping firmly in mind the notion of observa@bn or hierarchical structures.
indistinguishability. After all, if emergent behaviourrisal, it BGP studies are particularly interesting not for their iogit
should ultimately be measurable by the same standards as anyhe level of packet events but because BGP behaviour
other kind of behaviour. has long term trends that are based on policies given by

The key to emergence then is that the residual freedogstonomous systems (AS). BGP policies are clearly promises
in the agent promises (i.e. that are not constrained ejactlyy our definition concerning the transit of packets. Two
are selected from by interaction with the environment, |[eSUphenomena are of interest: transit services and peeringoiNo
ing in patterns of behaviour that are unexpected, but whiglas amongst the first to consider the habits of BGP users[50],
nevertheless lie within the bounds of the promises given. [51] and his result support the conclusion that the bindings

An example of emergent behaviour often cited is the idea afade between AS’s have little to do with packet traffic or
a swarm Many definitions of swarms have been offered[3%ansit tariffs, but rather everything to do with the poteht
[40], [7], [41], [42], [43], [44], [45]. Ours is simply as fws:  value of their promises to peer with other powerful provider

in terms of social capital. Only when the cost of keeping ¢hes

Definition 8 (Emergent group or Swarmi collection of promises becomes debilitating do service providers waver
leaky agents that may be seen by any external observers@sn these promises. This is an explicit example of the
eXthItIng Undiﬁerentiated, CO”eCtiVe behaViOUI‘. importance of promises over events.

BGP also allows us to see delegated address spaces[49],
which in promise terms implies a growth of autonomous
Xl. EMPIRICAL SUPPORT FOR PROMISES agents and promises between them. The resulting structure o

There are ample studies to in the published literature aollaboration for sharing of the environmental resourcaris
which to seek validation of at least some of the foregoimgganizational pattern. Sriraman et al. show that the sirat
ideas. We propose to narrow our focus to just a few of theswganization of this is hierarchical from the top down. This
since a full treatment would warrant a major study that iend of top-down phenomenon is not covered in our work
beyond the scope of the present paper. because it occurs when a single agent splits into severatsage

The first part of our paper concerns laws of transmittedith promises that link them to the residual of the original
influence. The three laws themselves are proven from axi@gent. Thus inevitably leads to a local cluster attachednto a
and therefore the only validation required is of the assiompt anchor point, but what is interesting is that the economics
on which they are based. Since the assumption is of autonomgain drive the formation of a basically homogeneous tree in
and one can always model a non-autonomous agent by amtordance with our predictions. The node degree of thehgrap
autonomous one armed with promises of submission, therdssemarkably homogeneous, suggesting that a fixed number
nothing worthy of verification. The laws are simply expresef promises is reached by a balance akin to that of eqn. (19).
sions of necessity, and we may turn the argument around t&Zhou et al.[48] make the point that this homogeneity is only
predict the existence of effective promises in all casesravhea local phenomenon. The actual degree distribution of the BG
influence is transmitted between components. Such promisetwork follows a power-law behaviour with a long tail[34],
are often represented as access control rules and netw@%. Its average node degree is about 6, but maxima of up
services. We encourage readers to be on the look-out for ste3000 are found. As we have pointed out, it makes sense
promises in systems that seem to be under the control irfoa all but the richest resource providers to keep their psem
master-slave relationship. We are satisfied that they &sept. counts low relative to their own capabilities — and these are

The importance of promises as opposed to events is theat homogeneous. The most convincing support for our model
relative persistence, i.e. in allowing us to understandstable comes from Norton’s interpretation of the value to provier
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in bilateral peering[51]. He shows that the perceived valugharacters, within the language of promises. This has (unsu
of outsourcing promises for major providers is a privatelgrisingly) many parallels with the physics of systems.
measured value and grows with increased peering relafjsmsh We have showed that behaviour is a pattern of change
up to a maximum limit at which point it tails off, throttledthat can be partially predicted by reducing a system to an
by the resource bottleneck of the hub. This is mirrored iensemble of autonomous agents making promises. Three basic
Dunbar’s theory of human peering in anthropology[52]. laws of influence on behaviour follow from the property
A second area of computing in which organization structurd autonomy that underlies promise theory. These laws are
is linked to economics of promises is in encryption keglementary expressions of change, explaining the promises
management. Here there are two basic models: direct keguired to transmit influence between autonomous agents;
exchange, such as is used by tools like Secure Shell, and tings they describe the meaning of transmitted “force”.
trusted third party broker used by Transmission Layer Sgcur Observation is the cornerstone to understanding agent be-
SSL/TLS and Kerberos[31]. haviour because promises never imply guaranteed determin-
Dondeti et al. [53] provide some evidence to suggest that tlsn, only distributions of outcomes that can be observed in
cost distribution of key verification promises is alreadytgu experimental trials. Our ability to distinguish agentsnste
uniform, suggesting that the centralization bottlenecklheen from our ability to distinguish their behaviour, either in
outpaced by improvements in technology. Clearly afforganadvance (from promises) or after the fact (from their obsérv
can be sated either by a resource “arms race” or by diffusitn@jectories). The ability to observe differences in bebawis
of load. not guaranteed: there are symmetries in ensembles ofimdist
The body of literature from economic organization theory iguishable agents that require the calibration scale of glesin
derived not only from economic game theory, but also from trasljudicating observer to gauge. Once a scale of distingtion
observations made about organizations throughout iteeratiéan be made, the concept of organization can be explained
longer history, thus it brings a more complete and lessaeifi empirically, purely in terms of observable patterns of aaon,
verification of promise predictions. A compelling survey oWithout the need to imagine that they are always the result of
these ideas was found in the work of Fox [47], whose maitomplex human concepts like ‘designs’ or ‘goals’. The ‘self
points bear a striking resemblance to our results and thereforganization’ is a redundant terminology, as organizaisoa
indirectly validate them: ours are based on simple axiarnatheasurable property of any system.
theory with few assumptions but predictive power, whereasA frequently emerging pattern is the hierarchy. We argue
his are based on experience of actual organizations. Hunihat this does not emerge out of the need for control or
influence is prevalent in computer behaviour, since behisgparation of concerns as do other authors, but rather from
every computer system there lies a human decision-makbg avoidance of economic cost associated with observing
vying for the value and success of the system. and distinguishing system components on a single calitbrate
If ref. [54] the authors define organizations as collabueati scale of measurement: the comparison of capabilities. Wee ci
structures: “a group of persons who actions (decisiongegexamples from BGP and key-signing in support of this.
with certain rules that further their common interests’rtfar ~ We advise readers, having read this paper, to quell the urge
they define teams: “an organization whose members have offljthink of promises as a network protocol, or even as message
common interests”. We find these definitions typical of thase passing. The promise graph is not a map of the network
economic theory, and motivated more by wishful thinkingthabut an abstract set of relationships whose message passing
on the basis of an impartial model. To begin with, they are ngtedium is not necessarily known. Structural or organizetio
founded on elementary concepts. Promise theory shows trgiationships do not have to occur through regular intésact
cooperation is not an elementary concept but in fact requir@s long as the agents can remember their promises. Once
a plethora of promises to accomplish. We have uncoverecgtablished, promises persist like intrinsic properties.
deeper understanding based on simple arguments that bothhe descriptions we offer here are a platform from which
confirms prior experience and enhances it with mainly tHe clarify many issues in autonomic systems. There are
assumption of autonomy at the heart. unanswered questions about the subjective nature of agent
There is much scope for future work in understanding therceptions that motivate the need for a full theory of mea-
empirical verification of promise theory. Empiricism liesits  surement based on promise agents. This work is only the

heart, so this is no small challenge. The magnitude of tHe td2eginning. From such a theory it should be possible to decide
is also an indication of its actual substance. whether peer to peer and centralized systems are comparable

organizations with interchangeable properties, or whethey
are two fundamentally different things. This is not cleatayp.
We believe that it is possible to go further and define
The term “behaviour” is wafted loosely in computer sciencaaterial properties for promise graphs, by analogy to how
with often little clarification. It is not about what we planphysics describes the large scale properties of matter fnom
or desire, but about what actually happens when a systatomic model. Why is wood strong and glass brittle? Why is
operates in its environment. Many questions about behavi@ne computational structure robust and another fragiles&h
have been answered in the natural sciences. We have attempte analogous questions that are about scale as well as the
to offer a usable description of the organization and behavi underlying promises that bind the parts into a whole. We
based on the long scientific tradition of describing obdeleva must work towards suitable and useful definitions of these

XIl. CONCLUSIONS AND FUTURE WORK
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properties. We believe that this such definitions must ¥ollo[25]
from promise theory or something like it. We return to these

issues in future work.
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