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P R E F A C E

‘Climate Change’ is one of the most challenging issues ever addressed by the scientific

community and humanity as a whole in recent times.  Considering the fact that Climate

change is a global issue, the World Meteorological Organization (WMO) and the

United Nations Environment Programme (UNEP) have established the Intergovernmental

Panel on Climate Change (IPCC) in 1988 to provide a clear scientific view on the

current state of climate change and its potential environmental and socio-economic

consequences as well as options for adaptation and mitigation.

In order to address the impact of climate change on the earth systems, global scientific

communities are carrying out intense research on the core issues.  Studies have

suggested that there is a steady increase in the concentration of greenhouse gases in

the Earth’s atmosphere due to anthropogenic activities, as well as natural reasons.

India, due to its geo-climatic setting, is most vulnerable to the impacts of climate

change. Many research studies over India have indicated threats of increased surface

air temperature, accelerated melting of glaciers, intensification of monsoon, sea level

rise along the Indian coast, etc.

Space provides a vantage point to collect the required data at varied spatial and

temporal scales in addressing the issues related to climate change.  With strong Space

and ground based infrastructure, the Indian Space Research Organisation (ISRO) has

been actively involved in the studies related to climate research with specific focus on

events and processes influencing the climate change.

This issue of NNRMS Bulletin brings out some of the major studies carried out/ being

carried out in the area of Climate Change, using the Earth Observation data. It is

sincerely hoped that this bulletin would benefit the researchers and academicians

engaged in research in this important domain.

VS Hegde
Director, EOS

Scientific Secretary, ISRO
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PERSPECTIVES OF MULTI-DISCIPLINARY
OBSERVATIONS AND MODELING FOR
BETTER UNDERSTANDING OF GLOBAL
CLIMATE CHANGE

Amit P Kesarkar, Jayaraman A and Rajeevan M
National Atmospheric Research Laboratory
Gadanki 517112, AP, India
Email: amit.kesarkar@gmail.com

Introduction
Global climate change is one of the most serious environmental problems

faced by the world community.  It is observed that, large global changes have generally

occurred as the result of natural forces and are beyond human influence or control.

However, now mankind has also a become powerful agent of environmental change

(IPCC, 1995). The most dangerous human interventions is due to the increase in the

abundance of greenhouse gases in the atmosphere. However, in most of the cases,

the impact assessment contains large uncertainty and becomes difficult to determine

the validity of the hypothesis made related to anthropogenic contributions. On the

other hand, evidences show over millions of years of variation, solar variability, earth's

orbit, volcanic activity, collision of comet and other factors have caused our planet's

atmosphere to warm and to cool. Since they had altered the capacity of earth to

sustain life just by changing the global average temperature by few degrees and

therefore we can treat them as sources of major climatic changes. On the other end,

the emission of natural carbon from soil to air during conversion of forest lands to

agriculture lands, in large amounts, in temperate region prior to 1920s, which began

to increase exponentially since 1800's is responsible for increase in global average

temperature (Hougton and Skole, 1990).

The several studies in the last decade were aimed at the observation,

documentation, and understanding of climate changes  namely, (a) to identify the

vulnerable situations, (b) to understand the evolution (c) to improve the prediction of

global climate changes and (d) to analyze of environmental, socio-economic and health

consequences of global change.  The study by Luterbacher et al., 2004 showed that

during late 20th and early 21st century climate is very warmer than that of any time

during past 500 years. This is in agreement with the observational evidences in the

Northern hemispheric temperatures. The study by Wigley et al., 1998 showed that

lagged correlations and cross correlations between observed hemi-spherically mean

temperature data differ markedly from those for unforced climate model simulations.

The difference can be expressed adequately by assuming that the observed data contain

a significant externally forced component involving both natural and anthropogenic

influences and that the global climate sensitivity is in the commonly accepted range.

The study by (Karoly et al., 2003 ) shows that, North American temperatures changes

from 1950 to 1999 were unlikely due to natural variation alone. The observed trends

over this period are consistent with simulations that include the anthropogenic forcing



from increasing anthropogenic greenhouse gases and the sulfate aerosols. The surface and satellite based

observations show a decrease in Northern hemispheric sea ice content (Vinnikov et al., 1999).  This decrease

agrees with transient simulations (Global warming scenario) and trends of this decrease are much larger than

those indicated by only natural variability.  The natural variability contributed less than 2 % during the year 1978

- 1998 and 0.1 % for the years 1953 – 1978.  Also observation facts suggest that earth climate system showed

the rapid evolution after the age of the industrialization.

However, most of the observed warming from 1900 to 1949 was likely due to natural climate variation.

There are several studies that challenges the reliability of the computer models developed under global warming

scenarios.  Willson, 1997 indicated that the trend of observed increase in solar activity in recent decade may be

responsible for rising of global temperatures.  The trends of solar variation near this rate have been implicated as

a causal factor in climate change on century to millennial time scale.  The studies related to variation in solar UV

irradiance which cause changed production of ozone and related absorption of heat in the Earth's atmosphere,

results in the large changes in the atmospheric circulations (Haigh et al., 1996; van Greel et al., 1998;  Schuuramans

et al., 2001; Rozema et al., 2002;).  The study by Blaauw et al, 2004 showed that solar variability forced climate

changes and most of the models cannot explain how relatively small changes in solar irradiance alone could force

the changes in the climate.

These facts suggest two complementary theories but one should not exclude the other. To resolve this

dilemma, the observations and modeling of the atmosphere in proper perspectives are important. The observational

study by Palle et al., 2004, suggested that there is a steady decrease in earth's reflectance from 1984 - 2000.  The

significant drop observed during the year 1995 and during the period 2001 -2003 reversal of decline is observed.

This large variation in the earth's reflection imply climatologically significant cloud driven changes in earth's

radiation budget, which is consistent with the large tropospheric warnings that has occurred during recent

decades (1984 - 2001).  Moreover, if observed reflectance trend is sustained during the next few years, it might

also play a role in future climate change. The ability of climate models to reproduce changes such as these, due

to natural variability or anthropogenic forcing, is therefore an important test of our ability to assess and predict

the climate change. In this article, we have discussed some of these key issues addressing observational and

modeling aspects of the climate change.

Climate Change: Does it Matter?
It is a difficult question to answer, because of the complexities induced by interactions and feed back

mechanisms between the various components of the earth system. The different evolving processes of earth

system alter the state and parameters of global or regional atmosphere, which inturn nullified by the various

feedback mechanisms exists between various earth subsystems viz. cosmosphere, atmosphere, hydrosphere,

cryosphere, lithosphere (geosphere), biosphere, and the human. The climate of a region is an equilibrium state of

these interactions. During most of the occasions, these interactions cause socio-economic damage to human and

may also responsible for alteration of the capacity of the earth to sustain life. These interactions are complex and

hence we are uncertain about their impact. If we call “the capacity of earth to sustain life” as an adaptability of

the earth to changes in the earth’s climate due to evolution or interactions between these sub-subsystems and

their feedback mechanisms and “the capacity of life (human) to sustain the adverse environment” as adaptability

of life, then the impact assessment of global climate changes is the convolution of these two adaptability. Therefore

this is a complex scientific problem. Unfortunately, we (scientific community) neither have long term compressible

records of multi-disciplinary observation records to speculate the impacts nor have total knowledge about evolution

of many earth subsystem’s state and parameters and hence it becomes difficult to address questions posed by

administrators of the region.
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 Climate changes and their direct and indirect impacts on earth climate subsystem on

different time scales as well as global changes and affected states and parameters are described in

table 1 and table 2. It can be inferred from the above tables that human has already contributed

to the altering of the fundamental parameters and states of the global climate system. Therefore,

human can be treated as a separate dynamic subsystem with other six natural sub systems. In

the modern age of industrialization, the human policies about his life are decided by political

influence, economical background of the country, cultural biases, etc. Therefore we can treat

these commercial, sociological and political aspects of the human life also as a controlling

factor to govern the regional and global climate. On contrary, human can control the global

climate to sustain the global life with better policies and social dependencies in spite of the

changes that already occurred in the global structure and climate. It calls for scientific

understanding of the impact of climate change on different elements of the different earth’s

subsystems. This will be helpful in avoiding vulnerable situation, mitigation of these impacts

and reduce sensitivity of the global climate to these impacts.

There are many observed impacts in earth system documented by scientific community.

For example, sea level height records indicate that there is an increase in the mean sea level in

the last few decades, which confirms the human potential to alter climate of earth (IPCC,

1995). The regions which get affected due to sea level change, are coastal low lands, wetlands

and estuaries, shore and beaches, rivers, inlets and outlets, shipping channel ports. There are

evidences implying that both the morphological and ecological systems of coastal lowlands,

wetlands and estuaries will be affected in future by the mean sea level change. The annual

average tide gauge records indicate 2 – 30 cm increase in sea level rise in different oceans of

the world (IPCC, 1995). The satellite altimetery records observed during last decade also reveal

the same. It is also observed that the climatic changes are now dominant enough to alter large

scale atmospheric circulations such as tropical cyclones. Figure 1 (a) shows the decline in the

number of tropical cyclones over North Indian oceans (especially over Bay of Bengal), since

1945. The detailed study of their cyclogenesis indicated that the locations of tropical

cyclogenesis are migrating towards the equator (Figure 1 (b-d)). It is also predicted under

impact assessment of global warming scenario that the induced differential heating will perturb

large circulation systems such as the Indian summer monsoon system. Detailed review of such

impacts of climate changes are available in  IPCC (1995, 2001, 2007). Therefore climate change

monitoring and modeling become very  important in quantifying these impacts.

The other aspect of the same problem is to look into the commercial, economical

aspects of the impacts and feasibility of their mitigation with solutions suggested by  scientific

methods. There is a need to evaluate how

Gross Domestic Product (GDP) of a country

or region will get affected in changed

climate. This demands the modeling of the

impact of economic policies / scenarios on

the adaptation and mitigation of climate

changes. Under this scenario, the

formulation of new scientifically objective

methods with socio-economic perspectives

are important. General ly scientif ic 3Fig. 1 (a): Number of Tropical cyclones (Wind speed greater than 64
Kts) over North Indian Oceans



solutions to the problems are evaluated

based on extreme boundary conditions

which are provided by the observations of

only a few parameters or evaluated for the

ranges of parameters observed within the

boundaries given by the domain of the

problem. However, maintaining the

extremities of dynamical system in

prescribed range of human comfort is not

always suitable and even feasible. This

suggests us to look into the matter for

development of wel l-behaved

fundamental scientific solutions on every

aspect of the problem to minimize the

adverse effect. In order to do this a solution

is to be opted in the range of natural

sustainability of the system and there is a

need to develop a suitable understanding

about this. Further as human is dynamically

evolving entity, the need of man may grow

or change with time and therefore the

need of that foresight is essential during

developing policies. Thus climate change

does matter in scientif ic and socio-

economic forums.

Observations of Climate
Changes

The observations of different

states and parameters related to earth

climate system is important to generate

understanding and model their

Fig. 1 (b-d): Locations of tropical cyclogenesis over North Indian Oceans observed
during 1945 – 1950 (b), 1975-1980(c) and 2005-2007 (d) for four different seasons.
In this plot we have considered only those disturbances which intensified as Tropical
Cyclone Category I ( wind speed crossed more than 64 Kts). The Global Tropical
Dataset provided by Kerry Emanual (ftp://texmex.mit.edu/pub/emanuel/HURR/
tracks_netcdf/) is used to generate this plot.

consequences on future climate. There are many efforts carried out by scientific community towards this goal.

We are summarizing some of them in this section. For simplicity, we can divide the global climate changes into

long term and short term time scales. In general the long time scale climate changes includes changes due to

natural origin even though they may have variability from seconds to millions of years. These include the

cosmological changes such as changes in the sun’s orbit within our galaxies (Fairbridge, 1987).  A cyclicity of 200

– 300 million years appears to underlie large-scale geological processes, such as mountain building and plate

movement.  This cycle correspond to the time that it takes for solar system to orbit the Milky-Way galaxy.  A

secondary consequence of this movement is regular crossing by the sun, of the galactic plane in a cycle of thirty

three million years. During each crossing, the solar system encounters more interstellar dust. This periodicity

correlates with increased volcanism, meteor & comet impacts, mass extinction, & reversal of earth’s magnetic

field. The amount of cosmic dust that earth intercepts depends upon the tilting of the axis of the solar system.

This tilting is not stable, but undergoes a 100,000 year periodicity. Besides these changes, earth also undergoes

the internal evolution during its rotation around the sun. For example, the continental drifts are the formation

and movement of the tectonic plates (stable upper platform of the lithosphere) over the global surface in
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response to internal stresses and convection generated deeper in the earth’s interior (Hickman,

1991). This is responsible for mass redistribution of the globe that is followed by changes in

the angular momentum and therefore rotational speed of the earth (length of day fluctuation).

An example of climate-induced geological variability is documented in shoreline movement of

Virginia's coastal islands over the last 140 years. Records of shoreline position and storm

frequency show that changes in the latter have had a large impact on the former and also on

local vegetation and human inhabitants  (Hayden et al., 1991). These changes cause changes in

the topography and hence impacts the orographic precipitation and amount of rain shadow

area (Beaumont et al., 1992; Hoffman and Grotzinger, 1993). The interior of Tibet is a low-

relief plateau which is about 5 km above sea level (Fielding et al., 1994). There is little erosion

within the plateau because it is in the rain shadow of the Himalayas and it is internally drained.

With the help of techniques of radio astronomy to measure changes in earth's angular

momentum, Wilson, 1998 observed the changes in length of day, earth’s rotation rate and hence

the angular momentum.

It was also observed that the volcanic activities are also becoming important for short

term climate change predictions (IPCC, 1995). Volcanic activity injects large amount of sulfur

containing gases into the stratosphere, which turns into aerosols that produce transitory

radiative forcing and cools earth for few years. Stenchikov et al., 1998 showed that increase in

aerosols due volcanic aerosols lead to large reduction in solar irradiance reaching the earth’s

surface and consequently affect the climate. The similar results are obtained by Kirchner et al.,

1999  with the help of climate models. The observational evidences suggest that the earth

magnetic field is modulated by the core-mantle boundary and also plays an important role in

climate modification. This field gets reversed about three times in million years period. Reversal

takes about 5,000 years to complete and affect climate. It is observed that changes in the

geomagnetism, cause changes in the amount of ions in the mesosphere and ionosphere and

affects their vorticity. Further, the different types of the earth’s surface processes and mechanisms

are not only responsible for landform and landform evolution but also plays a vital role in the

functioning of the entire earth’s surface system and geo-chemical cycling of the entire globe.

Natural climate variability on seasonal, annual, decadal and longer time scales results

from the complex interactions between the climate system components, viz., the atmosphere,

oceans, land surface, and sea ice. It is known that survival of life on the earth is due to the so

called "greenhouse effect", which keeps the planet warmer than it would otherwise be. It was

the French mathematician and physicist Jean Fourier, who first described in 1827, how Earth's

thin atmospheric blanket warms the earth. According to him, the atmosphere possess special

greenhouse-like properties that permit solar energy to enter and strike the earth as visible

light, but which then impeded the energy's return into space as infrared heat. However, the

artificial emission of these gases in the atmosphere due to industrialization and other activities

of human cause the concern in recent decades. There are many investigations indicating the

rise in the global temperatures due to this effect (IPCC 2001). In the absence of any atmosphere,

the earth's average surface temperature would be about -18°C (effective radiation temperature).

In fact, the global averaged surface temperature is about +15°C.  Global warming becomes a

threat only when the normal and necessary greenhouse effect is amplified by natural as well as

human activities. The increase in atmospheric concentrations beyond naturally accepted levels

of the greenhouse gases such as water vapor (H2O), carbon dioxide (CO2), methane (CH4),



nitrous oxide (N2O), and tropospheric ozone (O3), and addition of new synthetic greenhouse gases, such as the

chloroflurocarbons and halogens (CFCs), are responsible for enhancement in greenhouse effect. This additional

heat-trapping capacity of the atmosphere will tend to raise global temperatures beyond those that would

otherwise be prevailing. This was predicted as early as 1896, by the great Swedish chemist Svente Arrhenius for

double atmospheric CO2 concentrations because of burning of enough fossil fuels. He estimated that doubling

atmospheric CO2 concentrations would raise average global temperatures by 100F, which is not far from the 3 to

80F increase, that current models project for a doubling of atmospheric CO2.

Man also contribute significantly to changes in atmospheric composition through energy generation,

changing land use and other processes, and has produced a substantial change in the atmospheric composition

over most recent centuries, and it is apprehended that this continuing change will lead to a major shift in global

climate. The emission of anthropogenic aerosols not only affect the climate but play important role in the

chemistry of the stratosphere and troposphere through the number of heterogeneous reactions and have a

significant impact on the intensity of photolytic reaction. They affect visibility, damage plants and can be

detrimental to health. However, aerosols such as sulfate aerosols particles, scatter back to the space a significant

fraction of solar radiation causing cooling in industrial / urban areas. The aerosols like black carbon (soot), sea

salt etc. are responsible for warming through absorption of terrestrial radiations.  The indirect effect of aerosols

refers to the influence of aerosols on cloud optical depth, albedo and cloud lifetime, as a result of anthropogenic

changes in number and composition of cloud condensation nuclei.

 When fossil fuels (e.g., diesel) are burned, a variety of pollutants are emitted into the earth’s atmosphere.

When hydrocarbons (e.g., unburned fuel) and nitric oxide (NO) build up to sufficiently high levels, a chain

reaction occurs from their interaction with sunlight in which the NO is converted to nitrogen dioxide (NO2).  NO2

is a brown gas and at sufficiently high levels can contribute to urban haze.  However, a more serious problem is

that NO2 can absorb sunlight and break apart to produce oxygen atoms that combine with the O2 in the air to

produce ozone (O3).  Since ozone is a powerful oxidizing agent, and a toxic gas, it affects to the crops, structures,

forests, and human health.  It is believed that the natural level of ozone in the clean troposphere is 10 to 15

parts-per-billion (ppb).  Because of increasing concentrations of hydrocarbons and NO in the atmosphere, it is

found that ozone levels in “clean air” are now approximately 30 ppb.  Further the anthropogenic changes in the

Land use / cover change and atmospheric composition are major changes due to anthropogenic activities

affecting the biosphere.   However, the contribution of the biosphere in governing atmospheric cycles in terms

of assimilation of different gases, deposition of gases on biospheric elements, biogeospheric emissions of

different elements through activities such as disintegration, changes in the surface roughness, etc. need to be

observed seamlessly. Thus the observation related to climatic changes and related consequences demands the

generation of multidisciplinary research for climate changes and their consequences.

Mathematical Modeling
Earth’s climate system comprising of a structural set of objects and/or attributes, where these objects

and attributes consist of components or variables that exhibits discernible relationship with one another and

operate together as a complex whole, according to some observed pattern. Systems can be classified in terms of

their function and internal complexities.  Further, it can be divided into isolated, closed and open systems

depending upon the exchange mechanisms with other subsystems.  The system having boundaries, which are

closed to the import and export to both mass and energy is termed as isolated systems.  A closed system is one

in which there is no exchange of matter between system and environment though there is a general exchange of

energy.  An open system is one in which there is an exchange of both matter and energy between these systems

and its environment.  From climatological viewpoint, the atmosphere, oceans and land surface may be considered
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cascading systems are composed of a chain of a sub system, having both magnitude and

geographical location, which are dynamically linked by a cascading system.  Typically, the

subsystem consists of a store, which may contain a regulator controlling the amount of mass or

energy remaining in the store or forming the output.  The regulator may be a complete external

to the store.  More complex subsystems may have several inputs and outputs and even several

regulators, which decides how the mass or energy remaining is divided between various outputs.

The modeling of global climate change requires understanding about what global

climate is and how it operates? Earth’s climate system as a whole consists of seven interacting

subsystems; cosmosphere, atmosphere, hydrosphere cryosphere, biosphere, lithosphere and

the human.  The climate system is a consequence of and a linkage between these subsystems.

For convenience, the earth climate system can be divided into an internal and an external

system.  The internal system consists of the air, water and ice envelopes around the earth and

the external system consists of the underlying ground and outer space. Thus, in general,

internal climate system consists of atmospheric, oceanic, glacial lithospheric and biospheric

subsystems and cosmosphere can be termed as external subsystem. Only by consideration of

the earth system in these terms, it is possible to understand the flows and cycles of energy or

its energy budget and matter in the atmosphere, which ultimately controls the global climate.

It has been always observed in nature that the changes in the states of the certain system are

responsible for the changes in several associated parameters, which further are responsible for

governing those or different states of the cascaded systems.  Since these states are derived

from the different balances or constrained in the imposed by cascading systems, the changes

in these parameters have an impact on them and therefore the evolution of states takes place.

Thus, these cycles are responsible for equilibrium in the observed system. But, unavoidable

unidirectional perturbation of certain parameters or states may lead to drift in the actual

equilibrium condition away from the previous one or may have limiting cycle on state space of

governing states and phase spaces of associated parameters. Due to this, there may be the

probability of changing in constrain and balance relations, cyclic mechanisms and behavior of

parameters and states.  This may lead to impacts on elements of the systems and may lead to

catastrophic behavior of system.

In climate change studies, we always consider associated parameters of different

earth subsystems affecting climatic states and followed by evolving mechanisms in the

atmosphere.  These evolving mechanisms are responsible for adjustment of climatic parameters

through certain constrain relation (mass balance) or balances (energy, heat, momentum

conservation) for equilibrium. Now, unidirectional changes in certain parameters imposed by

changes in certain cascaded subsystem (for example scavenging of CO2 by biospheric mechanisms

due to changes in the biosphere due to mass extinction and so on) may lead to non equilibrium

responses in the other cascaded sub system (for example, atmosphere changes in surface

temperature) and drifting of the system equilibrium position in state space. Further, increase in

these responses may lead to changes in parameters of that system (changes in lapse rate of

temperature due to local phenomena), which is further responsible for evolution of different

phenomenon (local changes in wind, rainfall depending on extent of temperature change) and

hence changes in states (Wind speed) till new equilibrium is  established (alteration of

temperature). However, due to such cyclic processes, certain probability of vulnerability of the
7



certain elements of the cascaded sub systems exists or otherwise evolution of those elements may lead to adjust

themselves to newly generation situations. This depends on both the rates of evolution of system and rate of

evolution of element. Therefore, this displace equilibrium may be found useful to certain elements that have

sustainability to remain in or adjust rapidly with changes environment or disastrous to those who adjust slowly

and unable to sustain in the changed environment.  The schematics of the climate change models is shown in

figure 2.  The figure indicates the types of the models discussed in this section and their inter-linking.  Firstly,

solar irradiance at the top of the atmosphere for each grid is computed with the help of cosmosphere model.

The model also takes care of the perturbation in the solar irradiance due to variation of interplanetary dust and

solar output variation. Then, the radiative transfer model is used to compute solar irradiance and associated

parameters at each grid cell. Then with observed initial conditions the Atmospheric General Circulation Model

(AGCM) and Ocean General Circulation Model (OGCM) are integrated to obtain climatic and oceanic parameters

and states.  The earth surface interaction parameter scheme is then employed to obtain the impact of different

climatic changes on these states and parameters. Further, using feedback processes the impact of changed

Fig. 2: Schematic of Earth System Model useful to study Climate Change. Figure
indicates the interaction between various Earth Climate subsystems as changes in
the energy budget due to interaction between different subsystems.

states on biosphere, lithosphere, and

human can be simulated.

These models are useful for

scientif ic understanding of cl imate

changes and their impacts, simulates the

impacts of mitigation policies and related

human dimensions, which are responsible

for governing the future climate. They are

useful to establish a scientific foundation

for analyzing this and identification of

significant human contribution towards

the climate changes. However, the need

of identif ication of consequences of

climate change on elements of earth

climate systems demands:

• High resolution  coupled global climate  models

• Generation of datasets for better validation of these models

• Designing of the experimental campaign to validate model for long term evolution of climatic states

• Improved understandings about small scale processes

• Better representation of quantitative data in models

• Better understanding about limitations of models

Further, large uncertainties in the estimates of future climates may occur due to:

• unknown interaction among various states and parameters of the model

• unknown physics of small scale processes

• non-comprehensive interpretations and analysis of climate model outputs

• multi-modal equilibrium states present in the nature

• unavailability of suitable formulation distinguishing the climate variability and climate change

• statistical nature and redundancy of atmospheric states and parameters
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It is observed that the forces governing these changes have variability almost on all

temporal and spatial scales. Unfortunately, the most of the mathematical models incorporating

multi-scale variability and changes are limited by scale analysis and computer precision.

Conclusion

The observations of the climate states and parameters suggest that climate is changing.

Simulations of future climate also suggest the same. However, the evidences in the past have

convinced us about nonlinear behavior of nature where our perceptions about the same remains

limited. The knowledge represented in the models is based on the limited observations and

most of the time, it is based on linear principles for smaller set of variables without generality.

Therefore model predictions can be considered as an approximated estimate of the nature

based on what is translated inside. There is a need for comprehensive effort to understand the

governing factors causing climate changes, impact of changes in the states and the parameters

of earth system in general and future climate in particular.
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0Table 1: Climate changes and their direct and indirect impacts on earth climate subsystem on different time scales

Change Atmospheric Atmospheric Atmospheric Atmospheric
Structure and Composition Phenomenon Optics
Dynamics

Changes with a strong geological expressions:

Continental Drifts Mass redistribution, Responsible for
angular momentum, disruption in
rotation speed atmospheric

circulation.

Volcanic Activity Changes in the Ejection of CO2, Responsible for Alteration of
surface temperature sulfur, dust into increased stability planetary optical
due to ejected atmosphere of Tropical depth, attenuation
aerosols into the atmosphere, of solar beam
atmosphere, reduces the
changes in heat intensity of Hadley
balance of globe circulation, and

strengthen
mid-latitude
westerlies. The
amount of energy
associated with the
jet stream and
Rossby waves get
reduced.

Mountain Building Provides cooler Removal of CO2 Changes in Less radiative
ice caps and from atmosphere atmospheric forcing due to
therefore changes circulation; cooling reduction of CO2

in thermal structure may lead to
of atmosphere increased rainfall in

down regions

Geomagnetism Alter vorticity of Changes in the Cyclonic activities Changes in the
atmosphere, strong middle atmospheric observed due to middle atmospheric
warming of the ionic concentration upper air concentration of
stratosphere leading low-pressure area; ions which may
to ozone production sudden breakdown inturn lead to

of strongly zonal changes in
circulation into concentration
cellular blocking of ozone
patterns, dominated
by relatively
immovable
high-pressure
systems.

Earth’s Variable Changes in the rate Changes in length Affects the Coriolis Changes in length
Rotation of rotation and of day may perturb and centrifugal of day may lead to

orientation of the day time and forces changes in net
rotation relative to night time radiative power
terrestrial frame, concentration of received by the
changes in length different elements earth
of day

Landscape Evolution Changes in type of Indirect impacts Changes in surface Changes in
surface boundary or may observed roughness and surface
topography and through biospheric different soil albedo
therefore different systems properties.
exchanges of the
atmosphere 11



Change Atmospheric Atmospheric Atmospheric Atmospheric
Structure and Composition Phenomenon Optics
Dynamics

Factors Internal to the Earth Ocean System

Changes in Deep Changes in The change in May responsible The amount of
Oceanic Circulation hydrological cycle hydrological cycle for changes in water vapor in the
and Thermoheline due to changes in affects the behavior of the atmosphere affects
Sink run off, changes in concentration of phenomena radiative transfer

surface air water vapor in associated with and may
temperature the atmosphere. water in the responsible for
through exchanges atmosphere over enhanced
and circulation due local scale e.g. greenhouse
to rapid changes increase in local effect.
in temperature rainfall

Sea Level Rise Sea level rise may The impact of sea May responsible for Changes in water
responsible for level rise on plant increase in Cyclonic vapor
coastal flooding, may responsible activity due to concentration or
changes in behavior for accretion of changes in latent other constituents
of astronomical tides species and may heat release and may affect the

affect hence associated radiative transfer
atmospheric with potential of atmosphere
composition due impacts.
to biological
forcing

ENSO Changes in Forest fires Responsible for
atmospheric associated with drought in Indian
circulation El Nino phenomena region, heavy

is responsible for rainfall over
change in Indonesia
composition of
atmosphere

Factors Internal to the Earth Atmosphere System

Global Warming Enhance greenhouse Changes in May responsible for Radiative forcing of
effect may greenhouse gases enhancement in atmosphere in
responsible for and consequently the tropical cyclone long-wave
changes in the change in activity, changes in radiation region
atmospheric concentration of heavy rainfall may affect
circulation due to other gases which events or changes radiative transfer
induced differential are reacting with cycle due to in the
heating them. enhanced atmosphere

evaporation
followed by
increase in sea
level temperature;
may responsible for
sea level rise; may
responsible for fog
or hail losses.

Changes in The changes in The aerosol and The increase in Aerosols and dust
Atmospheric surface temperature dust emission are aerosol emissions
Composition distribution on responsible for concentration is responsible for

different scales may increase in  trace responsible for local radiative cooling
lead to changes in constituents of the changes such as due to their large
evolution of atmosphere and local cooling, size in different
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Change Atmospheric Atmospheric Atmospheric Atmospheric
Structure and Composition Phenomenon Optics
Dynamics

dynamical also associated with increase in local spectral regions.
phenomenon on chemical forcing rainfall, hail or fog
different temporal of atmosphere modification etc.
and  spatial scales

Photochemical May lead to Atmospheric Changes the Take part in
Smog and changes in thermal chemical forcing behavior of fog Radiative forcing
Tropospheric Ozone structure of the particles due to of the atmosphere

atmosphere by chemical
photo-chemical interactions
reactions

Toxic Air Pollution May lead to Atmospheric Volatile Drop Take part in
thermal forcing chemical forcing formation may Radiative forcing
of the atmos-phere alter the rainfall of the atmosphere
on local scale mechanisms

Acidic Deposition Changes in Changes in Volatile Drop Changes in
precipitation aerosol amount formation may radiative forcing
pattern alter the rainfall of aerosols

mechanisms

Ozone Hole Altered radiative Changes in the Changes in the Changes in
transfer may lead concentration of amount of surface ultraviolet radiation
to alteration of photo-chemically radiation of the in troposphere
vertical profile of active elements globe may
atmospheric responsible for
parameters thermal forcing and

changes related
breakdown of the
atomic structures
of materials,
eaves etc.

Biospheric Changes

Changes in Changes in surface Changes in Change in the Changes in
Biodiversity roughness factors biogeochemical surface energy canopy albedo

cycles balance due to
changes in albedo,
roughness length,
 etc. may affect the
regional climate

Changes in Changes in surface Changes in Change in the Changes in
Terrestrial and properties of the biogeochemical surface energy canopy albedo
Aquatic Ecosystem globe and surface cycles and balance due to

energy balance biogenic emissions changes in albedo,
roughness length
etc. may affect the
regional climate and
sea water properties
and exchanges

Wild Fire Changes in surface Emitted smoke Changes in the local Perturbation in
roughness and responsible for scale phenomena radiative transfer
albedo over chemical forcing due to altered due to ejected
large scale and aerosol radiative forcing smoke and green

formation house gases

13



Change Atmospheric Atmospheric Atmospheric Atmospheric
Structure and Composition Phenomenon Optics
Dynamics

Non Terrestrial Phenomenon affecting the Climate Systems

Comet and Changes in the Changes in The reception of May lead to
asteroid Impacts surface temperature concentration of cometary dust by changes in dust

due to dust forcing dust components the earth’s forcing of the
and hence may of the atmosphere atmosphere may atmosphere
have impact on and associated lead to changes in
evolving dynamical chemical forcing upper atmospheric
processes in the of the atmosphere radiation budget
atmosphere.

Changes in Solar The changes in Changes in Solar Differential heating Changes in the
Output differential output is and variable output solar irradiance at

distribution of the responsible for together form the top and
solar energy over alteration of differential pattern consequently to
the global surface carbon isotopes of the atmospheric other levels
are responsible for in lower states and
changes in seasons atmosphere parameters.  May

also responsible
for solar variability.

Solar Variability Associated with Changes in the May affect the Changes in solar
the changes in the solar wind is geomagnetism irradiance at the
global input energy responsible for through solar wind top of the
and therefore may changes in earth’s variability atmosphere
affect the energy magnetosphere.
budget of the
atmosphere

Human

Population The increase in Population increase Human The albedo
population demands more modifications to variation at surface
demands energy to be atmospheric due to urbanization
construction of consumed and also phenomena shows and local pollution
more tall buildings utilization of more iterative cycles but emission.
and cause resources leads to are of short terms. Changes in
perturbation to more pollution in Industrial and visibility of the
wind speed and the atmosphere commercial atmosphere
direction locally developments may

leads to changes in
local weather
and climate

Energy Demand More energy Changes in Changes in Changes in out
demand leads to element circulation pattern going long wave
change the concentrations and boundary layer radiation
thermal pattern due to emission phenomena
of globe during production

of energy

Emission Leading to Chemical forcing Changes in Changes in
variability in of the atmosphere circulation pattern radiative forcing
thermal pattern and boundary layer of globe
of  Globe phenomena

Wars Nuclear Winter The smoke The washout Increase in cooling
will cause the produced in the probability of snow due to aerosol
changes in the wars may may lead to acid forcing.  Changes
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Change Atmospheric Atmospheric Atmospheric Atmospheric
Structure and Composition Phenomenon Optics
Dynamics

global temperature responsible precipitation. in the smoke
distribution and for global Smoke induce concentration may
the other related cooling cooling may result lead to large
mechanisms. a major crop loss optical depth.

and may
compound to
food losses
during the wars.

Deforestation Changes in Release of soil Changes in Changes in forest
surface temperature carbon in the mechanism of albedo and long
and precipitation atmosphere precipitation wave radiations

formation

Desertification Radiative forcing Changes in the Changes in the Changes in
and changes in dust in the differential heating surface albedo
thermal structure atmosphere pattern and

therefore circulation

Heat Release in Changes in May lead to change Heat release in Change in
Atmosphere sensible and latent in reaction rates the atmosphere outgoing long

heat exchanges of the chemical may leads to wave radiation
reactions changes in the

behavior of
temperature related
phenomena

Table 2: Global changes and affected states and parameters

Climatic Changes Affected Atmospheric States and Parameters

Changes with a strong geological expressions

Continental Drifts Rotation rate of the earth, angular momentum

Volcanic Activity Aerosol concentration, sensible heat, topography

Mountain Building Regional topography, regional temperature, humidity, rainfall,
runoff, snow amount

Geomagnetism Vorticity and ionic composition of atmosphere

Earth’s Variable Rotation Length of day, time period of rotation and angular momentum

Landscape Evolution Soil porosity and infiltration, topography and surface roughness

Factors internal to the earth ocean system

Changes in Deep Oceanic Rate of change of gas, particle exchange of the
Circulation and Thermoheline Sink atmosphere and ocean, surface temperature of mix layer

Sea Level Rise Topographical changes, sea surface temperature, changes in boundaries
between atmosphere and sea

ENSO Large scale surface roughness due to burning of forest, Precipitation,
circulation, surface temperature, sea level pressure 15



Climatic Changes Affected Atmospheric States and Parameters

Factors internal to the earth atmosphere system

Global Warming Temperature and hence related climatic parameters, changes in internal
energy of the atmosphere

Changes in Atmospheric Mixing ratio of the elements
Composition

Photochemical Smog and Species mass mixing ratio

Tropospheric Ozone

Toxic Air Pollution Species mass mixing ratio  and numbers of chemical elements

Acidic Deposition Mass mixing ratio of chemical elements present in atmosphere

Ozone Hole Ultra violet spectral irradiance in the tropospheric levels
Mass mixing ratio of CFC's and Ozone

Biospheric changes

Changes in Biodiversity Number density of plants, number of types of plants, sinking of gases
and sourcing of hydrocarbons, transpiration rates,
photosynthesis rate, litter fall etc.

Changes in Terrestrial and Number density of plants, number of types of plants,
Aquatic Ecosystem sinking of gases and sourcing of hydrocarbons, transpiration rates,

photosynthesis rate, litter fall, carbon dioxide assimilation

Wild Fire Number concentration of sulfate soot particles, sensible heat
exchange to biosphere to atmosphere

Non terrestrial phenomenon affecting the climate systems

Comet and Asteroid Impacts Specific mass mixing ratio of dust and related particles, solar irradiance
at the wavelength of absorption of dust, topography and heat
content of atmosphere

Changes in Solar Output Spectral irradiance at top of the atmosphere

Solar Variability Specific mass mixing ratio of chemical elements in upper atmosphere

Human

Energy Demand  and Emission Mass mixing ratio of chemical elements,
pH of precipitation

Wars Mass mixing ratio of chemical elements, number of chemical elements ,
spectral irradiance, topography

Deforestation Number density of plant, specific mass mixing ratio of emitted
elements from forest, surface roughness, precipitation, temperature

Desertification Number density of plants, surface roughness, precipitation content of the
atmosphere, temperature, precipitation

Heat Release in Atmosphere Sensible heat content of atmosphere
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Introduction
In recent days, climate change is posing unprecedented serious challenges

that society has ever faced. There is now an overwhelming consensus that human

activities have been affecting the composition of earth’s atmosphere. Its fingerprints

are felt on our planet’s glaciers to its ocean depths, from its lush plains to its arid

steppes. Over the last three to four decades significant progress has been made in

observing, understanding and to some extent predicting the variability and changes in

earth’s climate system. Impressive progress in climate science reflected notably in the

fourth assessment report of the Intergovernmental Panel on Climate Change (IPCC

2007) provided robust findings on the cause of climate change and its impacts over

the next decades. Climate change issues (not restricting to) include rising sea levels,

beach erosion, desertification, deforestation, declining snow cover, receding glaciers,

changes in ocean acidity, extended droughts, increased frequency of heavy and extreme

rainfall events, stronger tropical storms, and unusually warm night-time temperatures

and loss of biodiversity.

It was realized recently that the perturbations in atmospheric parameters caused

by various human activities are not only confined to the lower atmosphere but also

most likely extends into middle and upper atmosphere [Beig et al., 2003 and references

therein]. In view of this, it has become more important and vital to study the variations

due to natural activities in parameters affecting climate and to distinguish them from

perturbations induced by global change. Since the amplitude of any signals increase

with respect to altitude due to decreasing densities, it is also believed that pronounced

effects of climate change will be noticed at higher altitudes. Here, we concentrate on

the affects of climate change on the tropical middle atmosphere with special emphasis

on the Indian region. These includes climate affects on Indian monsoon rainfall and

associated dynamics, Convective Available Potential Energy (CAPE), water vapor, altitude

of tropopause, troposphere warming and stratospheric cooling, atmospheric gravity

waves and their effects on general circulation and climate, mesospheric effects due to

changes in the stratospheric processes, altitude of mesopause etc., We will discuss

latest observations and understanding on these issues. Before doing so, we first present

the various techniques that are available to estimate the related meteorological

parameters, their advantages and disadvantages, accuracies etc.



Observational Techniques Available for the Middle Atmospheric Studies
The provision of accurate, long-term consistent data to sustain and expand the observational base for

climate studies is of highest priority to improve the ability to detect, attribute and understand climate variability

and change (IPCC, 2007). The types of observational data available to study middle atmosphere are diverse and

includes both ground-based and space borne techniques.  Each of these contains varying degrees of uncertainty

that influence the interpretation and the statistical significance of the resulting long-term (temperature) trends

[Ramaswamy et al., 2001]. Within the scientific community that actively analyzes satellite and radiosonde-based

temperature records, there is consensus that the uncertainties about long-term changes are substantial. Changes

in instrumentation and protocols pervade both radiosonde and satellite records, obfuscating the modest long-

term trends [IPCC, 2007].

Radiosondes providing information on temperature and water vapor are believed to be one of the most

accurate measurements available for long-time. The radiosonde data are limited to land areas and coverage is

poor over the tropics and the southern hemisphere. Accordingly, when global estimates based solely on radiosonde

data are presented, there are considerable uncertainties (Agudelo and Curry, 2004). The temporal homogeneity

is very essential to study the temperature trends. Numerous changes in operational methods have led to

discontinuities in the bias characteristics of upper air temperature observations, which are particularly severe in

the lower stratosphere. Temperature trends from radiosonde data are highly sensitive to adjustments of step-like

changes in mean values, in part because of the difficulty in distinguishing real and artificial changes [Gaffen et

al., 2000]. Also, Luers [1990] has demonstrated that daytime temperature errors can exceed 10K at altitudes

above 20 km (50 hPa), and that the magnitude of the error is a strong function of the temperature and radiative

environment.

Very high frequency (VHF) radars working around 50 MHz do provide high-resolution and accurate

three dimensional winds. The combination of horizontal wind with vertical can be used to study many dynamical

parameters including circulation. Associated techniques like Radio Acoustic Sounding Systems (RASS) can provide

information of virtual temperature. However, network of these instruments is inadequate to account for global

changes.

Rocket and Lidar data cover the altitude range from about the middle to the upper stratosphere and

mesosphere. The rocket data are very useful, as they are the only observations in the 30-80 km region before the

Lidars became operational. However, determining quantitative trends from rocket data is complicated by both

physical and measurement issues. The first difficulty with the rocket data is that there have been instrument

changes and the measurements come from different types of sensors. Another major source of error is due to

change of corrections made to the data in order to account for aerodynamic heating [Dunkerton et al., 1998].

Also, as the rocket data are available only at a few locations around the globe, there is difficulty in ascertaining

the consistency of the trend and its significance.

In a pure molecular atmosphere, the temperature obtained from a Rayleigh Lidar is given in absolute

value as a function of altitude, without any need of absolute calibration. The Lidar can be operated at any time

during night. This could constitute a potential source of uncertainty owing to tidal effects. Another concern

arises about the availability of Lidars globally and their long-term operation. The Lidar measurements provide

valuable corroborative information, but their coverage is too limited to allow reliable estimation of global trends.

Accurate, global and stable long-term observations are a critical part of the knowledge base essential to

study climatic changes. Satellite-borne microwave sounders estimate the temperature of thick layers (about 10

to 15 km) by measuring microwave emissions (radiances) that are proportional to the thermal state of emission

of oxygen molecules from a complex of emission lines near 60 GHz. By making measurements at different
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0frequencies near 60 GHz, different atmospheric layers can be sampled. A series of nine

instruments called Microwave Sounding Units (MSUs) began making this kind of measurements

in late 1978. Beginning in mid 1998, a subsequent series of measurements, the Advanced

MSUs (AMSUs) began operation. The main advantage of satellite measurements compared to

radiosonde is the complete global coverage of measurements every few days. MSU channel 4

(T4) is primarily sensitive to temperature in the lower stratospheric region. MSU channel 2 (T2)

measures a thick layer of the atmosphere with approximately 75-80% of the signal coming

from the troposphere, 15% from the lower stratosphere and the remaining 5-10% from the

surface. Since, about 15% of the signal of T2 comes from the lower stratosphere, the observed

cooling causes the reported T2 trends to underestimate tropospheric warming (IPCC, 2007).

In the tropics, approximately a quarter of the signal originates from the upper

troposphere, leading to a potential misinterpretation of the actual lower stratospheric trend

based on MSU alone. This problem can become acute particularly when the tropical upper

troposphere and lower stratosphere have temperature trends of opposite sign. A similar comment

also applies to the interpretation of the stratosphere trends from SSU measurements (Ramaswamy

et al., 2001). It was shown that it is necessary to account for the changes in the SSU weighting

functions as the amount of CO2 in the atmosphere increases, if uncorrected, result in spurious

positive temperature trends, superimposed on any true geophysical trend. Thus, measuring the

small changes associated with long-term global climate change from space is a daunting task.

In an overall sense, a more precise evaluation of the variability and trends in the middle

atmosphere is limited by a host of factors. The main data sources used for assessing temperature

trends in the troposphere and stratosphere are radiosondes and operational satellite

measurements, neither of which was designed for climate monitoring purposes (Randel et al.,

2009). Also, the coarse vertical resolution of the above ground-based and space-borne data and

most of the model signals also hampers accurate determination of the transition height at which

the tropospheric warming reverses to stratospheric cooling (Santer et al., 1996). In recent years,

GPS Radio Occultation (RO) has emerged as a powerful technique for obtaining vertical profiles

of atmospheric density, refractivity, pressure, temperature and water vapor with relatively high

degree of vertical resolution than any satellite observations (Kursinski et al., 1997). The active use

of radio signals enables measurements during day and night; the use of L band signals with

wavelengths around 20 cm ensures that the signals are negligibly influenced by aerosols and

clouds. The successful application of the GPSRO mission represents a revolution in atmospheric

sounding from space, with precise, accurate and all-weather global observations useful for weather,

climate and space weather research and operations (Anthes et al., 2008).

 The global coverage of GPSRO provides a new perspective for simultaneous probing

of troposphere, lower and middle stratosphere and offers a great potential for long-term studies

of the troposphere and stratosphere on a global scale. GPSRO measurements are capable of

providing a climate record that is free from the constraints associated with other space-borne

and ground-based measurements. A high precision of the parameter is required since only

small variations are expected over the life time of an instrument. This is partly overcome by the

GPSRO which requires no external calibration, but only relies on stable oscillators. Foelsche et al.,

(2007) have studied and estimated the errors relevant for climatological investigations with

GPSRO measurements from CHAMP and suggested that these data provide a valuable basis for

climate monitoring. Schmidt et al., (2008) have studied Lapse Rate Tropopause (LRT) height

trends, derived from the CHAMP data. However, this technique could not provide measurements

above 40 km altitude.
19



The advancement in satellite remote sensing has offered variety of satellites for global temperature

observations in the middle atmosphere. For covering entire middle atmosphere (10-100 km) space-borne

instruments like Pressure Modulated Radiometer (PMR), Improved Stratospheric and Mesospheric Sounder

(ISAMS), Solar Mesosphere Explorer (SME), Limb Infrared Monitor of the Stratosphere (LIMS), Selective Shopper

Radiometer (SCR), Halogen Occultation Experiment (HALOE) on board Upper Atmospheric Research Satellite

(UARS) and WIND Imaging Interferometer (WINDII) have been used to study the thermal structure of the middle

atmosphere. However, their revisit times are limited over the selected locations. Thermosphere-Ionosphere-

Mesosphere Energetics and Dynamics (TIMED) satellite is providing complete diurnal observations within 60

days over a fixed location. A few important findings from these observations are provided below.

The Tropopause Layer
The tropopause layer is one of the key regions of the atmosphere with important links to the stratosphere-

troposphere exchange as well as climate research. Tropopause height changes are caused by different forcing

mechanisms (Santer et al., 2004). One mechanism leading to an increase of the tropopause height is a warming

of the troposphere (due to more CO2) and a cooling of the lower stratosphere (due to less stratospheric ozone),

both observed during the last decades.

Thus, the tropopause height could be

considered as a parameter for the

detection of climate change processes and

therefore, continuous identification and

monitoring of the tropopause height is

an important element in climate research.

The exchange of mass, water, and trace

gases between the troposphere and

stratosphere takes place across the

tropopause. In this context, the tropical

tropopause plays an exceptional role

(Holton et al., 1995).

Figure 1 shows the long-term

trends in Lapse Rate Tropopause (LRT) and

cold-point tropopause (CPT) deduced from

GPS RO measurements. In general,

positive LRT height trends in the extra-tropics and negative trends in the tropics (200N–200S) can be noticed.

Pronounced negative trends are noticed in CPT height when compared to LRT. It is interesting to see the positive

trends starting around 250 in both the hemispheres. One can recognize at most of the latitudes, the LRT height

trend is more sensitive to the binning than the used LRT method. Especially between 250N–450N the choice of

the latitude band width is crucial for the final trend estimate. Here, the results for the LRT height trend can differ

up to 15–20 m/yr. The general trend of Figure 1 for the extra-tropics agrees very well with findings from Seidel

and Randel [2006] for radiosonde station trends for the time interval 1980–2004. They also found a LRT height

trend maximum around 300S and 300N–500N. For the tropics (200N–200S), discrepancies occur.

Tropospheric Warming and Stratospheric Cooling (TWSC)
Trends and variations in global tropospheric and stratospheric temperatures are an integral part of the

changes occurring in the earth’s climate system. While there is little doubt that the earth’s surface temperature

has risen by about 0.6°K during the 20th century (IPCC 2007; Trenberth et al., 2007), our knowledge about the

temperature trends in the free atmosphere is still limited. Seidel and Randel (2006) found variability and trends

Fig. 1: Annual LRT and CPT height trends deduced with different tropopause detection
criteria and different binning (black/blue, 10o; red, 5o). Error bars denote the ±2-sigma
confidence intervals. The annual trends (errors) are derived from trends (errors) based on
the complete time interval from May 2001–December 2009.
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in the global tropopause estimated from radiosonde data and showed that the temperature of

the tropopause decreases on the order of 0.41±0.090K/decade, indicating a LRT tropopause.

These tropopause trends are accompanied by significant stratospheric cooling and smaller

tropospheric warming. Analysis of radiosonde and satellite temperature data both show a cooling

in the lower stratosphere over the last two decades (WMO, 1999). However, due to low vertical

resolutions in these measurements locating exact altitude in which warming to cooling occurs is

a difficult task. GPSRO with its relatively high vertical resolution is once again a best tool.

Figure 2 shows RO temperature

anomalies and linear trends for February

1997–2007 and 1997–2008, which were

calculated by considering the individual

total error for each month (middle panel),

which in turn is composed of the residual

sampling error, the observation error, and

a systematic error bound. A significant

cooling trend (~1.79 ± 0.290 K/12a) was

found relative to natural variability (0.630K)

at the 95% significance level and relative

to inter-annual variability (0.780K) at the

90% significance level in the tropical

lower stratosphere, LS. The noticed

cooling trend confirmed robust in the

tropical LS (95% level) but it is also found

a significant warming trend in the tropical

tropopause, TP (95% level) and in the

tropical upper troposphere, UT, relative to

inter-annual variability (90% level).

Report on long-term trends and

variabi l i t ies in middle atmospheric

temperature over Gadanki (13.50N, 79.20E)

using Rayleigh Lidar observations using

regression analysis shows [Sridharan et al.,

2009] that here exists cooling at the

rate with 1 s igma uncertainty of

0.12700K/year in the lower stratospheric

altitudes (35–42 km) and 0.2700K/year at

altitudes near 55–60 km. The trend is

nearly zero (no significant cooling or

warming) at altitudes 40–55 km.

Lower Stratospheric Water Vapor Sources in the Troposphere
It is well known that water vapor is an important greenhouse gas which plays a

significant role on global warming. A very recent results on lower stratospheric vapor trends by

Susan Solomon et al., (2010) showed that stratospheric water vapor concentrations decreased

by about 10% after the year 2000 (Figure 3). This acted to slow the rate of increase in global

Fig. 2: RO temperature anomalies and (right) respective errors for February
1997–2008, shown for tropics, and for LS (blue), TP (green), and UT (red),
respectively. Anomalies (crosses) are referenced to the 1997–2008 mean (values
shown) with linear trends fitted (solid line) for 1997–2007 and for 1997–
2008. Small error bars (black) denote the respective RO total temperature
error for each individual data point. Temperature anomalies for two additional
satellites, Formosat-3/COSMIC Flight Model 4 (F3C/FM-4) for February 2007–
2008 (black squares) and GRACE for February 2008 (black diamonds), are
shown as independent ‘‘anchor points’’ indicating the consistency of RO data.
The total error is explicitly shown in last panel (squares) and is composed of
the residual sampling error (crosses), the observation error (diamonds), and a
systematic error bound. [Adapted from Steiner et al., GRL, 2009].
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surface temperature over 2000–2009 by about 25% compared to what would have occurred only due to CO2

and other greenhouse gases. More limited data suggest that stratospheric water vapor probably increased

between 1980 and 2000, which would have enhanced the decadal rate of surface warming during the 1990s by

about 30% as compared to estimates neglecting this change. These findings show that stratospheric water

vapor is an important driver of decadal global surface climate change. From the preliminary analysis carried out

using simultaneous MLS and GPS radiosonde measurements over Singapore and Gadanki, it was observed that

these lower stratospheric water vapor concentrations have their sources in troposphere. This needs to be studied

in detailed with more dataset.

Convective Available
Potential Energy (CAPE)

Convection plays an important

role in maintaining the thermodynamic

structure of the atmosphere particularly

in the tropical regions and it is often

associated with clouds and precipitation.

It can be estimated using several indices

l ike Level of Free Convection (LFC),

Convective Available Potential Energy

(CAPE), Convective Inhibition (CIN), Level

of Neutral Buoyancy (LNB) etc., which have

their own signif icance in measuring

stability of the atmosphere. Convective

Available Potential Energy (CAPE), which

can be calculated from radiosonde

observations, is a measure of the

conditional stability of the troposphere to

a finite vertical displacement, as occurs

during moist convection (e.g., Emanuel,

1994). While specific relationships between CAPE and convective triggering, frequency, or intensity are far from

clear (Mapes, 2000 and references therein), long-term changes in CAPE might be associated with changes in

convective activity and the atmospheric energy budget. CAPE is thus a potential indicator of climate change.

Many climate model convective schemes use CAPE as a variable for calculating convective heating (e.g.,

Arakawa and Schubert, 1974). Thus the fidelity of model simulated temporal and spatial variations in CAPE may

also be an important indicator of model performance, particularly in the tropics. The ability to reproduce long-

term observed changes in CAPE in these

models would provide important

validation for their capacity to simulate

future changes in tropical climate. Time

series of convective available potential

energy (CAPE) calculated from 15 tropical

radiosonde stations by Gettleman et al.,

(2002) indicate (Figure 4) mostly positive

trends in CAPE during 1958–1997.

Increases in CAPE are associated with

increases in near-surface temperature and

Fig. 3: 10°N to 10°S monthly average anomalies of temperatures and water vapor relative
to the period from 1993 to 2006. 100-hPa monthly averaged temperature anomalies are
taken from the Japanese Reanalysis [black line], SST anomalies from the Optimal Interpolation
Version 2 data obtained from the NOAA Earth System Research Laboratory physical sciences
division Web site (www.esrl.noaa.gov/psd) (red line), and 100-hPa water vapor anomalies
from the combined UARS HALOE and Aura MLS time series (blue diamonds). Temperatures
and SSTs are for longitudinal regions in the Pacific; 139° to 171° for the SSTs, and 171° to
200° for the 100-hPa temperatures, whereas zonal averages are shown for water vapor.
Representative uncertainties are given by the colored bars and show the average monthly
standard deviations. [Adapted from Susan Solomon et al., 2010].

Fig. 4: Overall tropical radiosonde (solid circles) and CCM (open circles) trends in LFC (in
hPa decade-1), LNB (in hPa decade-1), CIN (in J kg-1 decade-1), and CAPE (in 101 J kg-1

decade-1). Trends are indicated by the circle, and the 95% confidence interval is indicated
by the horizontal bar. [Adapted from Gettleman et al., JGR, 2002].
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0water vapor. The observed changes imply significant changes to the tropical atmosphere over

the last 40 years, and potential limitations of climate model simulations.

The collective station records indicate increasing pressure of the LFC and decreasing

pressure of the LNB. There is a slight decrease in CIN, and an increase in CAPE of 86 J kg-1

decade-1 or 6% decade-1. Future studies should focus on how these features will represent in

GPS RO measurements, which are known for better accuracies and are available globally.

Is Tropical Easterly Jet (TEJ) Strength Really Decreasing?
The Indian Summer Monsoon (ISM), which is a part of a large-scale circulation pattern

known as the Asian Summer Monsoon (ASM), develops in response to the large thermal gradient

between the warm Asian continent to the north and cooler Indian Ocean to the south

(Koteswaram, 1960). ISM is characterized by important features in the troposphere such as

seasonal wind reversal in the lower level, low level jet stream and the Tropical Easterly Jet

stream (TEJ) in the upper level. The study of these features is important as they reveal the

strength of the monsoon and its year-to-year variability. The summer monsoon indices based

on wind shear between lower and upper

tropospheric jet streams show significant

weakening during the past few decades

(Stephenson et al . ,  2001). Several

interest ing results on TEJ were also

reported using National Center for

Environmental Prediction (NCEP)/ National

Center for Atmospheric Research (NCAR)

reanalysis and European Center for

Meteorology and Weather Forecasting

(ECMWF) data sets. The horizontal extent

of the TEJ decreased particularly over the

Atlantic Ocean and West African regions

between 1960s and 1990s but not over

the ISM region [Sathiyamoorthy, 2005]

and there exists decreasing trend in the

strength of TEJ and the number of tropical

cyclonic systems over Bay of Bengal

(Srivastava et al., 2000; Rao et al., 2004).

There exists direct relation between the strength of TEJ and monsoon rainfall (Pattanaik and

Satyan 2000). Thus, knowledge on day-to-day variability of TEJ has critical importance for

monsoon rainfall.

Past investigations for TEJ features utilized different datasets such as Radiosonde

from IMD, which have poor vertical resolution data and lead to underestimation of the TEJ

characteristics like TEJ width, vertical shear above and below the TEJ, and the wind reversal

height. Although reanalysis datasets represent well the spatial variability, they underestimate

the peak zonal winds by about 5 m/s when compared to Indian MST radar and GPS sonde

observations (Raman et al., 2009). MST Radar provides an opportunity to observe the monsoon

features like TEJ with high vertical resolution. No significant trend is observed in peak TEJ

intensity using reanalysis data sets either over Gadanki grid or over TEJ  core region in Indian

Fig. 5: Inter-annual variability of TEJ intensity at 100 and 150 hPa over Gadanki
from 1996 to 2008 observed using MST radar and GPS sonde in July. Peak TEJ
intensity observed using radar and GPS sonde and TEJ intensity at 100 and
150 hPa observed using NCEP-NCAR reanalysis during July is also superim-
posed in the same plots. Inter-annual variability of peak TEJ intensity observed
at TEJ core region over the grid box 100S to 300N, 30–1200E at 100 hPa, and
150 hPa (top panel) averaged for monsoon season (JJA) during 1996–2008.
[Adapted from Raman et al., JGR, 2009]
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summer monsoon months (Figure 5, top panel). However, MST radar and GPS sonde observations show increasing

trend (~1 m/s/yr) in peak TEJ intensity particularly from the year 2000. Thus, measurements from VHF radar play

a significant role in delineating the ISM dynamics.

Atmospheric Gravity Waves and their Effects on General Circulation and
Climate

Some climate responses have very recently been shown to be communicated along global tele-connection

pathways through the stratosphere (Inenson and Scaife, 2009). However, stratospheric wind biases and errors in

stratospheric variability, those are common in today's climate models, affect the ability of the models to represent

these pathways and associated climate response patterns. Stratospheric winds guide the propagation of large-

scale waves, providing a mechanism for the connection downward from the stratosphere to the surface. Errors in

stratospheric winds remain common in today's models despite the growing recognition of their importance to

weather and climate forecasting as well as the increasing effort of modeling centers to improve the representation

of stratospheric processes in their models (Shaw and Shepherd, 2008). Gravity wave drag parameterizations are

the primary tool for correction of stratospheric wind biases in the models. Within the last year, a number of

significant new findings have been made which describe these interactions between the stratosphere and

surface climate. There is a need to study the long-term variations on the gravity waves and associated effects on

climate change. Again data from VHF radar

do provide valuable information on the

high frequency waves which are believed

to be responsible for large scale processes.

Mesospheric Effects due to
Changes in the Stratospheric
Processes

The equatorial middle atmosphere

is characterized by two distinct oscillations

namely Semi-Annual Oscillation (SAO) and

Quasi-Biennial Oscillation (QBO) with

periods of approximately 6 and 27 months,

respectively. These two oscillations are

observed both in zonal wind and

temperature. The QBO is the primary mode

of variabi l i ty in the tropical lower

stratosphere and has been studied

extensively using observations and models.

Zonal wind observations in stratosphere

over the last five decades show with

periods varying between 21 and 36

months. The generation and maintenance

of the QBO are believed to be due to the

mechanical and thermal dissipation of

vertically propagating equatorial waves

(Kelvin and mixed Rossby-Gravity

waves) and gravity waves (Sato and

Dunkerton, 1997) which in turn depends

on convective activity.

Fig. 6: (a) Long-term variation of stratospheric mean zonal wind observed at Singapore.
Superimposed lines are the amplitudes of QBO at 72.5 km and 77.5 km with axis on right
side. (b) Same as (a) but amplitudes of MSAO at 72.5 km and 77.5 km are also superimposed
with axis on right side. [Adopted from Ratnam et al., GRL, 2008]
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0The second most important oscillation is the SAO discovered by Reed (1965) in the

equatorial stratosphere. After the pioneering work by Reed (1965), similar oscillation at

mesopause height was identified by Groves (1972) with the aid of rocket and meteor radar

observations. Hirota [1980] observed 1800 phase shift between Stratospheric SAO (SSAO) and

Mesospheric SAO (MSAO) with >30 m/s amplitude at 80 km using rocket observations at

Ascension Island (80S) for 1970–71. Extensive work has been done on the MSAO using ground

based techniques, viz., MF radar [Vincent, 1993] and meteor radar [Palo and Avery, 1993],

sounding rockets (Garcia et al., 1997, and references therein) and satellite based High Resolution

Doppler Imager (HRDI) (BU96) and SME (Garcia et al., 1997).

There are a few studies showing the relation between MSAO and SQBO. Burrage et al.,

(1996) using HRDI observations during 1992–95 showed that there could be a relation between

MSAO and SQBO. They reported stronger westward phase of MSAO during westward phase of

SQBO. However, no such relation is observed by Garcia et al., (1997) in MF radar wind

measurements over Christmas Island (20N, 1570E) during 1990 – 91. All these reports used

short data sets, not allowing to unravel the relation fully and all the reports were related to

altitudes above 80 km.

Long term variations of low-latitude MSAO and MQBO in the zonal wind are studied

using combined observations of Rocket and MST radar available from 1977 to 2006 (Ratnam

et al., 2008). The MQBO showed large inter-annual variability in the phase difference between

77.5 km and 72.5 km (Figure 6a) indicating such variability in eddy viscosity. In general, the

MQBO at 77.5 km is out-of-phase with SQBO and this relation fails during strong and long

SQBO. The MSAO at 72.5 km and 77.5 km generally shows strong westward phase during

strong eastward phase of SQBO. The most striking feature observed from these long term

observational records is the strong modulation of the MSAO by MQBO revealing a non-linear

type of interaction with presence of sidebands of the MSAO (Figure 6b).

Is Mesosphere over Tropical Latitudes Extends to 100 km?
The mesosphere is the region of transition where wave and wave-dissipative

processes are important drivers for atmospheric energetics and dynamics. During the

past decade remarkable advances have been made in our understanding of the dynamics

of the mesosphere. However, our understanding of this region is stil l quite limited

when compared with the troposphere and the thermosphere, especially over tropical latitudes.

Based on long-term data avai lable from UARS and TIMED satel l i te, i t  was found

(Ratnam et al., 2010) that mean mesopause altitude and temperature are observed

to be 96.2±0.6 km and 165.1±1.90K, respectively, over tropical latitudes (200N and 200S).

This reveals that, in general, mesosphere extends up to ~100 km (Figure 7, top panel),

in contrast to the usual belief that mesopause is located at ~85 km. Another significant result

that comes from the time series analysis of mesopause temperature is a decreasing trend with

a rate of ~0.72 ± 0.050K/yr (Figure 7 middle panel).

Further, a secondary minimum in temperature is observed in between 75 and 80 km

with semi-annual variation peaking around equinoxes. No significant seasonal variation is

observed in the mesopause altitude in the tropical regions. This feature is quite different from

that reported over mid- and polar latitudes, where two-level mesopause structure is noticed,

which is season dependent. The secondary minimum is smeared out in the long-term averaging

revealing that it is due to transient effects of waves. Mesosphere extending up to ~100 km

implies that mixing of neutral constituents may extend up to that height. This demands
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full-fledged investigations on the physical

parameters such as the collision frequency

and diffusion coefficient, and the altitude

of the turbopause.

Conclusion
Climate changes issues mainly

(not restricting to) includes effects that

mankind is directly affected. However, it is

shown that perturbations in atmospheric

parameters caused by various human

activities are not only confined to the

lower atmosphere but also most likely

extends into middle and upper

atmosphere. Indeed, pronounced effects

of climate change will be noticed at higher

altitudes. Future works should focus on

identif ication of relevant data (Data

mining), acquisition, and preparation of

relevant cl imate observables with

emphasis on satellite data for global

picture, complemented ground based

atmospheric observations together with

European reanalysis (ERA) 40, NCEP/

ECMWF, and ERA-Interim. Great care has

to be taken in evaluating the datasets as

the changes are expected well within the

accuracy of measurements. Inclusion of

new datasets which are not affected on

long-term basis for example GPSRO

should be used. Use of advanced

statistical analysis like spectral analysis, linear regression, multiple regression analysis and more sophisticated

pattern matching should be considered. Much attention should focus on testing the hypotheses on physical

mechanism in relating to the climate change which presently few of them are speculative; however demands

confirmation through experiments.
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Introduction
Atmospheric aerosols, clouds and water vapor play a crucial role in climate change.

Monitoring of these constituents is only possible through remote sensing methods. Active

remote sensing techniques permit range resolved measurements of atmospheric constituents.

The altitude of atmospheric aerosols plays an important role, because particles at lower altitudes

are likely to be washed out of the atmosphere by rain, and will not have a long-term effect on

the climate. Aerosol particles injected into the atmosphere from desert storms and biomass

burnings are frequently transported for more than thousand of kilometers and affect the

remote areas. Dust storms occurring in Asia have been shown to be responsible for nucleation

of ice clouds over Alaska at temperatures far warmer than those expected for normal cirrus

cloud formation (Sassen, 2005). The climate effects of atmospheric aerosols and clouds remain

highly uncertain because of the lack of detailed data for the optical properties as well as the

scarcity of information about the vertical distribution and the spatial homogeneity of the

particle layer. In addition to the optical properties, altitude information on particle nonsphericity

is a vital parameter to understand aerosol and cloud microphysics. The particle shape critically

controls the particle's optical property (Koepke and Hess, 1988) and hence affects the earth's

radiative process (Lacis and Mischenk, 1995; Pilinis and Li, 1998) as well as the vertical

distribution of the particles (Liao and Seinfeld, 1998). Since the depolarization ratio is a

measure of particles' nonsphericity, it can also be considered as an indication of the particle

phase. Liquid droplet particles are mostly spherical in nature and indicate near-zero or low

depolarization values, whereas solid crystals are generally nonspherical and indicate values

substantially larger than zero. Moreover, hygroscopic nature of aerosol particles significantly

affects the direct radiative forcing (Boucher and Anderson, 1995). Hygroscopic particles contain

water-soluble compound and can change shape of the aerosol particles. Hence, the

simultaneous altitude information of water vapor is essential to understand the hygroscopic

behavior of aerosol particles.

LIDAR Remote Sensing of Atmosphere
LIDAR, an acronym for Light Detection and Ranging, an active sensor for profiling

atmospheric aerosols, clouds and water vapour, plays a key role in studies related to climate

and air quality. Lidars function similar to Radars, but use lasers for profiling the atmosphere.

Currently, lidar systems are widely used as a research tool to monitor the atmospheric

properties (Measures 1984; Kovalev and Eichinger, 2004; Weitakamp, 2005; Fujji and Fukuchi,

2005). Measurement techniques ranging from simple backscatter profiling to resonant

fluorescence measurements of mesospheric sodium show the unique method of profiling

the atmosphere. Elastic backscatter lidars have been shown to be effective tools for monitoring
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in urban areas, for studies of contrails, boundary layer dynamics, etc. (McElroy and Smith,

1986; Balin and Rasenkov, 1993; Cooper and Eichinger, 1996; Erbrink,  1994). Cloud base

heights determined by lidar are compatible with measurements made by other methods

(Eberhard, 1987; Robinson and McKay, 1989; Pal et al., 1992; Carswell et al., 1995). The

polarization of the scattered signal varies substantially with meteorological conditions and

signals can be employed to derive the

shape information of the atmospheric

particles and cloud content (Mcneil and

Carswell, 1975; Sassen, 1994). Unlike

radar, however, the spectral resolution can

provide information on what molecules

have generated the backscatter signal by

detecting signals wavelength-shifted from

the laser output by intervals

corresponding to their vibrational Raman

“fingerprints” in addition to obtaining

information on aerosol and clouds by

detecting the signal at the laser

wavelength. Lidar systems, relying on

Raman principle, receive scatter ing

from atmospheric constituents such as N2,

O2, H2O have been used to measure the

altitude profiles of water vapor during

nighttime (Melfi and Whiteman, 1985;

Cooney, 1986; Ansmann et al., 1990;

Whiteman et al., 1992).

Indigenously Developed Lidar
Technologies

Recently several advanced lidar

technologies like micropulse, polarization

and Raman methods have been

indigenously developed at the National

Atmospheric Research Laboratory (NARL),

Gadanki, for remote monitoring of

atmospheric aerosols, clouds and water

vapour and to understand their spatial and

temporal propert ies. Some of these

technologies are innovative in nature and

have been filed for patent rights.

Portable Micro Pulse Lidar

The portable lidar technology

(Bhavani Kumar, 2006) demonstrated at

NARL site employs micropulse technique.

The advantage of this type of l idar
31

Fig. 1: (a) Portable lidar observation of elevated aerosol layers detected
over Gadanki site on 4th January 2005 (b) 10-day back trajectories shown for
air mass advection at 2.5 and 3.0 km altitudes indicate the transport from the
Far East



technology is the use of high repetition rate, low pulse energy laser for profiling the atmosphere. The portable

lidar employs a diode-pumped Nd-YAG laser system, a co-axial transceiver for transmitting the laser pulses and

detecting the collected photons, a dedicated data acquisition system, and a computer control and interface

system. In this lidar technology, pulses of light energy are transmitted from the telescope into the atmosphere.

As the pulse propagates, part of it is scattered by molecules, water droplets, ice crystals, dust and haze aerosol

in the atmosphere.  A small portion of the light that scattered back is collected by the telescope and then

detected. The distance to the particle layers is inferred based on the time delay between each outgoing transmitted

pulse and the backscattered signal. The detected signal is stored in bins according to how long it has been since

the pulse was transmitted, which is directly related to how far away the backscatter occurred. The collection of

bins for each pulse is called a profile. Since a cloud will produce increased backscatter (as a spike), it is evidenced

as an increase or spike in the backscattered signal profile. Besides real-time detection of clouds, post-processing

of the lidar returns can also characterize the extent and properties of aerosol or other particle-laden regions.

The portable lidar detection of

elevated aerosol layers is shown in Figure

1. Figure 1a shows the altitude profile of

aerosol backscattering coefficient derived

from the lidar data (Bhavani Kumar and

Varma, 2010). The height profile shows

an occurrence of thin aerosol layers

observed above the local boundary layer

between 2 and 3 km altitude. Figure 1b

represents the computed 10-day back

trajectories of air mass pathway. Figure 2

indicates the height t ime section of

aerosol backscattering coefficient derived

from the lidar data on the same day

between 19:00 and 22:00 LT. The air back

trajectories show the transport of aerosols

from the Far East region. The aerosol layers

found above the boundary layer could be

transported over several thousands of kilometres without significant removal and can contribute appreciably to

the column aerosol optical depth, at times more than the boundary layer.

Dual Polarization Lidar

The dual polarization lidar (DPL), another innovative lidar technology developed at NARL site, employs a

single wavelength laser for excitation of the atmosphere and performs polarization diversity measurement in the

receiver. The change in the polarization state of laser light backscattered from clouds and precipitation contains

unique remote-sensing information related to the shapes of the hydrometeors (Sassen, 1994), and for this

reason dual polarization lidars have been widely used in the studies related to clouds. The polarization lidar

technique dates back to the early 1970s, when the depolarization of backscattered laser light was shown to

provide effective discrimination between ice clouds and water clouds. The Depolarization Ratio (DR) is defined

as the ratio of the intensity of the received or backscattered light polarized perpendicular to the direction of the

transmitted polarization divided by the intensity of the backscattered light polarized the same as the transmitted

polarization. The polarization-sensitive lidars are frequently used to detect the presence of dust and thin clouds

in the atmosphere (Gobbi et al., 2000). Lidar depolarization has also been used to identify desert dust in the free

troposphere (Murayama et al., 2001) and to study its role in ice nucleation. The basic utility of the technique is

Fig. 2: (a) Portable lidar observation of elevated aerosol layers detected over Gadanki site
on 4 January 2005 (b) 10-day back trajectories shown for air mass advection at 2.5 and 3.0
km altitudes indicate the transport from the Far East
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rooted in Mie scattering theory, which

asserts that optically homogenous and

spherically symmetrical scatterers do not

produce depolarization in the exact

backscatter direction, whereas crystalline

particles, such as ice crystals, generate

depolarization as a result of the internal

reflections responsible for much of the

backscattering (Sassen and Liou, 1979).

Clouds of mixed water and ice phase

composition, which occur commonly in

winter and convective storms,

altocumulus, and in some cirrus clouds,

obviously represent the interest ing

situation for invest igation. At

temperatures between 0° and -40°C,

liquid water droplets and ice crystals may

coexist in a single-layered cloud. Ground-

based remote-sensing observations of

mixed-phase clouds have the potential to

contribute a s ignif icant amount of

knowledge with which to better

understand, and thereby more accurately

model, clouds and their phase-defining

processes. The unique application of

polarization l idar emerges in the

identification of cloud phase in the mixed

phase clouds.  An observation of mixed

phase cloud by DPL is shown in figure 3.

On 8th May 2009, a precipitating altocumulus appeared over Gadanki site at the late evening

hours and gradually dissipated at the end of night when high clouds moved in.

The observation is presented as

height-versus-time zenith-lidar displays of

the linear depolarization ratio along with

lidar range corrected data from the 0.532

µm channels. The observed cloud is

associated with liquid water droplets and

ice crystals coexist in a single-layered

cloud. The precipitat ions of the ice

particles that typically trail below super

cooled mixed-phase clouds, a

phenomenon called virga, were clearly

seen at the cloud base.  The precipitating

ice virga is associated with relatively high

DR, and small lidar signal.  The liquid

cloud base position can be identified by

Fig. 3: DPL observation of a mildly super cooled liquid altocumulus cloud layer
occurrence over lidar site. The upper panel shows linearly polarized signal
backscatter and the lower panel illustrates the depolarisation ratio (DR). The
spatial variations of DR in the descending cloud shows clearly change of
thermodynamic phase in cloud particles.

Fig. 4: Sequence of water vapor profiles derived from ERL system using inelas-
tic Raman signals. The observation was carried out at NARL site on the night
of 27th April 2010.



the start of strong backscattering and the corresponding near-zero depolarization that appeared between 2100

and 2300 LT. Subsequently the cloud layers gradually descended while the altocumulus values decreased and

the upper cirrus layers were again detected. Interesting observation is the evidence for elevated dust layer at the

lower heights. In this case, the lidar returned power display reveals that the aerosol scattering is barely discernable,

so the d = 0.10 – 0.15 represent a dilute mixture of the dust with air.

Elastic Raman Lidar

The demonstration of Elastic Raman Lidar (ERL) technology at NARL site provides the detailed

measurements of distribution of water vapor in the lower atmosphere during nighttime. Water vapor is a natural

green house gas and its measurement is vital for a number of meteorological and climate processes. Water vapor

distributions directly influence the characteristics and balance of the radiation field.  The Raman lidar operates

by sending out a laser pulse and recording the atmospherically backscattered return signal as a function of time

to provide range information. The return signal contains a strong elastically scattered component that is useful

for profiling clouds and aerosols and weaker inelastically scattered components that provide chemical-specific

information such as presence of atmospheric molecules like N2, O2, H2O etc. By simultaneously measuring and

then ratioing the water vapor and nitrogen signals, the resulting value is essentially proportional to the water

vapor (WV) mixing ratio. While Raman lidars have shown excellent capability of profiling water vapor and

aerosols at night (Melfi and Whiteman, 1985), the inherently weak Raman signal, especially from water vapor,

together with the strong solar background makes these day time measurements difficult. The Elastic-Raman

lidar at the Gadanki site was designed to profile atmospheric water vapor, aerosols, and clouds during night. It

utilizes the third harmonic of the Nd:YAG to transmit laser energy outward at a wavelength of 355 nm with a

pulse energy of 150-200 mJ and a repetition rate of 10 Hz. It is a three spectral channel lidar, observing the

backscattered light associated with Rayleigh–Mie scattering at the laser wavelength, as well as the Raman-

shifted wavelengths associated with water vapor (408 nm) and nitrogen (387 nm). The raw data are collected to

200 ns bin width, resulting in 30 m vertical resolution, and stored at 1 min intervals (the accumulation of

approximately 600 shots). Figure 4 shows the lidar measurement of water vapor mixing ratio observed on the

night of 27th April 2010. The mixing ratio is calibrated using the values of surface pressure, temperature and

relative humidity data respectively. The top of the boundary layer is clearly visible at approximately 2.0 km and

drops off quickly with height due to lowering of surface temperature. The presence of turbulent structures in

mixing ratio reveals a great deal of dry and moist air exchange through unstable circulations.

Conclusion
Some of the critical lidar technologies useful for remote sensing airborne particles, clouds and atmospheric

water vapor have been successfully developed and demonstrated at the National Atmospheric Research Laboratory

(NARL), Gadanki. Two of the developed technologies have been filed for patent rights under ISRO based on the

novel features in the technical configuration. These technologies play a potential role in the present global

climate change issues and become fundamental tool for observing the atmosphere. These established lidar

remote sensing technologies are vital for understanding the dynamics, structure and composition of the

atmosphere.
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Introduction
Knowledge of meteorology forms the basis of scientific weather forecasting.

The evolution of operational Numerical Weather Prediction (NWP) from larger to smaller

scales partially reflects the increased computer power that has allowed global models

to resolve more details of atmospheric flow fields. In the Indian scenario where most

of the agricultural industries depend on summer monsoon rainfall, several atmospheric

models are run at different organizations to deliver regular forecasts to common man

and media with a special emphasis on prediction of onset of monsoon and expected

amount of rainfall. However, operational forecast models run by meteorological

departments are not meant for prediction of local weather with the high spatial and

temporal resolutions within a specific time window (Radhika et al., 2006). In this regard,

accurate weather predictions during satellite launch campaign over the launch site

become very crucial for efficient management of launch time operations (Radhika et

al., 2006; Rakesh et al., 2007). During such campaigns, accurate information on the

magnitude of surface winds, vertical wind-shears, amount of precipitation, cloud cover

fraction and probability of thunderstorm kind of events at very fine spatial and temporal

resolutions are required for efficient time management of satellite launch activities

(Manobianco et al., 1996). Therefore, additional procedures based on current

observations (surface and upper air observations, Radar and satellite) are required to

forecast imminent weather events and to warn if necessary.

In this scenario, it is highly desired to develop a comprehensive, coordinated,

and sustained Earth Observation System (EOS) for collection and dissemination of

improved data, information, and models to stakeholders and decision makers. As part

of launch campaign activities, once the satellite payload is declared ready for its space

journey, the mission team used to define a launch window extending over a few days

with a specific time-slot for the launch. Definition of such a time-slot and launch

window is one of the most crucial tasks and it require adequate knowledge on local

weather over the launch site in terms of the Launch Commit Criteria (LCC), so as to

avoid any hazardous events due to bad weather. Each launch vehicle has a specific

tolerance for wind shear, cloud cover, temperature, whereas lightening constraints are



common for all types of vehicles. Thus, NWP activities through various atmospheric models during launch

campaign are ultimately intended to provide short to medium-range (< 24 hours) forecasts of winds, temperature,

moisture, clouds and any hazardous weather event such as thunderstorm over the launch site with good accuracy.

The local weather over the Indian satellite launch station – Sriharikota High Altitude Range (SHAR) located on

South-Eastern coastal site is highly dependent on atmospheric wind circulation prevailing over its adjoining Bay

of Bengal (BoB) oceanic region and topography-induced convective activities. Keeping these meteorological

features over SHAR in background and to meet the forecasting needs for LCC, two numerical atmospheric

models, namely – High-resolution Regional Model (HRM) and Advanced Regional Prediction System (ARPS)

model are made operational. On one hand, the HRM simulations provide valuable information on meteorological

conditions prevailing over the Indian sub-continent and its adjoining oceanic counterpart with a special emphasis

on formation of any hazardous weather event such as cyclonic storms and its movement. On the other hand, the

ARPS model is being run regularly at different time-intervals at very high horizontal and vertical resolution for

alerting the mission team on probability of thunderstorm occurrence and rainfall time-slots over the launch site,

if any. With a view to showing the potential of these two atmospheric models in varying meteorological conditions,

we made use of two consecutive launch campaigns, namely – PSLV-C11 and PSLV-C12, which took place in the

month of October 2008 and April 2009 respectively when SHAR underwent two contrasting weather events.

An Overview of HRM and ARPS Model
In a broad sense, atmospheric models can be classified into two categories: (1) Hydrostatic and (2) Non-

hydrostatic models. The first class of models assume hydrostatic equilibrium of atmosphere, while the second

class are useful in dealing non-hydrostatic processes and their effects become more useful when the length of

the feature is approximately equivalent to its height. Thus, non-hydrostatic models can be quite sensitive to small

differences in atmospheric structure in vertical. Between the two models used in the present study, HRM assumes

hydrostatic approximation, while ARPS is a non-hydrostatic model.

High-resolution Regional Model (HRM)

HRM is basically a hydrostatic regional model developed for shared memory computers at Deutscher

Wetterdienst (DWD) of Germany that serve as one of the flexible tools for NWP for the usage in meso-α and

meso-ß scales and is widely used by several meteorological services, universities, and research institutes spanning

a large domain of the globe (Majewski, 2009). The model consists of topographic datasets which can be obtained

in regular or rotated latitude/longitude grid for any region of the world at mesh sizes between 30 km and 5 km.

Several options exist within the HRM to derive the initial state and lateral boundary conditions, however in the

present study; we have derived the initial state and lateral boundary conditions of the HRM from interpolation of

the analysis and forecasts of DWD’s global model, namely – Global Model Extended (GME, grid spacing 30 km,

60 layers) to the HRM grid respectively. The prognostic equations of HRM are expressed in differential form in

terms of spherical coordinates and a hybrid (sigma-pressure) vertical coordinate in Arakawa C grid with second

ordered centered difference scheme and the time integration is through a semi-implicit scheme. Radiative transfer

of solar and thermal radiation in clear and cloudy atmospheres is based on a scheme developed by Ritter and

Geleyn (1992). Cloudiness is derived from specific cloud liquid water and ice contents, relative humidity, convective

activity and stability (Ritter and Geleyn, 1992). The grid-scale precipitation scheme of HRM includes parameterized

cloud microphysics with the three prognostic water species water vapour, cloud liquid water and cloud ice. The

precipitation phases (rain and snow) are treated diagnostically. The convection scheme in HRM distinguishes

three different convection types, namely shallow, mid-level and penetrative (deep). The three-dimensional

convergence of water vapour is used as closure assumption for shallow and deep convection. Model predicted

clouds are highly parameterized and their spatial and optical properties are subject to large error, and it is in this

regard that – EOS derived insolation and albedo can be used in place of modeled clouds to improve model

performance. In the present study, initial and lateral boundary conditions for the HRM are derived from forecasts

of the global model GME of DWD.
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Advanced Regional Prediction System (ARPS)

In the literature, we find mention of development of three-dimensional non-hydrostatic

modeling for convection since the mid-1970s (Xue et al., 2000 and references cited therein).

The development of non-hydrostatic models and rapid increase of computer powers have made

the explicit prediction of thunderstorm into a reality. With a view to demonstrating the

practicability of storm-scale numerical weather prediction, the Advanced Regional Prediction

Systems (ARPS) model was developed by

the Center for Advanced Prediction of

Storms, Normal, Oklahoma, USA. The

model employs advanced numerical

techniques, including monotonic

advection schemes for scalar transport and

variance-conserving fourth-order

advection for other variables. The model

also includes state-of-the-art physics

parameterization schemes that are

important for expl ic it  predict ion of

convective storms as well as the prediction

of flows at larger scales. ARPS is basically

a primitive equation model based on

compressible Navier-Stokes equations

describing the atmospheric flow. The

spatial discretization is achieved by second

order quadratically conservative and fourth

quadratically conservative finite differences

for advection and second order

differencing for other terms, while

temporal discretization is treated with a

second order leap-frog scheme for large

time steps with Asselin time filter option.

In the present study, ARPS is

initialized with a high-resolution GPS

sounding ascent data in conjunction with

30-seconds terrain elevation data (source:

United States Geographical Survey). One

of the basic differences in the two model

simulations is that – HRM is initialized with

a global model analyses and its lateral

boundary conditions are taken from the

forecast of global model, whereas the

base-state field for ARPS domain are

generated through vertical column GPS

ascents and potential  temperature

perturbations are generated through

symmetric random option available within

the model code (Subrahamanyam et al.,

2006; 2008).

Fig. 1a: High-resolution Regional Model (HRM) topography at a horizontal
resolution of 0.10° (~ 10 kms); (b) USGS topography at a horizontal resolution
of 30-seconds (~ 1 kms) fed to ARPS model.



Sriharikota – the Satellite
Launch Station of ISRO

The launch site of the Indian

Space Research Organization (ISRO) is

located at the Sriharikota High Altitude

Range (SHAR: 13.7167°N, 80.2167°E),

which is a tiny island, close to the Eastern

Coast having a complex terrain with the

Eastern Ghats located on its west and

surrounded by the Pulicat Lake and Bay of

Bengal on the east (Figure 1a and 1b). The

launch site very well falls in the vicinity of

tropical cyclone landfal l  zone. It  is

therefore obvious that the underlying

complex terrain could very well affect the

local winds, resulting at times in the

developments of hazardous thunder-

storms. The depressions that develop over

the Bay of Bengal can also affect the short-

term weather of SHAR. Figure 1a and 1b

depicts the topography contours used in

the two models - HRM and ARPS

respectively. The HRM topography data

with a horizontal resolution of 0.10°

(~ 10 kms) shown in Figure 1a is prepared

at the DWD, Germany; while we make use

of the United States Geographical Survey

(USGS) surface elevation data available at

30 seconds (~ 1 kms) for the mesoscale model ARPS which is customized for simulating highly localized features.

Results and Discussion

Ambient Meteorological Conditions Prevailing during PSLV-C11 and PSLV-C12 Launch Campaigns

As per climatology of the Indian sub-continent, the ambient meteorological conditions are largely

governed by monsoonal winds. The sub-continent experiences wet and rainy season during its summer monsoon

(also referred to as South-West monsoon) in the month of June to September when the moist air from oceanic

regions intrudes the continent resulting into large precipitation spells wide spread over the season. The month

of March to May over the sub-continent is considered as Pre-monsoon period when SHAR (the launch site)

experiences quite hot and summer environmental conditions with very less rainfall resulting to a magnitude of

about 5 to 7.5 cms (Indian Meteorological Department Website: http://www.imd.gov.in/). On the other hand, the

period of October to December is considered as Post Monsoon season, when SHAR experiences frequent rainfall

amounting from 75 to 100 cms, almost an order larger than that observed during the Pre-Monsoon season. The

present research article is confined to two launch campaigns, namely – PSLV-C11 and PSLV-C12 (hereafter

referred to as C-11 and C-12 campaigns), which took place on 22nd October 2008 and 20th April 2009 respectively.

The meteorological conditions prevailing over the launch site during C-11 and C-12 campaigns in the present

study are taken to be representative of Post-Monsoon and Pre-Monsoon seasons respectively. The month of

October happens to be the period when retrieval of the Indian summer monsoon starts with setting up of North-

Fig. 2: Surface layer meteorological observations obtained from an Automatic Weather
Station installed at SHAR for the month of October 2008: (a) surface layer pressure (hPa);
(b) air temperature (°C); (c) relative humidity (%) and (d) wind speed (m/s). Error bars
attached with the mean values indicate standard deviation of the parameter for that
particular day.

Fig. 3: Same as Figure 2, but for the month of April 2009.
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C-11 campaign coincided with the onset

of NE-monsoon when the launch site

underwent frequent thundershowers and

associated rainfall, hence it became quite

crucial to know the exact timings of rainfall

slots.

With a view to represent ambient

meteorological conditions prevailing over

the launch site in terms of surface layer

observations obtained from Automatic

Weather Station instal led at SHAR

(Manikiam et al., 2008), we show monthly

variat ions in surface pressure, air

temperature, relative humidity and wind

speed for the months of October 2008 and

April 2009 in Figures 2a-d and 3a-d

respectively. Daily mean values of these

parameters with their standard deviation

are shown as thick black lines, while the

minimum and maximum values of the

concerned parameter in red and green

color respectively envelop the mean values

in the Figures 2a-d and 3a-d. Surface layer

barometric pressure variations during both

the campaigns were ranging from 1001

hPa to 1014 hPa (Figure 2a and 3a). Air

temperature magnitudes during C-12

campaign were marginally higher than

that observed on C-11 campaign (Figure

2b and 3b). Similarly, relative humidity

measurements during C-12 campaign

were marginally lower than that seen in

C-11 campaign (Figure 2c and 3c) and

these features in temperature and

humidity are attributed to contrasting

weather prevai l ing over the two

campaigns. These surface layer

observations provide a statistical support

to our assumption that C-11 and C-12 can

be taken as representative of Post and

Pre-Monsoon season. Surface layer winds

varied between 0 ms-1 to 6.60 ms-1 during

C-11 campaign, while wind magnitudes

went up to 7.90 ms-1 in C-12 campaign

(Figure 2d and 3d).

Fig. 4: Daily accumulated Rainfall (bars) and Total accumulated rainfall (line)
for the month of October 2008.

Fig. 5: KALPANA Satellite imagery of Clouds over the Indian sub-continent in
IR Channel during the passage of BIJLI Cyclonic storm for (a) 14-October-
2009: 00 GMT; (b) 14-October-2009: 12 GMT; (c) 15-October-2009: 00 GMT;
(d) 15-October-2009: 12 GMT; (e) 16-October-2009: 00 GMT; (f) 16-October-
2009: 12 GMT.

A B
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One of the important differences in prevailing ambient meteorological conditions during C-11 and C-

12 campaigns was the amount of rainfall observed over the launch site. During C-11 campaign, the launch site

underwent onset of NE-Monsoon and experienced frequent rainy slots with few breaks. Figure 4 shows daily

and total accumulated rainfall observed from SHAR Automatic Weather Station. It can be seen from Figure 4 that

the launch site experienced frequent rains from 11th of October to 24th of October 2008. Formally, the Indian

Meteorological Department had declared 14th of October 2008 as the onset day of NE-monsoon over the launch

site (IMD Website: http://www.imd.gov.in). During this period, total accumulated rainfall over SHAR went up to

about 400 mm. On the other hand, SHAR did not experience any severe rainy events during C-12 campaign, as

expected. But on April 13th, an area of shower and thunderstorms became slightly organized over the central

Bay of Bengal (BoB), and later an area of low pressure developed underneath the convection as the system

developed (Figure 5).

Weak banding features also formed around the periphery of the storm. By April 14th, 2009 deep convection

persisted around the center of circulation; and it was designated as Depression. With its further intensification,

finally this convective system was named as BIJLI cyclonic storm, which ultimately traveled North-North-Eastward

and dissipated by the mid of 16th of April 2009 (Figure 5a-f). Its movement over the BoB and its immediate

impact on the launch site were of great concern during C-12 campaign. In Figure 5a-f, we show the cloud

images over the sub-continent during 14th of April 2009 to 16th of April 2009 observed from Kalpana Satellite

for qualitative assessment of the convective system prevailing over the BoB.

Launch Commit Criteria (LCC) Related Requirements

The launch weather guidelines involving the satellite launch activities for different launch vehicles and

rockets are similar in many areas, but a distinction is maintained for the individual characteristics of each. These

guidelines include weather trends and their possible effects on launch day. More importantly, these guidelines,

often referred to as ‘Launch Commit Criteria (LCC)’ are broadly conservative and assure avoidance of possible

adverse conditions. They are reviewed for each individual launches. The LCC for a particular satellite launch

activities essentially define the permissible limits of meteorological conditions prevailing over the site. During

the countdown, formal weather briefing occurs at regular intervals with special emphasis on probability of

adverse weather events on the launch site. For a perfect satellite launch, it is expected that – there should neither

be any precipitation or lightening (and electric fields with triggering potential) at the launch pad or within the

flight path. If lightening is detected within 20 kms of the launch pad or planned flight path within 30 minutes

prior to launch window, it is not advisable to go ahead for the launch. As per the Kennery Space Centre (KSC)

press release (2000) on LCC, it is advised that – the satellite launch should be kept on hold, if any part of the

planned flight path is through a layer of thick convective clouds. However, launch can be shown green signal, if

the cloud layer is a cirrus-like cloud which is never associated with convective clouds and shows no evidence of

containing water droplets. A detailed description on LCC can be found online on NASA press release from John

F. Kennedy Space Centre (KSC Press Release, 2000). Keeping the criticalities involved during the launch activities,

it is highly desired to have greater accuracy on local weather. For this purpose, various atmospheric and oceanic

measurements are carried out on routine basis through different instruments such as Doppler Weather Radar,

Field Mill, Balloon-borne GPS Sondes, Portable Automatic Weather Station and Oceanic Buoys to name a few. In

addition to routine measurements, the project team related to satellite launch often required regularly updated

weather prediction over the launch site, and it is in this regard that – Space Physics Laboratory of Vikram

Sarabhai Space Centre has adopted an unique approach by making use of two different atmospheric models –

ARPS and HRM for providing short to medium range weather prediction. During C-11 campaign, the necessary

information requirements were confined to the probability of thunderstorm occurrence during the launch

window. On the contrary, the focus of numerical weather predictions through atmospheric models during C-12

campaign was confined to the formation and movement of BIJLI cyclonic storm and its impact on the launch site.
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Prediction of Thunderstorm

Occurrence

On 22nd of October 2008, ISRO

successfully launched its maiden moon

mission Chandrayaan-1 through PSLV-C11

carrier. As part of Chandrayaan-1 MET

countdown activities, various atmospheric

models ranging from global scale,

regional scale to mesoscale were made

operational at the launch site for providing

regional weather forecast during the

period of launch campaign. Since C-11

campaign was mostly influenced with

frequent thundershowers and associated

rainfal l  events, ARPS model was

customized for SHAR domain and made

operational for providing the probability

of thunderstorm for +6 to +12 hours and

forecast products were updated regularly

in time during the launch window. The

ARPS model was initialized with the vertical

profiles of meteorological parameters

obtained from the indigenously developed

bal loon-borne Pisharoty Sondes

(Satyanarayana, 2008; Subrahamanyam et

al., 2008). The entire exercise was focused

on the consol idation of the model-

simulated parameters in a scientific and

logical way to provide the probability of

thunderstorm occurrence. For this

purpose, five parameters obtained from

ARPS simulations namely (1) hourly

accumulated rainfall; (2) cloud and rain

water mixing ratio; (3) vertical velocities;

(4) low level wind shear and

(5) magnitude of surface layer specific

humidity were chosen as the probable

indicators of thunderstorm occurrence.

In Figure 6, we show model

simulated t ime-series of (a) hourly

accumulated rainfall; (b) cloud water

mixing ratio; (c) rain water mixing ratio and

(d) vertical velocities between 21st of

October 2008 (1915 LT) to 22nd of October
43

Fig. 6: ARPS Model simulations between 21st of October 2008 (1915 LT) to 22nd

of October 2008 (1915 LT): (a) hourly accumulated rainfall (in mm); (b) time-
series profile of cloud water mixing ratio (in g/kg); (c) time-series profile of rain
water mixing ratio (g/kg); (d) time-series profile of vertical velocities (m/s).

(a)

(b)

(c)

(d)



2008 (1915 LT). It may be noted that –

Chandrayaan-1 was launched through

PSLV-C11 carrier in the morning hours

around 0624 LT which was followed with

an intense thunderstorm resulting into a

moderate rain-showers. With the model

simulated products, we attempt to

examine, how they were useful in

providing logistic forecast on probability

of thunderstorms/rainfall over the launch

site. From Figure 6a, it be noticed that –

model indicated favorable rainfal l

between 0615 to 1015 LT with a peak at

about 0915 LT. Now, we examine time-

series profiles of cloud and rain water

mixing ratio in Figures 6b and 6c; it is

noticed that time-slot of about four hours

between 0615 to 1015 LT show favorable

condit ions for occurrence of

thunderstorms and moderate rainfall

where the lower atmosphere is sufficiently

moist with high values cloud and rain

water mixing ratio. Time-series profile of

vertical velocities shown in Figure 6d also

indicates moderate downdraft activities

during at about 0900 LT. While the model

predicted heavy rainfall at about 0900 to

1000 LT, in reality SHAR experienced heavy

thundershowers immediately after the

Chandrayaan-1 launch. These deviations

and time-lag can be attributed to some of

the deficiency in model physics or the

nature of highly localized rainfall, which

probably were beyond the scope of model

simulations. Nonetheless, during C-11

campaign, ARPS model simulations were

found to be of great importance, as a

careful examination of model derived

products such as hourly accumulated

rainfall, cloud and rain water mixing ratio,

vertical velocities, low-level wind shear

could help in providing a logistic forecast

on probability of thunderstorms. Through

these products, we could capture more

than 70% of rainfall slots successfully;

Figure 7 (a)

Fig. 7: Comparison of HRM simulated wind vectors (+18 Hrs forecast) for 1000 hPa with
NCEP-FNL Reanalysis on 14th of April 2009 (1800 GMT).

Figure 7 (b)
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0however, there were a few localized events,

where model did not capture the rainfall

properly. Within the permissible

constraints of the model, it was noticed

that – these parameters required hyper-

tuning with greater accuracy and

quantification.

HRM Simulations during C-12

Launch Campaign

During C-12 launch campaign,

the Bay of Bengal (BoB) underwent severe

cyclonic storm named – BIJLI between 14th

– 16th April 2009 and it was one of the

prime concerns with respect to LCC for

PSLV-C12 launch related activities. In this

regard, HRM simulated meteorological

fields were found to be quite useful in

inference of wind circulation prevailing

over the launch site and adjoining BoB

oceanic region. For qualitative assessment

of HRM simulated meteorological fields,

we compare them with NCEP-FNL (National

Centre for Environmental Prediction –

Finaly Analysis)  Reanalysis for the

concurrent period, which can be

considered as the realistic observations.

In Figure 7, HRM simulated wind vectors

(+18 Hrs forecast) for 1000 hPa level valid

for 14th of April 2009 (1800 GMT) is

compared with the observations. A

cyclonic circulation with low pressure over

the head BoB at 1000 hPa and 850 hPa

levels are clearly captured in simulations

almost 18 hours in advance (Figures 7 and

8). The steering wind circulation at 200

hPa for the concurrent timings also shows

a very good comparison between the

simulations and Reanalysis (Figure 9).

From Figures 7-9, it is very interesting to

note that – almost 18 hours in advance,

HRM simulations clearly indicated

formation of a cyclonic storm over the

head Bay of Bengal, and the wind

circulation was regularly updated to the

MET team at SHAR during the campaign,

so as to assess its impact on the launch

site. Since the cyclonic storm was formed

Figure 8 (a)

45Fig. 8: Comparison of HRM simulated wind vectors (+18 Hrs forecast) for 850
hPa with NCEP-FNL Reanalysis on 14th of April 2009 (1800 GMT).

Figure 8 (b)



quite away from the launch site, there was

no severe impact on SHAR, and later in

due passage of time this cyclonic storm

BIJLI moved further north-north-eastward

before its landfall. During the passage of

cyclonic storm, the amount of moisture at

about 3 kms (roughly 700 hPa) is often

treated as one of the crucial parameters

by the meteorologists to categorize the

cyclone in terms of its intensity. Therefore,

we show HRM simulation of relative

humidity at 700 hPa on 16th of April 2009

(1800 GMT) when BIJLI cyclonic storm had

advanced towards north-east part of the

Indian sub-continent in Figure 10a.

Simulated field is also compared with the

NCEP-FNL Reanalysis and results are quite

encouraging, as almost all the gross

features in relative humidity field with

realistic magnitudes are nicely captured

in +18 hours s imulations, thereby

providing a strong justification of usage

of HRM simulated meteorological fields

for LCC during launch activities.

Scope of Improvements in NWP

Model Forecasts through EOS

Satellite remote sensing data, in

situ observations, and NWP models are

being used jointly to study cl imate

sensit iv ity mechanisms involving

atmospheric temperature, water vapor,

clouds and their interaction with the ocean

surface. The ultimate goal is to provide a

comprehensive understanding of the

maintenance of the cloud, humidity and

temperature structure of the atmosphere

and the tools necessary to incorporate this

understanding into Global Climate Models

that will be used to predict future climates.

The approach involves a strong interaction

between observational and modeling

studies, and in particular the use of high

spatial resolution satellite measurements

to test numerical s imulations of the

phenomena of interest, part icular ly

Figure 9 (b)

Fig. 9: Comparison of HRM simulated wind vectors (+18 Hrs forecast) for 200 hPa with
NCEP-FNL Reanalysis on 14th of April 2009 (1800 GMT).

Figure 9 (a)



N
N

R
M

S
 

B
U

L
L

E
T

I
N

 
 

 
-

 
D

E
C

.
 

2
0

1
0

marine boundary layer clouds and tropical

convective clouds systems, and their

interaction with large scale circulations

and climate. Long records of surface and

satellite observations are also being used

to investigate past natural variability and

trends and what these tell us about

the interactions and sensit iv ity

mechanisms of interest.

There is a pressing need to

conduct research to develop optimal

physical data assimilation techniques for

recreating the physical atmosphere to

improve the initial conditions. This would

include testing and refining of EOS derived

parameters, satellite and in situ data

assimilation techniques in an operational

mode. Special tests need to be carried out

to effectively make use of the EOS with a

special emphasis on: (1) development and

exploration of various possible techniques

of data assimilation; (2) implementation

of these data assimilation techniques in

campaign mode in both forecasting and

post-analysis mode; (3) test ing the

sensitivity of targeted measurements

through EOS to evaluate the

improvements in meteorological

forecasting capabilities.

Also, most of the NWP models use

bulk parameters such as thermal inertia

and moisture availability to characterize

the behaviour of land surface. Some of the

NWP models are based upon interwined

physical and biological processes that are

used to predict the thermal and moisture

fluxes at the surface. All of these NWP

models have several parameters that can

potentially be prescribed by geostationary

and polar-orbiting satellite platforms, such

as: albedo, insolation, leaf area index,

land/water boundaries, vegetative fraction

and land-use classification. Some of these

parameters are direct radiative quantities

(e.g., albedo, insolation); they are thus

Figure 10 (a)

47

Figure 10 (b)

Fig. 10: Comparison of HRM simulated relative humidity (+18 Hrs forecast) for
700 hPa with NCEP-FNL Reanalysis on 16th of April 2009 (1800 GMT).



highly suited for measurement by radiometric instruments on satellites, and have substantial histories of successes.

Current meteorological models have a difficult time specifying the radiative properties of clouds and predicting

clouds in the right place and time, yet this parameter is critical to atmospheric boundary layer development and

temperature prediction. Satellites, on the other hand, are well suited to specifying the reflective radiative properties

of clouds and land surfaces and thus can make robust measurements of insolation and albedo.

Conclusion
In the present research article, we describe the potential of two atmospheric models, namely – ARPS and

HRM in providing valuable information with respect to LCC for satellite launch activities. The major outcome of

the study can be summarized as:

1. A combination of two mesoscale atmospheric models – HRM and ARPS are found to be of great importance

in providing short to medium range weather prediction over SHAR with a special emphasis on LCC related

meteorological information.

2. Model simulated meteorological fields during C-11 and C-12 launch campaigns when contrasting weather prevailed

over SHAR, HRM and ARPS model could simulated synoptic and local weather conditions reasonably well.

3. During C-11 campaign, when SHAR experienced frequent thundershowers, a combination of five different

products from ARPS model, namely – accumulated rainfall, cloud and rain water mixing ratio, low-level wind

shear and vertical velocities were used in providing logistic forecast on probability of thunderstorms and

rainfall time-slots.

4. During C-12 campaign, when Bay of Bengal Oceanic region experienced BIJLI cyclonic storm, HRM could

simulate the formation of storm almost 18 hours well in advance, and model simulated meteorological fields

during the episode were found to be well in tune with NCEP-FNL Reanalysis for the concurrent timings.

5. In a broad perspective, HRM provide valuable information on severe weather event threat in a time-scale of

about 18 hours, which can be further studied in detail with the aid of highly localized ARPS model simulations.

In future, the present study would be extended to different seasons to assess the accuracies in model simulations

and research direction would be focused on improvements in forecast fields through probable data assimilation

in both the models.
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Introduction
The Indian government as a signatory to the United Nations Framework Convention

on Climate Change (UNFCCC) makes great effort to comply with the relevant obligations,

including the submission of periodic national communication of the Green House Gas inventory.

According to the initial communication, 1,228,540 Gg of CO2-eq of anthropogenic greenhouse

gases (GHGs) were emitted from India resulting in a per capita emission of about 1.3 tons.

CO2, CH4 and N2O contribute 65, 31 and 04 per cent of the total national CO2-eq emissions

(MoEF, 2004). Total CO2 emitted in 1994 from all the above sectors was 817,023 Gg and

removal by sinks was 23,533 Gg resulting in net emission of 793,490 Gg of CO2. This

constituted 65 per cent of the total GHG released. Total national CH4 emission in the year

1994 was 18,583 Gg. of this the share of agriculture sector was 78 per cent. Emission due to

enteric fermentation (8,972 Gg) and rice cultivation were the highest (4,090 Gg) sources of

CH4 emission in the agriculture sector (MoEF, 2004). Total N2O emission in 1994 was 178 Gg

contributing 4 per cent of the total GHG emissions. Significant emission of N2O was from the

agriculture sector, which accounted for 84 per cent of total N2O emission. The GHG stock

taking is done periodically using statistical approach. Space technology plays a very important

role in improving the accuracy and timeliness of these estimates, standardizing the upscaling

method of GHGs and computing spatio-temporal  emission pattern. This paper describes

results of some of the pioneering work carried out so far using satellite remote sensing.

Atmospheric Concentration of GHGs from Satellite Platform
Satellites offer the unique possibility of sensing GHGs in spatio-temporal domain

and understand the atmospheric gas concentration and circulation at local, regional and

global level. The technique of gas detection uses various principles depending upon sensor

used, type of gas to be detected, portion of atmosphere sensed (profile, mode), etc. The

Scanning Imaging Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY)

instrument on board the environmental satellite ENVISAT, is  one such sensor with eight

grating channels that provides measurement of various trace gases (e.g., BrO, OCIO, H2O,

SO2, NO2, CH2O, O3, N2O, CO, CH4 and CO2) in the troposphere and stratosphere (Bovensmann

et al., 1999). The high resolution and the wide wavelength range make it possible to detect

many different trace gases despite low concentrations. The satellite operates in a near polar,

sun-synchronous orbit at an altitude of 800 km and crossing the equator at 10:00 AM local

time. The instrument alternates between limb and nadir modes of measurement. In the latter

mode, a swath of 960 km gives full global coverage in every six days (14 orbits per day). The

typical ground pixel size of SCIAMACHY is 30 km (along track, i.e., approximately north-
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0south) by 60 to 120 km (across-track, i.e.,

approx. east-west). Observations made

using this data for the 3-5 years over the

Indian subcontinent for two GHGs, viz:

CO2 and CH4 is reported below.

Carbondioxide

The rapid increase in atmospheric

concentration of carbon dioxide over the

years is linked with increase in combustion

of fossil fuels and change in vegetated

land cover. Thus, the seasonal change in

CO2 concentration shows strong

correlation with vegetation phenology, as

the former acts as a sink. Spatial and

seasonal variability of the CO2 derived

using SCIAMACHY data for three years

(2003-2005) confirmed this typical

variability of seasonal pattern of this gas

(known as the keeling curve) coinciding

with greening and browning pattern of

the agriculture crops (Navalgund and

Singh, 2009). It also confirmed the annual

posit ive increasing trend, already

established by ground observations under

the experiment (Figure 1a). The mean

concentration pattern over India showed

significant variation of the spatial pattern

(Figure 1b). It is observed that vegetated region such as forests of Himalaya and Western ghats

are associated with relatively low CO2 concentration (~350 ppm) as compared to arid region of

Rajasthan (~ 375 ppm).

Methane

Analysis of SCIAMACHY data for methane showed that all India monthly average

atmospheric concentration of methane ranges from 1693 ppb to 1785 ppb (Figure 2). Spatial

distribution showed higher concentration over Indo Gangetic plain, North East region, parts of

Chattisagarh, Orissa and Andhra Pradesh (> 1730 ppb)  compared to hilly regions of Jammu

and Kashmir (< 1710 ppb). There is significant monthly/seasonal variation. Kharif season showed

higher concentration than that of rabi/summer season (Figures 3a, b). Month-wise analysis

showed that the concentration peaked during August/September and lowest during March

(Figure 4). The systematic seasonal cycle/monthly variation of concentration of CH4 was found

correlated with the rice crop calendar.

Upscaling of Methane Emission from Agriculture
Agriculture sector contributes about 78 per cent of total CH4 national emission in

Inida. Rice crop area and live stock population are the two major sources of methane emission

from agriculture sector. The reported emission due to enteric fermentation  and rice cultivation

were 8,972 Gg and 4,090 Gg respectively. India is a major rice-growing country with a very

Fig. 1a: The typical “keeling curve” of CO2 pattern and annual increasing
trend observed over India using three year data (2003-5).

Fig. 1b: Spatial distribution pattern of atmospheric columnar concentration of
CO2 ( Three year average ) derived from SCIAMACHY data
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diverse growing environment. According

to the Intergovernmental Protocol on

Climate Change (IPCC, 1996), knowledge

of the r ice area based on water

management regimes, the crop calendar

and growth stages are required to increase

the accuracy of estimates of methane

emission. In this respect, satellite remote

sensing play a significant role. Thus, a

study has been taken up to incorporate

all these facts using remote sensing data,

based on which the actual field samples

are collected on methane emission and

strata emission coefficients were generated.

The results are discussed below.

Methane Emission from Rice Lands

Rice is physiologically adapted to

grow in submerged soils, a condition that

is ideal for CH4 efflux. There are large spatial

and temporal variations of methane

emission due to varying water regime, soil

property and crop calendar etc. As per the

IPCC (1996) guidelines, it is required to

stratify the rice lands into five categories :

irrigated (continuous flooding), irrigated

(intermittent flooded–multiple aeration),

rainfed lowland (flood prone), rainfed

lowland (drought prone) and others

(uplands). In this approach, the rice area

map was derived using multidate SPOT

VEGETATION NDVI composites (10 day

composite data). For some states like J&K,

West Bengal, Orissa, Andhra Pradesh and

Punjab, where detailed study has been

planned, Radarsat ScanSAR (SN2) data and

IRS AWiFS data were used to map the kharif

and summer rice area respectively. Statistical

modeling of the temporal NDVI profile of

rice area is used to derive the crop growth

calendar in spatial scale at 1 km.

The rice area is then categorized

into five strata as per IPCC guidelines viz:

irrigated (continuous flooding), irrigated

(intermittent flooded), rain fed (flood

prone), rain fed (drought prone). A raster

Fig. 2: Spatial distribution pattern of atmospheric columnar concentration of CH4 (Three
year average) derived from SCIAMACHY data.

Fig. 3a: Spatial pattern of atmospheric columnar concentration of CH4 during kharif
season (May-October three year average) derived from SHIAMACHY data.

Fig. 3b: Spatial pattern of atmospheric columnar concentration of CH4 during rabi/summer
season (November-April three year average) derived from SHIAMACHY data.
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model using input data of irrigation,

rainfal l ,  elevation, soi l  and

evapotranspiration were used for this

purpose. The details of the methodology

are given by Manjunath et al., 2006. This

map was then used to design the sampling

plan for collection of in-situ data on

methane emission. In-situ methane

emission measurement from the fields was

recorded three times during the crop

growth period viz., 20, 50 and 85 days

after transplantation, corresponding to

transplanting, tillering and grain filling stages respectively. The Seasonal Integrated Flux (SIF)

was calculated from the three observations made during the crop growth period for any given

location using a crop growth and emission relationship model. The collection of methane was

carried out using closed chamber techniques, also known as static chamber designed and

fabricated as per the modified International Atomic Energy Agency (IAEA) protocol (Adhya et

al.,1994).  Gas chromatography using recommended standard was used to analyse the CH4

samples collected from the fields. The experiment was conducted during 2003-06. Total 471

site data were collected covering kharif and rabi season and used to derive strata-wise SIF

coefficient. The average sampling works out to be approximately one per one lakh ha. The

strata-wise SIFs weighted mean was first calculated and then area weighted mean was obtained

for a strata. The rice area under each stratum was multiplied with respective SIFs and added to

obtain seasonal and annual total emission. The spatial crop calendar was used to compute

monthly emission pattern.

The results showed that kharif rice area accounted for around 89.5 per cent of the

total rice area during the study period. The derived crop calendar showed wide variation in

kharif rice planting, starting as early as mid

April in Jammu and as late as November in

Tamil Nadu. The average wet season rice

planting date in India is around third week

of June and average maturity period by first

week of November. The dry season crop is

transplanted by end-December and

harvested by mid-April. Stratification

showed that irrigated crop occupied around

47.5 per cent of total area (kharif and rabi).

Lowland rain fed drought prone area has

the largest share during kharif season. The

map showing the rice area belonging to the

four strata is shown in figure 5.

The methane emission coefficient

varied significantly among the different

strata (Table-1).  Very high Standard

Fig. 4: Monthly pattern of atmospheric columnar concentration of CH4 (2005)
derived from SHIAMACHY data.

Fig. 5: Monthly pattern of atmospheric columnar concentration of CH4 (2005)
derived from SHIAMACHY data.
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Deviation (SD) was observed for the drought prone low land stratum, indicating high variability of methane

emission factors, mainly water regime. The high variation of coefficients within a category across state suggests

very high diversity within a crop-growing season that could have stemmed from varieties, organic matter

amendment, varying level and duration of water, etc. The single emission coefficient derived from all categories

weighted for the Indian rice crop was 74.05 ± 43.28 kg/ha.

Category Irri-cont Irr-int Flood prone Drought prone Irri-cont

(Rabi-summer)

Mean 7.51 5.50 13.78 6.24 7.83

SD 5.68 2.55 5.07 5.02 3.33

n 178 87 60 62 74

Table 1: Methane emission coefficients of different rice strata (g/m2)

# the coefficient for irrigated category was obtained by pooled samples of irrigated rice of both wet and dry seasons.

The integrated seasonal rice maps derived from multisource data with rice categories was multiplied

with corresponding emission values to generate state wise statistical and spatial outputs. The total mean emission

from the rice lands of India was computed as  3.386 Tg (Table 2). The wet season contributes about 3.0 Tg

amounting to 88.4 per cent of the emissions. The emissions from drought prone and flood prone regions are 42

and 18 per cent of wet season, respectively.

Strata Computed using State Coefficients

Min Mean Max

Irri-cont 0.303 0.919 1.535

Irr-int 0.063 0.228 0.393

Flood prone 0.362 0.558 0.753

Drought prone 0.663 1.288 1.914

Total Wet Season 1.632 2.993 4.596

Rabi-summer 0.166 0.393 0.620

Total Rice 1.797 3.386 5.216

Table 2: Total upscaled methane estimates (Tg) from rice systems

The spatial methane emission pattern of India is shown in figure 6.  One can observe the high

concentration over West Bengal, mainly due to the high proportion of rice-rice cropping pattern followed in the

state under assured rainfall and irrigation condition that is conducive for methane emission. The temporal

emission pattern indicates that the emission peaks during the months of September and October months.

Detailed results are given by Manjunath et al., ( 2008, 2009).

Methane Emissions from Indian Livestock

Livestock is the major source of methane emission.  India possesses the world’s largest total livestock

population of 485 million, which accounts for ~57% and 16% of the world’s buffalo and cattle populations,

respectively. Methane emissions from livestock have two components: emission from ‘enteric fermentation’ and
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0‘manure management’. Ruminant

animals, particularly cattle, buffalo, sheep,

goat and camel produce signif icant

amounts of methane under anaerobic

conditions as part of their normal digestive

processes,  referred to as ‘enteric

fermentation’.  Methane is also produced

during anaerobic decomposit ion of

livestock manure known as “manure

management”.

In the present study, the most

recent detailed live stock census data

(2003) was used. The country-specific

emission coefficients conforming to IPCC

good practice guidelines and based on

Indian feed standards for dairy indigenous/

exotic cattle, dairy indigenous/exotic

buffalo and goat were used for estimating

methane emissions from enteric fermentation and manure management (adopted from MOEF,

2004 and Swamy and Bhattacharya, 2006). Remote sensing data was used to generate the

feed/fodder area and emission per unit area was computed.

Results showed that the total methane emission from Indian livestock, which includes

enteric fermentation and manure management, was 11.75 Tg for the year 2003. Enteric

fermentation itself accounts for 10.65 Tg (~91%).  Dairy buffalo and indigenous dairy cattle

together contribute 60% of the total methane emission. The three states with high live stock

methane emission are Uttar Pradesh (14.9%), Rajasthan (9.1%) and Madhya Pradesh (8.5%).

The average methane flux from Indian livestock was computed as 74.4 kg/ha feed/fodder area

(Figure 7).  The milching l ivestock

constituting 21.3% of the total livestock

contribute 3.16 Tg/yr of emission. Thus,

the CH4 emission per kg milk produced

amounts to 35.9 gm/kg milk. Detailed

results are given by Chhabra et al., 2009.

Conclusion
Stock taking of the Green House

Gases is an essential requirement for

mit igation and planning issues. The

satel l ite sensors now provide a new

dimension in this direction to model the

spatio-temporal pattern of various GHGs

in the atmosphere. This technique has the

strength of quick and accurate monitoring

of the concentration of these gases and

their circulation pattern. On the other

Fig. 6: Perspective view of methane emission from Indian ricelands. The height
shows proportional emission super imposed with look-up table in color.

Fig. 7: Potential feed-fodder area available for livestock overlaid with livestock
population and estimated methane emissions
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hand, the multispectral remote sensing data aids in assessing the sources of GHGs and their up scaling in spatial

domain. This paper has highlighted the use of multi-sensor, multi spectral remote sensing data to upscale

methane emission from rice lands in India. Thus, combination of the atmospheric GHG sensors and thematic

sensors has the great potential to provide timely assessment of GHGs  in spatial domain.
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Introduction
The terrestrial hydrology driven by monsoon rainfall plays a crucial role in

shaping the agriculture, surface and ground water scenario in India. Thus, the effects

of climate change on hydrological regimes have become the priority area of concern.

Runoff is one of the key parameters used as an indicator of hydrological process.

Information about the extent, spatial distribution and temporal variation of runoff at

regional scales is essential to understand its influence on regional hydrology, as well

as conservation and development of land resources. Conventional techniques of runoff

measurement are useful, however in most cases such measurements are very expensive,

time consuming and difficult. Therefore, rainfall-runoff models are commonly used

for computing runoff. The Soil Conservation Service (SCS, 1972) curve number method

is one of the most widely used one for quick runoff estimation as it is relatively simple

requiring minimum input data and give adequate results (Schulze et al., 1992;

Chatterjee et al., 2001). Traditionally, this model has been used mostly as lumped

(taking the average value of the study area), but with advances in satellite remote

sensing and Geographic Information System (GIS), it is feasible to use this model in

spatial domain (Moglen, 2000). Thus, satellite remote sensing based study is now

increasingly used for large area applications.  In the present study, SCS model was

used to simulate the changes in the runoff of different river basins in India under the

projected future climatic scenarios.

Study Area and Data Used
The study was done for major river basins of India. The water resources of

India drain from 17 major drainage basins (Figure 1: source-SOI, 1971). Three of

these basins viz. Indus, Ganga and Brahmputra are snow fed in summer and remaining

basins are purely monsoon rainfall dependent. Ganga and Brahmaputra-Barak

(BH-BRK) basins cover 34% of the area of the country and form the largest

drainage area. The basin of the Indus river flows in a south-westerly direction to

Pakistan covers 10% area. The basins of the Godavari, Krishna and Mahanadi rivers

draining to the sea in the east cover 22% of the total drainage area. Seven other

medium-sized basins of the Sabarmati, Mahi, Narmada and Tapi rivers flowing west

and the Subarnarekha, Brahmani-Baitarani and Cauvery Rivers flowing east together

cover 15% of the total drainage area of India. Dependable rainfall (75% of total

annual rainfall) is high (1657 mm) for West South Coast Rivers (WSCR), while it is low

(296 mm) for Indus river (Figure 1).



Dataset Preparation

Land Use/Cover Map

High temporal remote sensing

data was used to derive the land use/

land cover required for hydrological

modeling. SPOT-VEGETATION 10 day

composite NDVI data (2004) with 1 km

spatial resolution was used.  A hierarchical

logical model (Gupta and Panigrahy, 2008)

using the temporal NDVI profile was

developed for land cover classification. The

NDVI value was used to assign vigor classes

to the agricultural cropped area as: good,

fair and poor.

Hydrological Soil Group

Soil texture map (Survey of India, 1978) was used to prepare HSG map considering the soil infiltration

and drainage characteristics (SCS, 1972). Area under different hydrological soil groups (A to D; high to low

infiltration) were calculated and validated with the reported area. In the present study area, different soil groups

were found to be 9%, 51%, 17% and 23% (percentage calculated considering a total of 319 Mha area) for the

A, B, C and D groups of soils, respectively, while the reported areas are 11%, 54%, 16% and 19% (percentage

calculated considering a total of 328 Mha area) for the A, B, C and D type of soils respectively (Dhruvnarayan, 1993).

Normal Climatic Rainfall

Climatic normal (1951-1980) point rainfall data available at monthly scale, from 376 weather stations

throughout India, was used (IMD, 1989) and interpolated using inverse square distance interpolation technique

with cell size of 10 km to obtain the spatial rainfall distribution pattern.

Future Scenario Rainfall

For the present study, two models have been used to simulate the future scenario. The Regional Climate

Model (RCM) Portable Regional Climate Model (PRECIS) daily rainfall data for 30 years (2071-2100) in the

'netcdf' format was obtained from IITM, Pune. This RCM daily rainfall data was stored in the GIS using GRADS

and Fortran programs. Arc Macro Language programs were written to prepare daily mean rainfall data for 2085

by averaging daily data of last 30 years. RCM based daily rainfall was utilized in a hydrological model to see the

changes in the runoff for the projected climate (2085).

Hadley Centre’s state-of-the-art coupled General Climatic Model (GCM), HadCM3, which has a horizontal

resolution of 3.75° longitude by 2.5° latitude, monthly rainfall data for the projected climate for 2080 (A2:

scenario-high emissions) was also used.

Runoff Model Description and Methodology
The Curve Number Method (SCS, 1972) developed by United States Department of Agriculture (USDA)

is an empirical equation predicting runoff from rainfall. This model involves relationship between Landuse/Land

cover, hydrologic soil group and antecedent soil moisture to assign curve numbers. The CN, which is also known

as watershed coefficient is a computed variable and is a function of the runoff producing properties of the

watershed. The CN2 value is determined from the land cover management and hydrological soil groups using

NEH-4 table (SCS, 1972) valid for the average antecedent moisture condition (AMC-II).  CN2 value is adjusted for

dry (CN1 for AMC-I) and wet conditions (CN3 for AMC-III) using  established relations (Shobhani,1975, Hawkins

Fig. 1: Major river basins of India
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0et al.,1985). Normal climatic rainfall data was available at monthly scale. Therefore, antecedent

rainfall ranges to identify AMC conditions were upscaled from cumulative last five days to the

month period. This method assumes that CN2 for average condition is for 5% slopes, which is

generally not applicable in the field conditions. Therefore, a slope factor suggested by Sharpley

and Williams (1990) was used to adjust CN2 for steep slopes using the following formula;

(1)

Where,

CN2 and CN3 are the SCS curve number for AMC-II (average) and AMC-III (wet), and s (mm-1) is

the soil slope. The CN2s is the slope adjusted CN for average moisture condition and was used

instead of CN2 in the subsequent calculations of the runoff. Slope adjusted curve numbers for

moisture conditions (CN1s) and (CN3s) were calculated using the following relationships;

(2)

(3)

Where, CN1s and CN3s are slope adjusted curve numbers for AMC-I (dry) and AMC-III (wet)

conditions, respectively.

Retention parameter, S (mm) is obtained from

(4)

Where, CNs is slope adjusted CN for different AMC conditions.

(5)

Where Ia = initial abstractions and S = potential maximum retention. For black soil region (AMC-

II and AMC-III):

(6)

Equation to calculate runoff from rainfall is as follows;

                          for P > Ia   else (7)

Q = 0 for P < Ia

Where Q (mm) is surface runoff, P (mm) is rainfall, and Ia is initial abstraction.

The climatic normal rainfall was used to generate the current monthly and seasonal

total runoff spatially at 10 km grid cells and compute for each basin.  The RCM and GCM

projected rainfall was used to simulate the future runoff pattern (keeping all other parameter

constant). The spatial runoff was translated in the GIS environment using an Arc Macro Language

(AML) and changes were mapped and computed.
59



Results and Discussion
Regional climate model estimated rainfall analysis shows that mean monsoon season (June to September)

rainfall for the year 2085 over India would be 1114 mm, whereas normal rainfall was 881 mm. Further, rainfall

projections are very high during June (296 mm) and September (248 mm) months as compared to the normal

climatic pattern (June: 168 mm; September: 166 mm), which indicates early as well as prolonged monsoon

pattern for the projected climate scenarios. Monthly rainfall is presented in Table 1.

Table 1: Monthly rainfall for the normal and projected climatic scenarios

S. Rainfall, mm Coefficient of variation

No. Month Normal RCM (PRECIS) Normal RCM

1 June 168 296 1.82 1.28

2 July 287 307 1.34 1.39

3 August 259 263 1.6 1.63

4 September 166 248 1.89 1.62

Runoff modeling using RCM data for the projected climatic scenario (2085) was done at the National

scale. Spatial runoff variability for the projected and normal climatic scenario for the month of June is presented

in figure 2. It can be depicted that for BR-BT, Subarnarekha and Mahanadi basin as well as for the lower part of

Ganga and Godavari basins runoff is very high, which is otherwise very low in normal climatic scenario. Monthly

runoff maps were aggregated to prepare monsoon season mean runoff. Figure 3 presents the mean monsoon

season runoff for the projected and normal climatic scenarios. It was observed that western and central region

has got more runoff for the future climatic conditions. Total mean seasonal runoff values over India were of

375 mm and 520 mm for the normal and future climate, respectively. Runoff results were analyzed for different

major river basins. Runoff estimates for future projection were compared with the normal pattern. It was found

that there was reduction in monsoon season runoff for the Brahmaputra and Ganga basins, while, river basins

like Mahanadi, Narmada, Sabarmati, Godavari and Tapi had more total runoff as compared to the normal runoff

pattern. Basin-wise monsoon season

mean runoff is presented in figure 4.

Overal l  rainfal l  to runoff

conversion over India, considering

monsoon season was of 35% and 32%

for future and normal climatic scenarios,

respectively. At national scale, there is

approximately 27% increase in the

runoff production for the future

climatic conditions in comparison to

normal pattern.

Highest and lowest mean

seasonal total runoff were obtained for

WSCR and BKC basins, respectively for

both the climatic scenarios. Coefficient of

variation was highest for Mahanadi (3.0)
Fig. 2: Runoff for the month of June for normal and future climatic scenarios along with
river basin boundaries
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and Sabarmati basins (2.36) for normal

and future scenarios, respectively. The

results showed that there is increase in

the future climatic runoff in most of the

river basins of India except BH-BRK, Ganga

and Cauvery, compared to normal climatic

runoff. There was approximately 27 %

increase in the runoff production for the

future climatic conditions in comparison

to normal pattern.

Remote sensing and GIS data

gives an opportunity to use curve number

approach for modeling of runoff on cell

basis in the GIS environment. Original SCS

model assumes uniform 5% slope for

assigning the curve number. Therefore a

slope factor was used to take into account

steep slopes. RCM data based runoff

pattern shows significant increase of

runoff during monsoon period over India.

Especially, the increase is very high in the

western and central regions of India.  On

the other hand, GCM based runoff

analysis show significant decrease in the

runoff, especially in the north-eastern

regions, as compared to the normal runoff

pattern. There was significant reduction

in runoff during July month by GCM

model over India, whereas RCM based

runoff estimates were slightly higher. Similar trend of increase in runoff using GCM and RCM

data was obtained for the month of September, although magnitude was high for RCM based

runoff. This difference in runoff pattern may be because of different scales (GCM: 300 km and

RCM: 50 km) and phenomenon used for the predictions of rainfall. RCM utilizes GCM data for

defining the boundary conditions but also takes into account regional climatic variability like

orography for the climate change parameters predictions, whereas GCM uses the global

circulations as input but do not take local variability.
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Introduction
The fourth assessment report of Intergovernmental Protocol on Climate

Change (IPCC) projected that drought frequency may increase in many regions,

especially in the regions where reduction in precipitation is projected (Kundzewicz

et al., 2008). While the projections at global level clearly indicate the possible increase

in the frequency of droughts and floods as a result of climate change (Burke et al.,

2006,  Alcamo et al., 2007),  the net effect of such events on agriculture largely

depend on local climate. The 2001, IPCC Third Assessment Report concluded

that the poorest countries would be hard hit, with reductions in crop yields in

most tropical and sub-tropical regions due to decreased water availability and

changed pest incidence. The drought frequency may increase in many regions,

especially in the regions where reduction in precipitation is projected (Kundzewicz

et al., 2008). In this particular scenario, India is also going to have altered intensity

and frequency in rainfall throughout its land mass. Thus, it is very likely that the

risks of drought would also change according to the changed climatic conditions.

Therefore, research efforts are needed for objective assessment of drought vulnerability

in the current and future climatic scenarios and detecting the changes in the drought

risk over time.

Vulnerability to drought is referred as exposure, sensitivity and adaptive

capacity to the reduced soil moisture availability in spatial and temporal dimensions.

Vulnerability mapping and hazard zonation are indispensable requirements to evolve

more effective long term disaster management strategies which include management

and structural interventions for soil and water conservation.  Thus, objective

information on drought vulnerability plays a key role to prioritise the areas for

developing and implementing long term drought management measures. In India,

identification of drought prone districts and blocks was done in 1994 using the

criteria of percent irrigated area in different climatic zones and was found that 1173

blocks representing 185 districts and 13 states, occupying 120 mha of geographic

area was drought prone area. This approach is essentially based on causative factors

that include rainfall and percent irrigated area.  However, the rapidly changing

agricultural scenario with increasing irrigated area on one hand and significant climatic

changes on the other hand, indicate the need for the development of new set of

criteria for delineation of drought prone/vulnerable areas.



Analysis of total precipitation during 1871-1984 revealed increasing trends all along the west coast

and northwest India and  decreasing trend in the eastern Madhya Pradesh (Rupa Kumar et al., 1992).  Rajeevan

et al., (2008) found the increasing trend of extreme rainfall in the last five decades after analyzing 101 years of

gridded daily rainfall data. Long term rainfall data for selected stations was analyzed and risk and vulnerability

indicators were developed based on rainfall probabilities by Tsheko Rejoice (2003). A drought risk map for

Thailand was generated using meteorological, hydrological, physical and geospatial indicators by assigning

weights to each of the parameters. Drought risk ranking was done at watershed level for Antigua, by combining

six parameters namely rainfall, vegetation, soil, slope, watersheds and land use. The analysis was carried out in

spatial domain using different tools and techniques. The drought risk map depicts the spatial vulnerability

issues and helps in drought mitigation (http://www.OAS.org/pgdm). Accumulated Potential Evapo-transpiration

Demand (APED), was used to map the changes in drought risk in New Zealand. Drought risk is defined as the

probability that a given dryness, expressed as accumulated Potential Evaporation Deficit is exceeded in any year.

Risk was calculated with current climate in the first phase. The risk indicator was applied to a number of climate

change scenarios to show the range of effects that climate change may have on drought risk across the country

(Mullan et al., 2005).

Satellite-sensor data is widely used for drought monitoring in different countries. The Drought Monitor

of USA using NOAA-AVHRR data (www.cpc.ncep.noaa.gov), Global Information and Early Warning System (GIEWS)

and Advanced Real Time Environmental Monitoring Information System (ARTEMIS) of FAO using Meteosat and

SPOT – VGT data (Minamiguchi, 2005), International Water Management Institute (IWMI)’s drought assessment

in South west Asia using MODIS data (Thenkabail, 2004) and  NADAMS drought monitoring  of India with IRS–

AWiFS/WiFS and  NOAA-AVHRR data are proven examples for successful application of satellite remote sensing

for  operational drought assessment.

Thus, geospatial products on physical and biological parameters from different sensor datasets are being

used effectively for operational drought monitoring which is aimed at short term drought management. The

analysis of such geospatial products in a time series reveals hidden variations in crop phenology to study the

temporal changes and patterns and assessed the impact of environment on crops. A number of studies have been

reported on the use of satellite derived phonological metrics to evaluate the terrestrial ecosystems (Myneni et al.,

1997, Lee et al., 2002, Sakamoto et al., 2005, Bradely et al., 2007). Wu et al., 2008 investigated the phenology over

crop lands in China, using time series NDVI datasets and concluded that significant changes took place in the start

of growing season in the past 20 years. Time series phenological parameters over agricultural areas represent the

impact of inter and intra-seasonal variations of climate. Phenological observations measure the response of

vegetation to meteorological and environmental factors. Phenological data series indicate the evidence of

vulnerability. Time series NDVI has been extensively used to study the phenology of different vegetation types.

The present study is the outcome of an initial attempt to assess drought vulnerability using long term

rainfall and NDVI datasets separately and to understand the interrelations between the two. Rainfall based

analysis leading to meteorological drought vulnerability and NDVI based analysis leading to agricultural drought

vulnerability together constitute the drought vulnerability. The integration of these two approaches leads to a

robust method for drought vulnerability. The scope of the current paper mainly includes drought vulnerability

assessment based on NDVI and rainfall and then comparing the NDVI response to rainfall among different states.

Methodology
Meteorological drought vulnerability is assessed in terms of area under dryness and drought frequency

using all India 1° latitude x 1° longitude gridded monthly rainfall data from June to September for the period

1951 to 2007, generated by the Indian Institute of Tropical Meteorology, Pune.  Standardized Precipitation
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the rainfall data. SPI classes and the corresponding drought intensity levels proposed by Mc

Kee et al., (1993) were adopted in this study, because, these classes are widely used for drought

analysis. Since SPI values fit a typical normal distribution, these values lie in one standard

deviation approximately 68% of time, within 2 sigma 95% of time and within 3 sigma 98% of

time. Two drought classes namely Moderate Drought with SPI -1 to -1.5 and Severe Extreme

class with SPI <-1.5 were adopted in this study.

The inter-annual comparison  of SPI derived Area Under Dryness (AUD) during June,

July, August and September months of 2000 to 2007 has been done. Drought frequency, is

measured by the number of years, a grid cell experienced dryness (SPI <-1.0) as a fraction of the

total time series of eight years (2000-2007).

Detailed methodology on the

analysis of NDVI and assessment of

drought vulnerability is shown in figure.1.

NDVI database of long term, consisting of

extreme drought events and normal

season facilitates quantification of NDVI

variability which can act as a proxy to

drought vulnerability. In this study, MODIS

monthly time composite data from July to

October for years 2000 to 2009, i.e., 10

years have been analyzed for all India. NDVI

based derivatives namely, integrated NDVI,

inter annual variability, probability of

occurrence of low NDVI have been analyzed to develop decision rules to identify drought

vulnerability. The significance of these parameters  is discussed in subsequent sections.

Results and Discussion
Meteorological drought vulnerability assessment based on rainfall and agricultural

drought vulnerability assessment based on NDVI has been discussed in this session. Interrelations

between rainfall and NDVI based vulnerability in different states are also discussed.

Meteorological Drought Vulnerability

Rainfall is a primary driver for incidence of drought. SPI derived from long term rainfall

data has been used in this study to analyse area under dryness in different years and drought

frequency. A number of studies have been carried out to analyze time of rainfall series data for

characterizing drought events in terms of periodicity and magnitude. Sirdas and Sen (2003)

used krigging technique to generate spatial maps of rainfall and SPI to characterize drought

intensity and magnitude in Trakya region, Turkey. Vicente-Serrano et al., (2004) analyzed drought

patterns in Spain using SPI and observed significant increase area under drought in mid to

northern area. In this study, meteorological drought vulnerability is assessed in terms of (1) area

under meteorological dryness, (2) drought frequency and (3) drought persistence.

Area Under Meteorological Dryness (AUD)

The area under meteorological dryness in different months for different years (Figure 2)

has direct implications on the performance of crops. During June, AUD is less with wide

Fig. 1: Methodology for NDVI based drought vulnerability assessment
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fluctuations  from year to year, which is

mainly caused by changes in the time of

onset and rate of progression of monsoon

rains. The year 2002 has the largest

number of grids under dryness in July

month, indicating the intensity of

meteorological dryness. The drought

of 2002 in India is unique due to

acute rainfall deficiency in 18 out of

26 states, as a result of which crops could

not be s o w n  ( www.agricoop.nic.in,

w w w . i m d . g o v . i n ).  The normal

practice of declaring drought at the end

of the kharif season after observing the

performance of crops was not practiced

in 2002, as most of the states adopted the unusual approach of declaring drought by the end of July or first

week of August (Samra, 2004;  Rathore, 2005).  The year 2006 has also got a large number of grids under

dryness in July, although it is significantly less than that of 2002.  In July 2004 also, significant number of grids

were under dryness although it is less than that of 2006.  Thus, the sowing period dryness i.e., dryness in July

has been significant in three out of eight years, indicating the periodicity of 2-3 years. The widely fluctuating

AUD values of July also reveal that this month is more vulnerable to meteorological dryness. Significant area

under dryness in the month of August could be seen in years 2000, 2005 and 2004. But the area is significantly

less than that of July month. In September month, the years 2000 and 2004 recorded higher AUD compared to

other years.

Drought Frequency

The drought frequency, in this study, has been measured by the number of years, a grid cell experienced

dryness (SPI <-1.0) as a fraction of the total time series i.e., eight years. Three classes of frequency are identified,

(1) drought occurred less than 2 times (years)- low frequency, (2) drought occurred 3-4 times – moderate frequency

and (3) drought occurred >4 times – high frequency. These three categories of grid cells in each of 4 months have

been mapped to visualize their spatial distribution (Figure 3). In June, drought frequency is very less i.e., drought

occurred only twice in 8 years period, in most parts of the country. Grids with moderate and high frequency are

very less in number and are mostly isolated.  In July, although less frequent drought is evident in majority of grids,

the area under moderate frequency is also significant. These grids are mostly located in central India. High

frequency grids again are  very less in number and are located in north and south extremes. In August, dominant

Fig. 2: Area under meteorological dryness in different  years (2000 to 2007)

Fig. 3: Meteorological drought frequency in eight years (2000 to 2007)
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and central part of the country. In September, although majority grids are with low frequency

drought, there are significant number of grids with moderate frequency in Western India.

Thus, in most parts of the country, there are two events of meteorological drought in eight

years period, i.e., the average frequency of meteorological drought is four years. The area with

higher frequency i.e.,  2-3 years, is evident in July month. These moderate to high frequency

drought grids of July are well distributed all over the country.

Agricultural Drought Vulnerability

Drought proneness at block level in Anantpur and Mahaboobnagar districts of Andhra

Pradesh was identified using WiFS NDVI in pilot study by Murthy et al., 2008. Agricultural

drought vulnerability  in this study is addressed on the basis of three parameters derived from

long term NDVI namely; (1) Integrated NDVI (Season’s potential NDVI), (2) Inter annual variability

of potential NDVI and (3) Frequency of low NDVI as shown in figure 1.

Integrated NDVI

NDVI integrated over growing period has been found to be  an excellent measure to

study the patterns of net primary productivity and crop production.  Very strong relation between

grain yields and time integrated NDVI has been widely reported (Quamby et al., 1993, Rasmussen

1992, Prasad et al., 2006). In this study, crop growing period integrated NDVI, computed as

sum of maximum NDVI of August, September and October months (active growing phase to

maximum vegetative phase) has been used to characterize the spatial differences in the biomass

potential of agricultural areas. Using time series of integrated NDVI, maximum average potential

NDVI has been computed to represent the biotic potential and this parameter represents

normal potential NDVI. Based on normal potential NDVI, three classes were evolved; High NDVI

(Integrated NDVI >2), Medium NDVI (Integrated NDVI 1-2) and Low NDVI (integrated NDVI <1)

as shown in figure 4. High NDVI class is located over rice growing areas of Punjab, Haryana, Uttar

Pradesh, Bihar, West Bengal and in parts of Madhya Pradesh, Chattisgarh, Andhra Pradesh and

Orissa. Low NDVI class is evident in parts of Rajasthan, Gujarat, Maharashtra, Andhra Pradesh

and Tamil Nadu and these areas mostly correspond to rainfed areas. Medium NDVI areas which

are well distributed all over the country represent a mix of irrigated and rainfed areas.

Inter Annual Variability of Integrated NDVI

The inter-annual variation in the integrated NDVI represents the stability of crop growth.

Higher inter annual variability means more

vulnerable to changes in weather leading

to significant changes in the levels of

accumulated biomass and crop yield.

Recurring rainfall deficiency or delayed

sowings tend to reduce the biomass levels

of agricultural crops. Low Coefficient of

Variability (CV)  of NDVI reveals stable crop

growth pattern and accumulated biomass.

Based on this parameter two classes have

been derived namely; high CV (>20%) and

low CV (<20%) as shown in figure 5.
Fig. 4: Season’s  potential Integrated NDVI
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Higher variability of potential NDVI is

evident in significant areas of Rajasthan,

Gujarat, Madhya Pradesh and in parts of

Maharashtra, Karnataka and in isolated

areas other states. Al l  these  areas

correspond to the rainfed areas of the

respective states.

Frequency of Low NDVI

Reduction in the accumulated

biomass is a prime indicator of the impact

of drought on crops. If the integrated NDVI

of any year is less than 80% of its potential

Integrated NDVI, it is considered as low

NDVI, in this study. Number of years in the

time series that have experienced low NDVI determines the probability of low NDVI occurrence. Based on this

parameter, three classes are formed namely; (a) High frequency – if more than  4 out of 10 years with low NDVI,

(b) Moderate frequency – if 3-4 years out of 10 years with low NDVI and (c) Low frequency –  if 1-2 years with less

than normal NDVI as shown in figure 6.

The NDVI based drought frequency image

in figure 6 shows high and moderate

frequency areas in Rajasthan, Gujarat and

in isolated parts of Andhra Pradesh,

Karnataka, Maharashtra, Madhya Pradesh,

Haryana and Uttar Pradesh.  It is interesting

to note that the moderate and high

drought frequency areas are located in the

rainfed areas of the country.

Labelling of Pixel Groups in to

Vulnerability Classes

By integrating different classes of

the three NDVI derivatives, 18 sub-classes

are formed as shown in figure 1. These sub-classes are grouped in to three classes namely (1) Highly vulnerable,

(2) Moderately vulnerable and (3) Less vulnerable, following the logical criteria shown in figure 1. These three

classes are then merged into two classes namely, (1) More vulnerable (with high and moderate groups) and (2)

Less vulnerable. For example, if a pixel has high integrated NDVI, high CV is labelled as Highly Vulnerable (HV) if

frequency of low NDVI is high and Less Vulnerable (LV) if the frequency of low NDVI is low.

Agricultural Drought Vulnerability Image

The agricultural drought vulnerability image generated on the basis of above procedure is shown in

figure 7. Significant agricultural areas of Rajasthan, Gujarat, West Madhya Pradesh, Central Maharashtra and

North Karnataka, South Haryana and Rayalseema region of Andhra Pradesh are classified as ‘More vulnerable’ to

agricultural drought. The ‘More vulnerable areas’ in other parts of the country are isolated and does not

constitute significant area. Highly vulnerable areas are mostly associated with the rainfed regions of respective

Fig. 5: Inter-annual variation of Intergrated NDVI

Fig. 6: Frequency of  low NDVI
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0states. Less vulnerable areas are well

distributed all over the country, mostly

comprising irrigated areas.

Interlinking Rainfall Variability and

NDVI Variability

SPI based drought frequency

maps of July, August and September

months (Figure 3) and NDVI based

agricultural drought vulnerable areas

(Figure 7) indicate spatial agreement to

some extent. The SPI based more frequent

drought grids of August and September

months in central and western India are

depicted as more vulnerable area in NDVI

analysis. Isolated dry girds of SPI in these months, which are located in Punjab, Haryana,

Eastern Uttar Pradesh, parts of Bihar and West Bengal are not classified as vulnerable in NDVI

analysis, most probably due to assured irrigation facilities in these places making the crops less

dependent on rains. Central Maharashtra, North Interior Karnataka and parts of Andhra Pradesh

have become more vulnerable in the NDVI based approach, although SPI does not show frequent

dryness. Coarse resolution of rainfall grids adapted in this study could be the potential cause

for disagreement between the two approaches in these areas.

Rainfall (causative factor) based meteorological drought vulnerability and NDVI (effect

parameter) based agricultural drought vulnerability, need to be integrated to evolve a sound

procedure for drought vulnerability. Understanding the response of NDVI to rainfall would permit

the integration of the two parameters. Using the pooled data for eight years, the percent area

with less  than threshold NDVI (i.e., less than 80% of potential NDVI) and the  percent area with

less rainfall (i.e., less than 80% of normal rainfall) were computed for 14 states. NDVI response

to rainfall is visualized by plotting % area with less rainfall against % area with less NDVI

(Figure 8). On the basis of this response, the states can be grouped in to three classes.

Class- 1 has the states,  with almost one to one response  i.e., percent area with less rainfall has

resulted in almost the equal proportion of area with less NDVI. In this class, there are six states

namely Orissa, Madhya Pradesh, Maharashtra, Gujarat, Karnataka and Rajasthan. Among these

states, Orissa has very less area with less

rainfall and NDVI where as Rajasthan has

largest area with less rainfall and NDVI.

Class 2 states with Punjab, Haryana and

Tamil Nadu, the response is almost

negligible between rainfall and NDVI. Even

the large area with less than normal

rainfall could result in very small percent

of area with less NDVI. In case of Punjab

and Haryana states, the poor response is

due to large proportion of agricultural

area with assured irrigation. In case of

Tamil Nadu, such low response is

Fig. 7: Agricultural drought vulnerability assessment based on NDVI

Fig. 8: NDVI  response to rainfall in kharif  season averaged over 8 years
(2000-2007) in different states
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attributed to differences in the season compared to other states and dependence on NE monsoon rainfall. The

3rd class comprises of five states namely, Jharkhand, Chattisgarh, Andhra Pradesh, Uttar Pradesh and Bihar. These

states have moderate response patterns with percent area with less rainfall is larger than the resultant percent

area with lesser NDVI. The moderate response in this group of states can be partly attributed to more irrigation

facilities, than class 1 states.

Conclusion
An attempt is made in this study to analyze the time time-series NDVI of MODIS 1 km and group the

agricultural area of the country into two broad classes of ‘More Vulnerable’ and ‘Less Vulnerable’ to Agricultural

drought. Pixel wise NDVI derivatives such as integrated NDVI, inter-annual variability of NDVI and probability of

occurring low NDVI, have the potential to characterize the agricultural drought vulnerability. Analysis of SPI

derived from long term SPI characterizes the meteorological drought vulnerability in terms of drought frequency

and drought persistence. Integration of rainfall with NDVI has resulted in grouping of the states on the basis of

response patterns. These state groups have reflected the ground agricultural situation. Thus, the study as an

initial attempt to assess the agricultural drought vulnerability has resulted in sensible patterns of vulnerability

which are in general in agreement with ground situation, indicating scope for more detailed analysis.

The basic assumption of the study is that historic changes in NDVI are attributed to weather variations

alone, although the changes in cropping pattern or management practices tend to bring changes in time series

NDVI. Gridded rainfall data of one degree size used in this study is too coarse to match with 1km resolution NDVI.

Rainfall data of better resolution such as 0.5 grid or less, would bring out more variability in the rainfall and

improve the results. An integrated approach encompassing rainfall, cropping pattern, irrigation support and

geospatial NDVI could lead to a robust approach for assessing agricultural drought vulnerability. Such an attempt

will be of immense use to revisit the existing drought prone districts/blocks. Rationalization of criteria for drought

vulnerability based on integrated and geospatial approach would strengthen the existing drought management

mechanisms.

The results of this  pilot study would be relevant to evolving a multi-criteria approach for quantifying

vulnerability and drought risk. Such quantitative techniques are extremely useful to characterize anticipated

drought patterns in different climate scenarios and build a knowledge base to enhance the adaptive capacity of

the agricultural system to cope up with the consequences of climate change.
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Introduction
Alpine life zones are areas lying between the altitudinal treeline, or its

substitutes, and the altitudinal limits of life, or the snow line. The alpine life zone is

globally distributed, from polar to tropical latitudes and occurs across oceanic and

continental climates. Owing to the compression of thermal zones and to isolation

caused by low-temperature, the alpine ecosystem usually having distinct biological

communities and high level of endemism, respond very sensitively to temperature

change. Also, this area being among the remaining most pristine environments on

earth, least influenced by anthropogenic activities provides an ideal 'natural laboratory’

for climate impact research studies. The alpine treeline is the uppermost elevation

where any individual tree having a height of 2 m or more can be found (Kullman,

1979). Usually a treeline is not a clear-cut line between forest and non-forest vegetation,

but a transition zone (ecotone) from dominant trees to shrubs or grassland. Across

the Alpine Treeline Ecotone (ATE), stem density (the number of trees per unit area)

often decreases from the lower to upper boundary owing to the harsher environment

at higher altitudes. The tree-line species are at the threshold of their climatic limits.

Factors related to tree growth or seed production and germination such as temperature,

precipitation, solar radiation, wind or soil nutrient can all inhibit the treeline from

moving further towards higher latitudes or altitudes (Grace et al., 2002). Any change

in the climate, which perturbs the vegetation–climate equilibrium, will lead to

significant changes in the demographic patterns of these species. Amongst these,

temperature is the most common limiting factor and affecting various aspects of

vegetation dynamics (Körner and Paulsen, 2004). Previous studies from the treeline

zones show that the vegetation has fluctuated in the past in response to long-term

climatic changes. Studies on the impact of ongoing warming under the background

influence of greenhouse gases also show that during the past few decade plant

species have shifted to higher elevations and the shifting rate varies with species and

largely depends on their sensitivity to climate. Strong evidence of climate-induced

upward migration of alpine treeline has been reported from Alps in Europe (Grabherr

et al., 1994). Studies carried out in Sweden has shown that at the border between

woods and bare mountain, trees that require warm temperatures, such as oak, elm,

maple, and black alder, have become established for the first time in 8,000 years.

Mountain fens are drying up, giving way to that sedge and grass vegetation and at

the highest elevations, formerly the domain of sterile gravel and boulders, fens are



occurring. As quoted by Kullman (2008) “Most noticeable, alongside the melting of glaciers, is an elevating of

the timberline by 200 meters. Bare alpine areas are shrinking, and typical Nordic mountain birch forests are

losing ground to spruce and pine, which are more competitive in a warmer and drier climate,”.

Himalayan  Scenario

The studies so far conducted strongly indicate that the alpine world is evincing truly major changes

despite the modest increase in temperature. Present prognoses of a temperature increase of three degrees by

2100 will entail considerably more sweeping changes. The knowledge generated by the current monitoring

system is a precondition for models that predict the impact of a possibly warmer future. However, such observations

for the Himalayan region are very limited. Treeline in the Himalayan region varies from site to site depending on

the position of the snow line. Its location in the western part of the Himalayas is at about 3600 m. It descends

as low as 2550 m in Gilgit or is as high as 5000 m at Thalle La in the Karokoram ranges (Negi, 1991). Tree-ring

analysis of birch, a broad-leaved tree in central Himalayan treeline showed correlation of increased tree growth

with retreat of glaciers.   Dubey et al., 2003, reported upward shift of pine in the Saram, Parabati Valley, Himachal

Pradesh based on sapling recruitment pattern. Adhikari, 2003, reported greening and recruitment of treeline

saplings at higher altitude slopes based on the NDBR (Nanda Devi Biospere Reserve) expeditions conducted

during 2003. All these random and isolated findings already indicated the changing scenario of the Himalayan

alpine life zone.

Remote Sensing of Treeline and Alpine Vegetation Line

The term “line” is used as a convention, because, in reality, these occur in patches and never manifest as

a continuous “line”. What might be an obvious line from great distance offers a rather gradual, fragmented

picture in situ. So the term “line” does not imply a physical line, but rather refers to a boundary or obvious

transition zone at the above level of precision. The minimum height for a tree should be 2-3 m at treeline.

However, in the context of remote sensing, this definition is subjective and refers to the transition of clear-cut

tree zone to alpine vegetation zone. The other vegetation line is the transition from any form of vegetation

including mosses, lichen to permanent snow line. However, from remote sensing perspective, since, many form

of low stature vegetation/scattered forms and moss/lichens may not be amenable with high accuracy, the line

refers to the upper limit of discernable vegetation before the snow line.

In remote sensing studies of vegetation, spectral vegetation indices are normally used. Among all

vegetation indices, NDVI (Normalised Difference Vegetation Index) is widely used in detecting vegetation change,

vegetation greenness, and vegetation status, as it has good correlation with canopy cover and leaf area index

(Myneni et al., 1997). Unlike the nominal land use type in classified images, NDVI has the advantage of quantifying

continuous changes to vegetation within each pixel and it can distinguish between bare ground areas and

partially vegetated areas, or between sparse and densely vegetated areas (Gong et al., 1995). Treeline shift is

mostly characterized as trees spreading out individually, and not as an entire forest moving on a unified front

(Zhang et al., 2001). Remote sensing is now recognized as an essential tool for viewing, analysing and

characterising the alpine treeline ecotone (Butler et al., 2009). Mapping of treeline, vegetation line and analyzing

shift in these using remote sensing data has been reported for a site in Nanda Devi Biosphere Reserve (NDBR), in

central Indian Himalaya (Panigrahy et al., 2010).

Based on the above observations, a study was taken up at Space Applications Centre to analyse the

change in treeline and alpine vegetation line in the Indian Himalayan region spread across six states from Jammu

& Kashmir to Arunachal Pradesh. The present paper highlights the results of remote sensing based observations

on treeline changes in the Himalayan region bounded by Uttakhand state, India.
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The State of Uttarakhand has geographic area of 53,483 km2 (˜1.6% of the country).

The state is situated in the northern part of India and shares international boundary with China

in the north and Nepal in the east. It extends between latitude 28°43’N - 31°28’N and 77°34’E

- 81°03’E longitude.The 64.79% of the state’s geographic area comes under forest area and

about 19% is under permanent snow cover, glaciers and steep slopes where tree growth is not

possible due to climatic and physical limitations. The altitude above 3,000 m is generally

considered a zone of sub-alpine and alpine trees.

Data Used and Methodology
The study involves data selection, pre-processing, vegetation index calculation;

thresholding based treeline and other vegetation line delineation and change analysis.

Orthorectified IRS-P6 LISS-III images of 2006 (UTM/WSG84 projection) were used to delineate

the current status of treeline and vegetation line. Landsat MSS data of 1972-76 were used as

reference data for change analysis. Digital number (DN) values were converted to reflectance

and an image based atmospheric correction was used for data normalization. NDVI images

were generated using these set of corrected and normalized datasets. Global Digital Elevation

Model (GDEM) of ASTER was used to generate elevation contours.

The NDVI data was used to classify all vegetations above 2500 m elevation and categorize

them as tree and other vegetations using a thresholding approach. The threshold NDVI values

were arrived taking signatures from the known dense forest patches of Sub Alpine Forests

(SAFs), and that of alpine meadows. The respective NDVI thresholds were subjected to “iso-

NDVI-line” generation, based on bi-cubic spline interpolation algorithm. The isolines thus

generated were subjected to groupings based on the threshold values and further classified as

treeline and other vegetation lines based on the continuity of these classes. The smaller patches

of treeline and other vegetation line were largely avoided to form isolines. Corrections for hill

shadow areas were carried out using visual editing. Validation of the results was done using

field surveys.

Station points at every 30 m were generated on the treeline and other vegetation line.

The DEM values were extracted for each station point locations. The change in Alpine Treeline

Ecotone (ATE) was studied as a function of shift in altitude from past (1970s) to current (2006)

position. The shift locations were computed using GIS techniques. Equal numbers of station

points generated over past and current ATE were joined to form shift lines. The ‘from’ and ‘to’

nodes having elevational information extracted from DEM were subtracted to populate the

shift values in the vector table. Surface length was also computed using DEM as a surface layer.

GIS queries were made to locate the maximum shift zones to spot the direction and magnitude

of the change.

Results and Discussion
The terrain analysis showed that around 15,244 km2 area (29%) of the state is under

the elevation of 3,000 m and above.  This region is spread over six districts and 42 SOI topographic

maps of 1:50,000 scale, which formed the spatial framework of mapping. Since, seven map

sheets belonged to area under permafrost; only 35 map sheets having alpine ecotone features

were of specific interest for this study. About 19% of the Uttarakhand is devoid of vegetation,

because of bioclimatic limitations and other factors responsible for growth of a plant. Total
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forested area above 3,000 m comes to about 1,801 km2. As one travels from the lower to higher altitude within

the SAFs (Sub Alpine Forest) from 2000 m elevation onwards, the tree density reduces and composition of the

trees also changes. Finally it gives way to alpine meadows dominated by grasslands, herbaceous plants. At this

ecotone, which is termed as the treeline, the birch (Betula utilis), fir (Abies pindrow), and Rhododendron species

exhibit dominance. The treeline species found in the site near Kedarnath are Abies spectabilis, Betula utilis,

Quercus semecarpifolia, Rhododendron campanulatum and Rhododendron arboreu, while Rhododendron sps

is also observed near Tungnath (Figure 1)

Current Treeline Status and Changes

over three Decades

The area between the alpine

treeline and other vegetation line of

Uttarakhand is found lying between 29°

53' 16”N - 31° 18' 42”N latitude and 78°

8' 34”E - 80° 58' 31”E longitude. The

current treeline as derived using 2006

LISS-III data stretches about 2,962 km

surface distance. It is spread over six

districts from Uttrakashi in North Western

to Pithoragarh district in North Eastern

part of the state. Chamoli district has the

largest share of the treeline (30.62%),

followed by Uttarkashi (29.12%). Around

98% of the treeline is in the elevation

range of 3,000-4,000 m (Table 1). The

distribution of current treeline in relation

to elevational ranges in different districts

is shown in table 2. The average elevation

of the current treeline in the state is found

to be 3,542 m.

The treeline during year 1970s

covers about 1,650 km surface distance

with the average elevation of 3,166 m.

Thus, there is mean upward shift of the

treel ine of the order of 376 m.The

difference in the surface distance from past

to current period is mainly due to the

zigzag nature of the ingression along

suitable elevational gradients (Figure 2).

The mean upward shift of tree line was

highest in case of Chamoli district (430 m),

while lowest (360 m) in Uttarakashi and

Bageswar districts (Table-3).

Fig. 1: Field photographs showing  treeline status at some important sites in the state:
(a). Nandadevi; (b). Yamunotri; (c). Tungnath; and (d). Gangotri.

Table 1: Overall distribution of current treeline in relation to elevation range
in Uttarakhand state

S.No. Elevation Zone % surface length of current treeline

1 < 3,000 m 0.24

2 3,000 m - 4,000 m 97.63

3 > 4,000 m 2.13

S. No. District < 3,000 3,000 - 4,000 > 4,000

1 Bageshwar 0.04 99.85 0.11

2 Chamoli 0.42 98.91 0.67

3 Pithoragarh 0.50 99.15 0.35

4 Rudraprayag 0.00 100.00 0.00

5 Tehri Garhwal 0.00 100.00 0.00

6 Uttarkashi 0.00 93.72 6.28

Table 2: Distribution of current treeline in relation to elevation ranges in different districts
of Uttarakhand

Elevation (m)
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Table 3: Mean upward shift of treeline in different districts in
Uttarakhand as observed from 1970s to 2006.

S.No. District Mean Shift (m)

1 Uttarkashi 360

2 Tehri Garhwal 400

3 Rudraprayag 390

4 Chamoli 430

5 Bageshwar 360

6 Pithoragarh 390

Fig. 2: Map showing the status of alpine tree line in 1972 and 2006 in the
state of Uttarakhand (overlaid on P6-LISS-III FCC of year 2006).

Magnitude of upward shift in

terms of elevation range, showed that at

many places in the Chamoli district, the

upward shift of treeline crossed 1000m,

which is very significant in table 4. Figure 3

shows the site in Chamoli district, where

maximum upward shift of tree l ine

was observed.

However, it is interesting to note

that the site belonging to the highest

elevation, where the current treeline goes,

does not show any change. The site is

located at 4,573 m at a place about 7 km

from Gangotri town towards NE direction

in Uttarkashi District (79.00E longitude

and 31.020N latitude), falling in SOI map

sheet no. 53M/4. The same site also

belongs to the highest treeline position

during 1970s period (Figure 4).

Analysis of field data for a site in

Bedini Bugyal was done on change

dynamics and species composition. Bedini

Bugyal is the Himalayan alpine meadow,

in the Chamoli district (on the way to

Roopkund near Wan village) and falls

within the protected Nanda Devi Biosphere

Reserve area. The treeline in this area goes

upto 4,120 m above mean sea level.

Maximum shift of treeline in this region is

observed to be around 600 m (Figure 5).

Field visit showed that the treeline of this

area is mostly composed of Fir-Birch up to

3,500 m and Birch-Rhododendron up to

4,120 m. The alpine pastures are found at

4,425 m in the southern aspect of hills,

whereas the pastures are below 3,000 m

in the northern aspects.  Presence of newly

recruited sapl ings of 7-8 years are

mainly of Abies pindrow and

Rhododendron campanulatum are observed in the northern slopes, confirming the upward

shift of tree species (Figure 6)

Current Vegetation Line Status and Change Over three Decades

The vegetation line area encompasses all areas above the elevation range of treeline

having the signature of vegetations. This included the great expanses of pure meadows

Table 4: Percentage of treeline upward shift under different
elevational shift ranges in Chamoli district, Uttarakhand.

S.No. Elevation shift class % of samples

1 0- 200m 23.89

2 201-400m 33.60

3 401-600m 20.24

4 601-800m 10.73

5 801-1000m 4.86

6 1000-1600m 6.68
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(grasslands), the flowering herbs and

scattered miscellaneous vegetations. The

vegetations near the snow line and in the

proximity of glaciers are rather thin,

scattered, apart from the mosses and

lichens. While the former ones are well

identified using the NDVI threshold, the

later has poor accuracy and overlapped

with scree. Thus, the vegetation line

identified includes only well developed

vegetation areas.

The current other vegetation line

cover about 5,274 km surface distance.

The average elevation of this line is 4,158 m

with the maximum elevation observed as

6,157 m. During 1972, the other

vegetation line covered about 2,010 km

surface distance with the average

elevation of 3,447 m. Thus, there is

about 700 m upward shift in case of other

alpine vegetation.

Conclusion
Alpine vegetation is at the

threshold of their climatic limits. Any

change in climate, which perturbs the

vegetation–climate equilibrium, will lead

to significant changes in the demographic

patterns of these species. Previous studies

from the treeline zones in the Himalayas

had shown that the vegetation has

fluctuated in the past in response to long-

term climatic changes. Studies on the

impact of ongoing warming under the

background influence of greenhouse gases

world over has shown that during the past

few decades alpine plant species have

shifted to higher elevations, though the

shifting rate varies with species and their sensitivity to climate. This study confirms that there is an upward shift

of vegetation in the alpine zone of Himalayas. Though there may be some error in the exact elevation gradient in

general, there is no doubt that the change is significant. However, any meaningful research to model the vegetation

dynamic response to warming requires an effective long-term ground observation strategy. Thus, a programmatic

initative is the need of the hour in line with the GLORIA (GLobal Observation Research Initiative in Alpine

environments) network. To plan for such work, satellite remote sensing data is the best option in view of the

rugged, inaccessible and vast stretch of Himalayan apline area. This study has shown the potential of remote

sensing data to create and update database of tree line and vegetation line. High resolution DEM from Indian

Fig. 3: LISS-III FCC draped over DEM, showing the location of a site in Chamoli district
where maximum change (>1500m) in treeline (change direction shown as blue colour
line). The green and red lines represent the past and current treeline respectively.

Fig. 4: LISS IV FCC (2008) showing the location of highest treeline position which has
remained unchanged from 1970s to 2006-08 (blue circle) at a site near Gangotri in Uttarkashi
district. The current and past treeline is shown in red & green colour respectively.
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multispectral LISS IV data can be then used

to select multi-summit sites for field data

collection on species diversity for long

term monitoring.
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Introduction
Glaciers are formed on the earth when rate of accumulation of snow is higher

than rate of ablation and fall ing snow gets enough time and space to get

metamorphosed to form ice.  It is permanent snow cover above which gives rise to

formation of glaciers. Nonetheless, the ice must move down under the influence of

gravity to be called as glacier. Thus glaciers can be defined as mass of snow, ice, and

water and rock debris slowly moving down a gradient. Glaciers can be divided into

two zones; the accumulation zone and the ablation zone. These two zones are

separated by equilibrium line. In the accumulation zone the total accumulation from

winter snowfall is more than the summer ablation. In ablation zone total summer

melting is more than the winter snow accumulation. The mass balance of a glacier is

the annual difference of winter accumulation and ablation and summer accumulation

and ablation. Therefore, these two terms are defined based on the context of mass

balance of glaciers.

Mass balance of glaciers is controlled by variations in the climate of the

region (Paterson, 1998). It is change in the mass balance of a glacier which results in

recession and advancement of glacier in space and time.  Basically, the retreat or

advance of individual glaciers is the adjustment of glaciers to a change in their mass

balance whereas mass balance itself depends on annual accumulation and ablation.

The annual accumulation and ablation depends upon certain static and dynamic

factors.  The static parameters are latitude, slope, orientation, width and size of the

valley and altitude wise distribution of glaciers. The dynamic parameters further depend

upon daily and yearly variations in temperature, wind velocity, sensible heat, heat flow

from earth crust, debris cover and cloud cover.

The distribution of glaciers as what we see today is the result of last glaciation

which took place about 20,000 years ago (Denton, 1981). Glaciation and deglaciation

are the alternate cycles of cold and warm climate of earth. During peak of last glaciation

approximately 47 million km2 area was covered by glaciers, which is three times more

than the present ice cover on the earth (Price, 1973). Presently, glaciers are distributed

on the earth either in Polar Regions or in high mountainous regions. This distribution

and intensity of glaciations is governed by latitude and altitude of the mountains.

Mountain glaciers as in Himalayas, Alps, Andes are basically constrained by topography

and are predominantly of valley type.



Role of Remote Sensing

Snow and ice have distinct spectral signatures in VNIR and SWIR region of electromagnetic spectrum,

which makes this landcover distinctly amenable to remote sensing data acquired from orbiting satellites. Moreover

due to limitations of implementing field methods in rugged and harsh climatic conditions of Himalayas for

assessing health of large number of glaciers, remote sensing has occupied a pivotal role in generating quick and

reliable information on glaciers. The use of satellite images for glacier monitoring has increased manifold in the

last two decades in view of technological improvements and also due to climate change debates.  There are now

many aspects of remote sensing which can be applied for snow and glacier studies. The multi-resolution and

multi-temporal data in optical region is operationally being used for monitoring of snow and glacier cover.

Multilook and multi frequency data in microwave region has been found to be equally useful in developing

techniques for discrimination of glacier features and measurement of velocity of glaciers.

Monitoring of Himalayan Glacier Cover

The Himalayas possess one of the largest resources of snow and ice outside the polar region. In view of

the potential of remote sensing for monitoring of snow and glaciers and need for monitoring this resource in

context of climate change scenarios of the world, a project on snow and glaciers was undertaken by ISRO under

the Standing Committee - Bioresources (SC-B) of National Natural Resources Management System (NNRMS),

which was jointly funded by Ministry of Environment and Forests and Department of Space, Government of

India. The main aim of this project was to map and monitor seasonal snow cover and all the glaciers of Himalayas

draining into our country. One of the components under this project was to find out the recent status of the

glacier retreat/advance in the Himalayan region. On one hand,  studying glacier cover change is important from

the climate change point of view; on the other hand, it is also useful in understanding changes in glacier mass

fluctuation leading to variation in stream run-off originating from the glaciers. Stream run-off in Himalayan

region is the basic resource for water resource development and micro and mini hydel projects, which has direct

implications in fluvio-glacial geomorphological processes and ecological balance of the region.

Approach
The approach of monitoring changes in glacial cover is as follows:

(i) Study Area

This work has been carried out for 13 sub-basins of Himalayan glaciers. These basins are located in

different geographic, geologic and climatic conditions thus representing the various agro climatic zones of

Himalaya. These sub-basins can be grouped under larger basins of Chenab, Ganga, Indus, Satluj and Tista. The

glaciers include valley glaciers and small permanent snow/ice fields. Chandra, Bhaga, Miyar, Warwan and Bhut

basins are located in Himachal Pradesh or at the border of Jammu and Kashmir and Himachal Pradesh.  They all

are part of Chenab basin and occur in the region where wet precipitation is poor. Alaknanda, Bhagirathi,

Dhauliganga and Goriganga basins are located in Garhwal and Kumaon Himalayas and lie at a lower latitude

than Chenab basin. Suru and Zanskar basins belong to Zanskar range of Ladakh and lie northwards of Chenab

basin. Parbati basin belongs to Beas and Beas is tributary of Satluj basin. This basin lies in relatively wet zones of

Himachal Pradesh. Basapa is a part of Satluj basin and lies in wet zones of Himachal Pradesh. The Spiti basin is

also a part of Satluj basin but bears a dry climatic condition. Within each basin, the glaciers behave differently

because the local inherent characters of valleys also play the role in accumulation and ablation.

(ii) Data for Glacier Cover Monitoring

In order to interpret the glacier boundaries the data of period from July to September is most suitable. It

is this period when the snow line reaches at its highest altitude making the glacier ice appear clearly on the

surface. This period is called as ablation season. In other months snow conceals the entire glacier ice. The data of

late ablation season is most suitable. But this period of ablation also coincides with monsoon season and sometimes,
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be cloud covered. This is a major limitation

of the use of optical data in glacier studies.

IRS data available from 1997 to 2008 and

Landsat TM data of 1989-90 time frames

has been used for this monitoring.

(iii) Interpretation of Glacier Extents

To extract glacial boundary IRS

satellite image False Color Composite

(FCCs) are interpreted in different

combination of band 1 to band 4. The

SWIR band is used to discriminate cloud

and snow because clouds are often

observed on the upper region of the

glaciers. The distinction of non-glaciated

and glaciated region is sharper in SWIR

band. The unique reflectance of snow-ice,

shape of the valley occupied by the glacier,

the flow lines of ice movement of glaciers,

the rough texture of the debris on the

ablation zone of the glaciers, the shadow

of the steep mountain peaks and presence

of vegetated parts of the mountains help

in clear identification of a glacier on the

satellite image. The snout of the glacier is

a vital element of interpretation of glacial

boundaries or monitoring of retreat/

advance. It can be easily identified when

ice of glacier is seen on the surface (Figure

1). But many Himalayan glaciers do not

have clean surfaces as these are covered

with varying amounts of moraine cover,

consisting of dust, silts sands, gravel,

cobbles and boulders. Moraine cover is

one of  the most important components

of a glacier system in view of  its influence on rate of glacier melting. Its areal cover and

thickness should be known in order to estimate effect of climate on retreat of glaciers. Automatic

mapping of glaciers under moraine cover  is still a major problem in glaciological studies .

Moreover it is also reported that as climate is changing, the moraine cover is also increasing

due to rapid melting and shattering of valley rocks. Accurate mapping of moraine cover by

using remote sensing data  is limited due to a great degree of spectral similarity, which it shares

with other land cover classes such as valley rock etc. How to address this issue in the

interpretation of data is discussed below.

a) Sometimes the river originating from the snout and river can be easily identified on the

image (Figure 2).

b) In the peri-glacier area, downstream of the snout has distinct geomorphological set up

than the glacier surface.

Fig. 1: Accumulation and ablation zones of a glacier seen on IRS LISS IV image.
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Fig. 2: Identification of Snout of a debris covered glacier based on origin of
stream



c) In many instances, the frontal portion

of the glaciers which are retreating, have

convex shape and therefore it helps in

identification of the terminus.

d) When interpretation becomes more

complex, sometimes DEM is used in the

background to confirm the snout, as there

is a chance of change in the slope of

glacier profile near the snout and 3D view

helps to identify the lateral and terminal

boundary of glacial extent.

e) When lateral moraines also appear on

the image, glacier boundaries are

delineated in the innerside of the lateral

moraines.

f) The snow over glacier melts slower than

snow outside glacier boundary. In such

cases also glacier boundary can be

interpreted, provided snow does not

conceal the glacier ice.

To estimate change in glacial area, the

glacier boundaries of two time frame data

of glacier extent are overlaid on each other

with the maximum registration accuracy.

The two t ime frame data/glacier

boundaries are brought to common scale

and increase or decrease in the evacuated

area from glaciers are measured.

Results
In the present work, monitoring

of retreat/advance of glaciers has been

done by extracting glacier boundaries from

satellite images of different time frames

and also by comparing glacier extents

given in Survey of India topographical

maps. This article discusses the results of

comparing glacial  extents extracted

exclusively from satellite images. About

2200 glaciers have been monitored for

studying the change in glacier area

(retreat/advance) during the period 1989-

1990 to 1997-2008. A larger number of

glaciers has been found to be retreating.

However a good number of glaciers are

also found to be advancing. Figure 3 and

Fig. 3: Milam glacier of Goriganga basin showing retreat.

Fig. 5: Advance of Rimo glacier-Indus basin

Fig. 4: View of Gangotri glacier shown in top right position. Extents of glacier are marked
for the years 1962, 1999 and 2006. The glacier is retreating.
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04 shows examples of loss in area of glaciers

(retreat) of Milam and Gangotri glacier.

Figure 5 show gain in area of Remo glacier

(advance) in Indus basin. Attempt has also

been made to validate snout position on

ground for a few glaciers, or atleast one

glacier in each basin. Figure 6 shows snout

of Parbati glacier (Parbati basin) and figure

7 shows accumulation zone of Panchinala

glacier in Bhaga basin.

Chenab Basin

The Chandra, Bhaga, Warwan,

Bhut sub-basins belong to Chenab basin.

In Chandra basin, the snouts of only three

glaciers could be identified and mapped

on the available Landsat data of 1989.

Other glaciers in this basin could not be

mapped due to the snow covered glaciated

region. These three glaciers occupy an area

of 107 km2 and show a decline of about

3% during a period of 13 years (1989-

2002). In Bhaga basin, ten glaciers were

mapped using Landsat data having an area

of 90 km2 which show a decline of about

2% during a period of 11 years (1990-

2001). Glacier extents of Warwan basin

were compared using satellite images

available for 2001 and 2007. 180 glaciers

could be compared using this data, for

which the total area of glaciers declined

from 513 to 510 km2, which gives less than

1% loss during 2001-2007. In this region,

out of 180 glaciers, 32 glaciers were

observed to be retreating. In Bhut basin, 28 glaciers could be compared using satellite images

for 1989 and 2002. The total glaciated area declined from 217 to 203 km2., which gives about

6% loss during the monitoring period. 17 glaciers show retreat while the remaining 11 glaciers

didn’t not show any change in the area.

Ganga Basin

The Alakhnanada, Bhagirathi, and Gauriganga, are the part of the Ganga Basin. In

Alakhnanada basin, the glacier extents were compared using satellite images for years 1990

and 2005. The total area of the glaciers was 393 km2 in 1990, which had become 355 km2 in

2005. The percentage of loss in glacial area was 10% during this monitoring period.  In this

basin, all the glaciers experienced retreat during this monitoring period. In Bhagirathi basin,

the glacier area in 1990 and 2005 were 867 km2 and 851 km2 respectively for 153 glacier

monitored, which comes around 1.8% loss in glacier area. Among 153 glaciers only 44 show 85

Fig. 6: Snout of debris covered Parbati glacier (Parbati basin)

Fig. 7: Accumulation zone of Panchinala glacier (Bhaga basin).



retreat, 6 show advance and 103 glaciers show no change.  In Gauri Ganga basin, 29 glaciers were monitorred

and the glacier area was 272 km2 in 1990 and 261 km2 in 2005, indicating a loss of 4%. Most of the glaciers of

this basin are experiencing retreat.

Indus Basin

In Suru basin, the glacier area in 1990 and 2001 were 506 km2 and 459 km2 respectively for 355

glaciers. This comes around 9% loss in glacial area. Out of 355 glaciers, 299 glaciers show retreat and 39 glaciers

show advance. The glacier area in Zanskar basin for the period of 1990-2001 is 775 km2 and 709 km2 respectively

for 463 glaciers. Among these, 422 glaciers show retreat. The number of glaciers mapped in 1989 is 84 and

cover 3159 km2 in Nubra sub-basin. The area increases to 3163 km2 in 2001.

Satluj Basin

The glacier area in 2001 and 2007 were 718 km2 and 622 km2 respectively for 463 glaciers in Satluj

basin. The total loss in glaciated area was as 13.4% during this period.

Tista Basin

In  Tista basin, 34 glaciers were monitored using satellite images of 1990 and 2004. The total area of

these glaciers in 1990 was 305 km2 and decreased to 301 km2 in 2004.  This gives only 1% loss in glacial ice.

Tista basin is located in much lower latitudes than other basins. Most of the glaciers are covered with debris.

There is almost no retreat in this basin. It shows that basins of eastern Himalaya show no or very less retreat

when compared to western Himalayas.

Discussion and Conclusion
In all 2193 glaciers were studied for change in the areal extents using satellite images of 1989-1990 to

1997-2008 time frame. Among these 1673 glaciers have shown loss in area of ice cover during monitoring

period, which is  approximately about 76%. Rest of the 24% glaciers either did not show any change or show

gain in area. Considering the last glaciation on earth (about 20000 thousand years ago) and subsequent

deglaciation, this period of monitoring (10-15 years) is very small. The amount of loss in ice cover during the

period of this study ranges approximately from 1 to 13%. This indicates higher rate of retreat than normal cycle

of deglaciation. The retreat shown by glaciers of Spiti, Alaknanda, Zanskar and Suru basins are higher than other

basins. This may be due to the fact that glacier size in these basins is very small. The area per unit glacier (total

area of glaciers/number of glaciers) is very small in these basins. Basically the retreat is a two dimensional

parameter and results from three-dimensional change in glaciers.  The response of smaller glaciers to change in

mass balance is always faster than large glaciers. Hence, the glaciers of these basins show higher retreat.

Glaciers of Nubra show very small change as these glaciers are very large in size. From this data, it can be

concluded that by and large glacier dimensions in Himalayas are reducing and probably these changes are the

best indicators of climate change.
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Introduction
Worldwide, coral reef ecosystems exhibit a superlative sensitivity towards the

changing state of global climate. Coral reefs are three-dimensional, massive, wave-

resistant, biogenic structures on the sea-floor, primarily built by the scleractinian and

hydrocorallian corals and calcareous algae. Hermatypic or reef-building corals commonly

colonize the shallow, warm, transparent and well-illuminated but oligotrophic waters

of the tropical seas and oceans within the latitudinal limits of 30° North and 30°

South. Coral reef ecosystems represent one of the ancient cradles of marine-life

evolution on the planet earth and still maintain to be the hub of marine biodiversity.

This ecosystem is characterized by a unique nutrient cycling capability that explains

reefs’ high biodiversity and productivity in oligotrophic environments. Coral reefs

primarily function as a forage ground for ocean’s productivity. Tropical coral reefs provide

critical habitat to approximately 25% of marine organisms (Buddemeier et al., 2004)

including some of the rare avifauna, occupying however, only 0.09% area of global

oceans (Spalding et al., 2001). Coral reefs are the largest biogenic source of calcium

carbonate. They function as a natural protective barrier to the coastline against erosion,

storm surges, tsunamis, flooding, etc. and also help in the formation and protection

of associated ecosystems (e.g. sea grass beds and mangroves). Coral reefs harbour

potential economic interests in terms of fishing, tourism and marine sports,

constructional activities and extraction of bio-geochemicals having medicinal

importance. As a matter of fact, 15% of the global population (0.5 billion people) live

within the 100 kilometres of coral reef ecosystems (Pomerance, 1999) whose life and

livelihood depend directly or indirectly on reefs.

Response of reef ecosystem to the environmental changes for the last thirty

years has raised a common concern for all those associated either with the ecology or

economics of this coastal ecosystem. High degree of environmental sensitivity of these

‘delicately balanced’ reef systems is commonly attributed to their existence within a

narrow range of bio-physical, oceanographic parameters of tropical sea waters, viz.

photic depth and nutrient-cycling, sea-floor substrate, Sea Surface Temperature (SST),

salinity, water transparency and turbidity, ocean and wave-climate conditions like winds,

currents, water turbulence, etc. (Hopley, 1982). Coral reef stressors are commonly

classified into three major categories: natural (related to oceanographic conditions),

ecological/biological (associated with reef ecology) and human (anthropogenic

activities). Appraisal of location-specific, coral reef crisis basically calls for a thorough



understanding of the nature of these stressors and decoupling their individual roles. Exhibition of common,

adaptive stress-response mechanisms right from coral scale to reef scale (i.e. coral bleaching to phase shifts) has

enabled the coral reefs as potential bio-indicator of environmental and climate changes. At the same time, reefs

treasure the evidences of earth’s palaeo-climate and eustatic regimes as geological entities. Hence, much of the

current reef research is now focusing on tracing the roots and relations of episodic events like mass coral bleaching

with the drivers of global ocean warming like sea-water chemistry, sea-surface temperature, storm conditions,

wave-climate, sea-level changes, influx of terrestrial run-off and sediments etc. (Nicholls et al., 2007).

Climate Change Stresses on Coral Reefs
Impacts of climate change on world’s coral reefs have been manifested basically in twin forms: coral

bleaching in the event of anomalous ocean temperatures and reduced calcifying rate with depleting aragonite

saturation state. Coral bleaching is a common physiological ‘stress-response’ phenomenon of coral polyps. Host

coral polyps expel their pigmented, dinoflagellate endo-symbiont algae or the zooxanthellae in stressful

environmental conditions. Discolouration or paling of coral tissues with the loss of zooxanthellae is termed as

coral bleaching. Thermal stress in the event of high SSTs is the most common cause of coral bleaching. However,

coral bleaching and successive mortality might also result due to negative thermal anomaly, heavy downpour,

excessive sedimentation, coral diseases, marine pollution, etc. Photo bleaching (in event of UV radiation and

high PAR) is known to aggravate the effect of thermal bleaching. The connection of coral bleaching with climate

change gets established with the fact of its episodic, regional to global nature, commonly cited as mass coral

bleaching events consequent upon SST anomalies. Coral reefs turn into ‘bleaching hotspots’ once the SST of that

particular location exceeds the normal summer maxima (summer monthly climatology) temperature by 1-2°C and

persists for 3-4 consecutive weeks. If the thermal anomaly persists less than 3-4 weeks consecutive period, it is a

“warm spot” likely to turn into a hot spot but definitely not a “bleaching hotspot”. Since 1979 to 1999, six

major episodes of mass coral bleaching (Hoegh-Guldberg, 1999) are reported in the world. Mass coral bleaching

of 1982-83, 1987-88, 1992, 1994-95, 1997-1998 were observed and the last one coincided with pronounced El

Niño Southern Oscillation (ENSO) event in one of the hottest years on record (Parry et al., 2007). In the recent

decade (2000-2009) the year, 2002, 2004-05 have experienced coral bleaching locally and regionally, most

devastating being the Caribbean coral reef bleaching of 2005 (Wilkinson, 2008). Within a span of 25 years

(1980-2005), 30% of the warm-water coral reefs were lost to thermal bleaching whose frequency and intensity

are on the rise (Raven et al. 2005). Mass coral bleaching episodes show a concurrency with intensified ENSO

events [recurrence interval 2-7 years (Nicholls et al., 2007)] and resultant SST anomalies. Warming of the tropical

and sub-tropical waters of the global ocean over the second half of the twentieth century has already pushed the

reef building corals to their thermal limits (Hoegh-Guldberg, 2007).

Continuous rise in the atmospheric carbondioxide (CO2) complicates the coral reef crisis through its effect

on ocean acidification. Increased concentration of CO2 decreases the ocean water pH and makes the ocean water

acidic. Ocean acidification negatively affects the aragonite (a carbonate mineral) saturation state in the ocean

water. Current global reef distribution and large scale biogeochemical studies have demonstrated a strong positive

correlation between aragonite saturation state and calcification rate (Kleypas et al., 1999).  An aragonite saturation

(O) level of four or above is considered ideal for coral reef growth (Hoegh-Guldberg, 2007). The calcification rates

of corals may decrease by 10-30% under a doubling of atmospheric CO2 reducing the aragonite saturation state

in tropical waters by 30% (Kleypas et al., 1999). In view of this condition, coral reefs in the super saturated waters

(like Red Sea) will experience significant changes in calcification rates. However, the situation is bleak for the

majority of reefs in the balanced saturation state (i.e. where CaCO3 destruction = CaCO3 production). Net result of

this ocean acidification on coral reefs is a slow reef growth and a weakened reef structure vulnerable to erosion.
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Increase in the frequency and intensity of tropical storms and cyclones has also been

observed with the warming of global oceans. Locally, coral reefs are experiencing perhaps the

worst storm ravages. Storm impacts on coral reefs range from minor breakage of fragile coral

reefs to deposition of storm ridges of coarse debris.

Sea level change, another consequence of global climate change, however has dual

impacts on coral reefs. Sea Level Rise (SLR) will definitely change the currently available photic

depth or the required ambient underwater light field for the present coral reefs. The inevitable

‘drowning’ of present day reefs in case of a sea level rise will have a dire consequence on the

slow growing reef building coral species like massive Porites. At the same time, new photic

zones will become available for new corals to recruit and build reefs. The problem arises when

and where the rate of sea level rise exceeds rapidly the corresponding rate of reef growth (or

calcification) and consolidated reef accretion.

Sedimentation comes next in chain as a potential climate change threat experienced by

the coral reefs. Sedimentation per se is a natural process. When viewed in the context of global

sediment budget, sedimentation also shows a link to global warming; as it is correlated with

increased glacier melt and terrestrial run-off. Episodic or long-term sediment influx in reef

environment has gradual deleterious effect on coral communities, as it blocks the sunlight

penetration to the photic depths, thereby considerably modifying the ambient underwater light

field. The functionality of reef ecosystem strives on the tight nutrient cycling between the host

coral polyps and its endo-symbiont photosynthetic algae or the zooxanthellae. Suspended

sediments thus check the availability of Photosynthetically Active Radiation (PAR) within the photic

zone, hindering the photosynthesis of zooxanthellae, resulting in a low supply of nutrients to the

host coral polyp. Thus, sedimentation in a reef environment decreases the overall biological

productivity of the entire ecosystem. Sediment loading in a coral reef environment can be viewed

with reference to the sediment source and the physical oceanographic processes. Release of

autochthonous sediments within the reef-system is a natural process, primarily resultant of the

continuous, physical (waves, tides and currents as major agents) and bio-erosion along with the

concurrent weathering processes of the dead coral reef, boulders and debris. Events of oceanic

eddies and turbidity currents also contribute to the sedimentation problem affecting the local

sediment budget with sudden influx and disturbing the normal sediment flow/movement,

dispersion and settling rates and patterns. The effect of sedimentation in reef environment worsens

with terrigenous inputs of fine-grained sediments commonly discharged with terrestrial rivers

and erosional run-offs resulting into high turbidity and subsequent siltation (Field et al., 2006).

Space borne Monitoring of Coral Reefs
Over the past three decades, space borne remote sensing technology has significantly

contributed in monitoring the ecological status of tropical coral reefs. The last three decades

have witnessed the evolution of satellite-borne, optical and hyperspectral remote sensing based

reef research primarily in the realms of habitat mapping and health monitoring with a strong

synergistic contribution from sensors designed for both land and ocean observations (Hochberg

E.J. et al., 2003). Space-borne remote sensing, with its broad-scale, synoptic and repetitive

coverage, provides quantitative data in a spatial context. This facilitates in quick retrieval of

geo-physical and bio-physical parameters, environmental characterization and temporal
89



monitoring of tropical reefs compared to any other field-based monitoring methods like SCUBA transects,

manta tows, etc. Monitoring reef response to climate change stresses also stems out from the synergistic use of

multi-sensor data and thematic data products being increasingly available in the public domain. Correlation

analysis of reef environmental parameters and reef ecology over a time series data has thus become possible.

Attempts of automated reef response models to environmental and climate change stresses (like NOAA’s Coral

Reef Watch (CRW), Satellite Bleaching Alert (SBA), operational since July, 2005) demonstrate the utility and

potential of integrated use of space borne data. Bleaching forecasts in the eve of intense SST anomalies perhaps

appraised the coral reefs as significant indicator of climate change! Post bleaching monitoring of reefs and

modelling the consequent ‘phase shift’ (coral dominated to algae dominated phases) from remote sensing data

is also facilitating the understanding of reef ecology processes towards changing climate.

Space Applications Centre, ISRO has created baseline data on the distribution, extent and status of Indian

coral reefs at 1:50,000 scale using IRS 1A LISS II, LANDSAT-TM and SPOT MLA data pertaining to 1987-1991 period

(Nayak and Bahuguna, 1997). Resourcesat-1 (IRS-P6) LISS-IV MX and LISS III data of 2005-2008 period has once

again been used for preparation of digital

inventory of Indian coral reefs at 1:25,000

scale at eco-morphological level. Major

coral reef types of India, as captured by

Resourcesat-1 data are shown in figure 1.

Low-tide and cloud free exposures of coral

reefs are important prerequisites for reef

mapping and monitoring from satellite

data. Inventory of coral reef habitats of

Central Indian Ocean comprising of India,

Sri Lanka, Bangladesh, Maldives and British

Indian Ocean Territory (BIOT) has also been

prepared and an atlas has been published

(Navalgund, 2010). Critical environmental

parameters of Indian coral reef regions have

also been studied and established from

satellite and field data (Bahuguna et al., 2008). An Operational Ecosystem Reference Point (OERP) based, two-stage

Coral Reef Health Model has also been conceptualised and customized on ISRO’s Integrated GIS and image

processing (IGIS) software package to assess the health of Indian reefs.

Studying the Impact of Climate Change
The Indian coastal zone is endowed with spatially limited, but strategically located coral reef habitats,

which form an integral part of the island ecosystems of the country. The continental coastline of India has a

rather limited coral reef development compared to other tropical, maritime nations due to the natural adverse

conditions of high turbidity, fluctuating salinity and high wave energy. Occurring in two major Gulf locations

(namely Gulf of Kachchh in the Arabian Sea and Gulf of Mannar in Bay of Bengal) and two major Island groups:

Lakshadweep in Arabian Sea and Andaman and Nicobar in the Bay of Bengal side, Indian coral reefs offer a

myriad of marine biodiversity combined with unique regional characteristics.

The fringing reefs of Gulf of Kachchh are limited within the geographic limits of 22°20’N, 68°30’E -

22°40’N, 71°00’E. Gulf of Kachchh reefs occur at the northernmost latitudinal limits of this tropical country. The

Fig. 1: Major types of Indian Coral Reefs as viewed by Resourcesat-1
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annual mean SST trend shows that there

is a marginal increase in SST of this region:

from 26.04°C in 1985 to 26.10°C in 2005;

however, pronounced effects of SST

anomaly were evident in 1987 and 1998

(Vivekanandan et al., 2008). These reefs

are constantly trying to adapt to the

changing environmental conditions and

anthropogenic impacts associated with

coastal development activities. Discharge

and suspension of Indus delta sediments

within the hydrodynamic circulation of the

Gulf has enhanced the stress on Gulf of

Kachchh coral reefs. Massive coral genera

like Porites, Favia, Favites, etc. (Photo: 1)

are adapting to this harsh environment.

Coupling of anomalous SST and turbidity

has a degrading effect on these reefs

(Photo: 2) result ing into classical

conditions for phase shifts. Case studies

on Pirotan reef, core part of Gulf of

Kachchh Marine National Park has

confirmed this (Figure 2: Bahuguna, 2008).

Pr ist ine atol l  reefs of

Lakshadweep islands (08°00’N, 71°30’E -

12°00’N, 74°30’E) were heavily impacted

in 1998 bleaching (Arthur, 2000). Clear

transparent waters of Lakshadweep allow

the easy penetration of short wavelength

radiation (UV radiation) of sun and thus

photo-bleaching gets coupled with the

thermal stress. The annual mean SST trend

in Lakshadweep region shows an increase

from 28.50°C in 1985 to 28.92°C in 2005

(Vivekanandan et al . ,  2008). Coral

bleaching has been observed in Kavaratti

(Photo: 3), Agatti, Bangaram, Kadmat

islands in 1998, 2003-04. Lakshadweep

islands foster the growth of delicate

branching coral genus l ike Acropora

(Photo: 4) whose abundance indicates the

good health condition of reefs. Post 1998

reefs are regenerating but at a very slow

pace. Site specific human endeavours in

91
Fig 2: Case study on Pirotan Reef: Correlating Phase Shifts with SST Anomalies

Photo 2: Paga Reef, Gulf of Kachchh

Photo 1: Munde ka bet Reef, Gulf of Kachchh



coral transplantation are also in vogue on

experimental basis. Nutrient enrichment

in lagoons, consequent sea grass

infestations (Figure 3) and marine

pollution are main anthropogenic threats

in Lakshadweep islands.

In order to understand the

decadal trend of SST in Arabian Sea coral

reef regions, NOAA AVHRR SST data of 4

km resolution (http://podaac.jpl.nasa.gov)

and NOAA/NESDIS night time SST data

products were analysed. The SST variations

in Gulf of Kachchh and Lakshadweep

regions for the month of May for 1997 to

2010 period are shown in figure 4.

The month of May has been

chosen as the representative summer

month to study the average SST trends

from 1997 to 2010. The month of May

actually signifies the cumulative summer

temperature conditions (March, April and

May). The monthly mean SST conditions

for the month of May since 1997 to 2010

period show a cyclic trend for both Gulf

of Kachchh and Lakshadweep regions.

However, the magnitudes of SST variations

are different for the two regions. In

Lakshadweep, the average SST for May

1997-2010 ranges from 29.0°C to 31.0°C

(except for the year 1999); whereas Gulf

of Kachchh records relatively lower SSTs,

ranging from 28.0°C to 29.50°C. In case

of May 1999, the average SST condition

for Lakshadweep has been found to be

28°C because of persistent cloud cover

obscuring reef region pixels. Hence, it may

not be the actual representative values of

SST for the reef areas. In 2001, both the

regions show relatively higher SSTs: Gulf

of Kachchh 28.80°C and Lakshadweep

30.60°C. A close observation of the SST

pattern (Figure 4) indicates the relatively

higher values of SST in 1998, 2005, 2007

Photo 3: Bleaching observed in Pocillopora coral, Kavaratti, Lakshadweep

Photo 4: Dense growth of Acropora, Bangaram, Lakshadweep

Fig 3: Resourcesat-1 LISS-IV MX Data showing Seagrass infestation in Kavaratti
Lagoon, Lakshadweep
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and 2010 for both the regions. Evidences

of mass coral bleaching episodes of 1998,

2005 and 2010 in the Indian reef regions

conform well  to this trend. Coral

bleaching were observed in Lakshadweep

area (Photo: 3) and in Pirotan reef of Gulf

of Kachchh (Figure 2).

The correlation of SST anomalies

with the reef phase shift observed from

the IRS images has been studied in detail

for Bural Chank (located within 22° 24’

to 22° 34’N latitudes and 69°14’ to 69°

28’E longitudes), an off-shore platform

reef in Gulf of Kachchh (Figure 5). Phase

shift is  an ecological process which

signif ies reef degradation as the

dominant reef biota changes from live

coral to fleshy macro algae. Large scale

macro algal onset or invasions on reefs

commonly follow the bleaching periods.

Macro algae appear as homogeneous

pixels of bright, orange-colour, smooth,

velvet-like textures on standard false

colour composites of IRS LISS data

(Figure 2). Macro-algal dominance is

observed in five major zones (Z1 to Z5) of

Bural Chank reef in 1998 and 2005. Width

of the algal ridge also shows an inward

extension within these five major zones. 1997-98 and 2004-05 recorded high SST anomalies

and consequent mass coral bleaching events in Gulf of Kachchh. 2001 IRS image shows

comparatively less macro algal dominance and the width of the algal ridge also shrinks back. In

2002, the reef is completely free of macro-algal dominance. In 2005, macro algal dominance is

again observed all over on the reef.

Bay of Bengal counterparts of Lakshadweep coral reefs, the diverse and pristine fringing

reefs of Andaman (10°30’N, 92°00’E - 13°40’N, 94°00’E) and Nicobar (06°30’N, 92°30’E -

09°30’N, 94°00’E)  have also experienced bleaching due to thermal stress. Post 26th December,

2004 Tsunami, these reefs have been exposed to an increasing warming condition. The mean

SST trend for this region has increased from 28.40°C in 1985 to 28.78°C in 2005 (Vivekanandan

et al., 2008). Mass coral bleaching effect is reported to be more pronounced in 1998 ENSO

event compared to 1987 and 1992. However, Andaman and Nicobar reefs are yet to recover

from the episodic tsunami damages. New coral recruits have been observed in several places.

Evidences of bleaching following the rising SST trend in summer, 2010 (Figure 4) has also been

observed in Andaman (Photo 5 and 6).
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Fig. 4: Sea Surface Temperatures in Arabian Sea Coral Reef Regions: Mean
monthly conditions for summer month: May, 1997-2010

Fig. 5: Sequential IRS images showing Temporal Changes on Bural Chank
Reef, Gulf of Kachchh



Gulf of Mannar and Palk Bay

(08°30’N, 78°12’E - 09°45’N, 79°30’E)

coral reefs too experience natural as well

as anthropogenic stresses and represent

a stressed health condition. These coral

reefs have experienced severe bleaching

in summer 2002 when the regional SST

increased to an unusual high of 32°C

(Kumaraguru et al., 2003). These reefs

were also impacted with over fishing and

mining activities. However, these reefs

represent one of the r ich sea grass

resource region in the country.

Future Work
Coral reef monitoring from

climate change perspective requires

synergistic use of high resolution image

data along with time series data on reef

environmental parameters. Spectral

libraries of reef substrates like healthy and

bleached corals, algae, seagrass, sand,

mud, etc. are of extreme importance in

order to generate high resolution, detailed

reef substrate maps and also to make

water column corrections for better

discrimination of reef habitats. Reef-scale

process dynamics need to be studied from

the spatio-temporal change detection of

such reef substrate maps. Real-time space

borne monitoring of coral reefs wil l

require geostationary high resolution

satel l i tes. A strong, space-based,

dedicated coral reef monitoring

programme with an easy data sharing protocol on web domain can facilitate an effective management of this

precious ecosystem.
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Introduction
The polar ice comprising of sea ice, ice sheet, ice-shelf and polynyas, play a key role

in the earth’s climate system. Sea ice is having a profound effect on the ocean and atmosphere.

It modulates the normal exchange of heat and mass between the atmosphere and ocean by

isolating sea surface from atmosphere. It also affects the atmosphere through strong ice

albedo-feedback mechanism and ocean through the release of brine/fresh water during its

growth cycle. Since the total time duration of the growth and the melting is of the order of

one year, the ice cover effectively integrates the climate signal over this short period and acts

as an indicator of climate (Ress, 2006).

The Antarctic ice sheet is also playing an important role in the climate system (Convey

et al 2009). The concept of slow changes of the Antarctic ice sheet has been challenged by

recent observations from satellite (Rignot, 2006). Understanding of the mass balance and

surface dynamics of the Earth’s major ice sheets in Greenland and Antarctica is of fundamental

importance for accurate prediction of sea-level rise (Quincey and Lackman, 2009). Profound

regional warming in the Antarctic Peninsula triggered ice-shelf collapse that led to 10-fold

increase in glacier flow and rapid ice sheet retreat (Rignot, 2006). Similar to Western part of

Antarctica, Eastern part is also not immune to change.  The increased crevassing is also

observed in recent years. The penetration of melt water, which has increased due to increasing

temperature, could contribute to break-up of the large size icebergs from the ice shelves

(Fricker et al., 2009).

These large scale changes observed over the icy surface of the polar regions demands

a constant monitoring and the modelling of ice processes. The present article describes the

studies carried out to understand the recent changes observed in the Arctic and the Antarctic

polar regions.

Assessment of the Recent Trends in Sea Ice
The mid-month 0.2 degree resolution daily composite QuikSCAT Ku-band

scatterometer data, from August 1999 to July 2009, was used in the study. QuikSCAT

sigma-0 data are obtained from the NASA sponsored Scatterometer Climate Record Pathfinder

at Brigham Young University (http://www.scp.byu.edu). The sea ice cover was derived using

the spatio-temporal coherence technique (Oza et al., 2010) and 10x10 Sea Ice Fration (SIF) and

Sea Ice Extent (SIE) were computed. The Passive Microwave Radiometer (PMR) derived sea-ice

concentration products (Maslanik and Stroeve, 1999) from National Snow and Ice Data
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utilized for the validation of derived sea-

ice image.

Grid-wise Sea Ice Trends of Maximum

and Minimum Sea Ice Cover

The grid-wise pattern of recent

trends obtained from the derived 10x10

SIF data for the summer minimum and the

winter maximum are shown in the

Figure 1. In the Arctic, a significant

negative trend up to 15% per year in the

Chukchi and East Siberian seas are visible

in the summer minimum extent. A weak

positive trend is also visible in the Laptev

and East Greenland seas.  However,

negative trend in winter-maximum in

Barents sea is a distinct pattern. The

positive trend in the Bearing sea and

negative trend in Okhostsk sea are also

visible in the winter-maximum image.

The grid-wise trends In the Antarctic during summer time show a mix of positive and

negative trends. This is in contrast to the Arctic, where a dominant negative trend is visible. The

significant negative trend in the Amundsen sea to the Ross sea is evident. However, it is interesting

to see a positive trend in Ross sea at the end of the summer. The negative trend in the Amundsen

sea is also visible in the winter-maximum sea ice cover. However, in the Bellingshausen sea,

Weddell sea and Indian Ocean sector, weak positive trend seen during winter-maximum in the

peripheral areas is a distinct pattern. It is interesting to compare the recent trends with long term

1979-2001 trends (Figure 2) obtained by Vyas et al., (2004). They have derived the trends using

the multiple passive microwave radiometers (SMMR, SSM/I and MSMR). Figure 2b shows the

trend obtained using only the SMMR and the SSM/I data. However, the MSMR data points are

shown with error bars for comparison. The increasing trend of the sea ice can be seen in this

figure. As seen in the figure 2b, with the

trend obtained using the SMMR, the SSM/

I and the MSMR data together,

a sl ight increase in the already

increasing trend of the sea ice extent

can be noticed.

Recent Decline of Summer Sea Ice

Extent in the Arctic

As observed from figure 3, the

rate of decline considering NSIDC data

from 1979 to 2008, the decline is of the order of 0.078 million km2 per year.

As seen from the figure the summer sea ice extent, derived from scatterometer data is

reduced from 6.65 million km2 in 2000 to 5.64 million km2 in 2008. This gives an average

decline of the order of 2.55% (0.16 million km2/year) in the summer sea ice extent (September

Fig. 1: Recent trends in the summer minimum and the winter-maximum sea
ice extent (1) Chukchi, (2) Okhostsk, (3) East Siberian, (4) Laptev, (5) Barents,
(6) East Greenland, (7) Weddell, (8) Indian Ocean sector, (9) Ross,
(10) Amundsen, (11) Bellingshausen

Fig. 2: Trend (1979-2001) of Bellingshausen and Amundsen sea ice extent
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Fig. 3: Recent trend of September minimum Sea Ice Extent (SIE) observed in Arctic

month) from 1999 to 2008. For the same

period the decline as per PMR based NSIDC

data is of the order of 3.62 % (0.20 million

km2/year). The earlier rate of NSIDC-data

based decline from 1979 to 1998 is of

the order of 0.04 million km2/year. Hence,

the recent rate of decline is five times

faster than the rate of decline observed

during 1979-98 and almost double than

NSIDC data based long term (1979-2008)

rate of decline (Figure 3).

Trends of Annual Average Sea Ice

Extents

The 12-month running average SIE

from 2001 to 2008 is shown in figure 4.

The total of both the hemispheres is also

shown in the figure. It is seen that as

observed in the September minimum

(Figure 3), decreasing trend is also visible

for the Arctic 12-month running average

SIE data. However, the weak increasing

trend observed in the Antarct ic

has a distinct pattern of increase and

decrease of SIE at time interval of three to

four years.

The drastic increase of annual

average SIE from 2007 to 2008 in both

the hemispheres is an interesting observation. The 12-month running average Arctic SIE in 2007 is the lowest

observed during the study period. The year 2006 is the second minimum and 2005 is the third minimum.

However, as seen in the figure, SIE in 2008 is higher than that observed in 2005. This means that the decrease

observed in three years has recovered in one year. This is an important observation in the present climate change

scenario.

The drastic increase of annual average SIE from 2007 to 2008 in both the hemispheres is an interesting

observation. The 12-month running average Arctic SIE in 2007 is the lowest observed during the study period.

The year 2006 is the second minimum and 2005 is the third minimum.

However, as seen in the figure, SIE in 2008 is higher than that observed in 2005. This means that the

decrease observed in three years has recovered in one year. This is an important observation in the present

climate change scenario.

Surface Melting of the Ice Sheet and Ice Shelf
The study has been carried out for the Amery Ice Shelf region of East Antarctica. The geographic

coordinates of the station are 68.5766° S and 77.9674° E. The Amery Ice Shelf is the third largest embayed shelf

in Antarctica. Moreover, the Amery Ice Shelf (AIS) is the largest ice shelf within East Antarctica and is nearer to

the proposed site (69.33º-69.50º S, 75.92º-76.50º E) of the third Indian Antarctic station (http://www.ncaor.gov.in).

Fig. 4: 12-month running average Sea Ice Extent
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0It drains the grounded ice from the interior of the Lambert Glacier drainage basin, which covers

an area of 16% of the East Antarctic ice sheet and is the world’s largest glacier by volume.

The mid-month QuikSCAT dataset obtained for the sea ice study was utilised for the

assessment of the change in the surface characteristics of the Amery Ice Shelf. The meteorological

Automatic Weather Station (AWS) data were obtained from the Australian Antarctic Division

website (http://data.aad.gov.au/aadc) for the Davis station nearer to Amery Ice shelf. The time

series data of Cumulative Melting Surface (CMS) index derived by Picard and Fily (2006) for

the Amery Ice Shelf were obtained from the website http://www.lgge.obs.ujf-grenoble.fr/

~picard/melting.

Mid-winter Backscatter Variations

The evolution of mid-winter σ0 (H-component) for entire Amery Ice shelf is shown in

figure 5. The increase in backscatter value from 2001 to 2005 and decreasing trend from 2005

to 2009 in majority of the region is evident. The microwave backscatter differs where dielectric

constant changes at interfaces between air-ice and adjacent snow pack layers with different grain

sizes. During the winter period, the ice sheet is covered with the dry snow. The surface roughness

of the dry snow layer has almost no contribution to the backscattering (Ulaby et al., 1986). The

backscattering coefficient increases due to the greater effect of volume scattering (the magnitude

depends on the size of ice particles and used frequency). Studies on Antarctic snow showed the

penetration depths at Ku-band are ranging from 5 to 12 m depending on the location and snow

pack properties (Arthern et al., 2001). This volume of snow pack is playing a major role in the

backscatter during winter period.

Hence, mid-winter increasing/decreasing trend could be due to the year-to-year increase/

decrease in the volume of dry snow pack

contributing to the scatterometer

response. Bingham and Drinkwater (2000)

have found that these changes in

backscatter are closely associated with the

accumulated snow cover.  Wen et al (2006)

have found an overall thickening trend in

the Lambert-Amery Ice shelf basin from

1992 to 2003.

Summer Surface Melting Variations

The difference in the response of

Sigma-0 during summer period shows

lower values than those during winter due to increased wetness and this fact has been utilized

by Wisemann (2000) for the monitoring of seasonal snowmelt over Greenland with ERS

scatterometer data.  A similar kind of approach has been followed in the present study by

defining the Melting Index (MI) as follows:

Melting Index  MI= S (sw – ssi)

Here ssi is the σ0 values for the summer months from October to January and sw is the

average σ0 for the months of March to September of the preceding winter. Hence, MI is temporally

integrated reduction in σ0 (for the ith month), which can be taken as an indicator of the

Fig. 5: Evolution of mid-winter (June) σ0 for H-component for Amery
Ice Shelf
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magnitude of surface melting during the summer period. Similar to MI, Cumulative Mean Air Temperature

(CMAT) was computed for the month of January for each study year.

The scatterometer derived Melting Index (MI) is compared with PMR derived CMS for the Amery Ice shelf

region derived by Picard and Filly (2006). As seen from the figure 6, the year-to-year increase and decrease in

both the time series are closely following each other. As seen from figure, the relationship between these two

indices are having 95% R2 value for the period from 2001-2006. The large scale increase in the year 2004 and

subsequent reduction from 2005 to 2009 indicates that the year 2004 has faced the highest summer melting

event and that has continuously reduced from 2005 to 2009. The cooling effect has dominated after the highest

melting event of 2004. This scatterometer derived results are in accordance with the findings of Picard and

fily (2006).

The highest melting index observed in 2004 is attributed to the large scale surface melting due to

increase in Cumulative Mean Air Temperature (CMAT) during the summer period. The surface air temperatures

are point observation and the Amery Ice Shelf area is quite large and incorporates complex nature of surface

melting. In addition, surface melting

changes are not necessarily explained by

changes in temperatures due to the

dependence on all the terms of the surface

energy balance (Broeke et al., 2010).  The

variations in the backscatter values are also

subject to the attenuation from the

atmosphere that also contributes to the

error in the detection.

Recently India has launched

its Ku-band scatterometer onboard

Oceansat-II satellite in September 2009.

The data from Oceansat-II scatterometer

will provide the data continuity in the

post-QuikSCAT phase.
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Introduction
Climate change, associated sea level rise and impact on the coastal zone are current

issues of global magnitude and concern. The global average temperature has increased by

0.8°C over the past century, out of which the past three decades alone recorded a rise of

0.6°C, at the rate of 0.2°C per decade as greenhouse gases became the dominant climate

forcing in recent decades (Hansen et al., 2001; IPCC, 2007; Rosenzweig et al., 2008; Wood,

2008). Climate model projections summarized in the Intergovernmental Panel on Climate

Change (IPCC) report indicate that the global surface temperature is likely to rise a further

1.1 to 6.4 °C during the 21st century. An increase in global temperature will cause sea levels

to rise and will change the amount and pattern of precipitation, probably including expansion

of subtropical deserts (Lu Jian, 2007). The eustatic rise in sea level is due to thermal expansion

of seawater and addition of ice-melt water (Meehl et al., 2005).  The IPCC has predicted that

the global sea level will rise by about 18 to 59 cm by the 2100 (IPCC, 2007).  More recent

studies based on a new model allowing accurate construction of sea levels over the past

2000 years suggest that the melting of glaciers, disappearing of ice sheets and warming

water could lift the sea level by as much as 1.5 m by the end of this century (Strohecker

2008). There is a further possibility of increase of as much as five meters, in the event of the

collapse of the Greenland and West Antarctic ice sheets, (Oliver-Smith, 2009). Already there

are evidences of large-scale ice melt in the three major ice repositories of the world – the

Arctic, the Greenland and the Antarctic regions.

The coastal zones are narrow transitional zones between the continents and oceans,

constituting about 10% of the land area and are densely populated, sustaining as much as

60% of the world’s population. Since these narrow zones that fringe the world oceans are

low-lying, the sea-level rise would lead to accelerated erosion and shoreline retreat, besides

leading to saltwater intrusion into coastal groundwater aquifers, inundation of wetlands and

estuaries, and threatening historic and cultural resources as well as infrastructure (Pendleton

et al., 2004). The increased sea-surface temperature would also result in frequent and

intensified cyclonic activity and associated storm surges affecting the coastal zones. The

vulnerable coastal areas to sea level rise for India is shown in figure 1. SRTM DEM has been

used to find out the coastal areas which will be inundated, if the sea level rises by 1 m (shown

in blue colour, figure 1).
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Vulnerability Line
A study on use of remote sensing

and GIS techniques for assessing the

coastal vulnerability to natural hazards was

carried out for parts of Nellore (Andhra

Pradesh) and Paradip (Orissa) area along

East coast and Dahej (Gujarat) area along

West coast of India (SAC Report, 2007,

2008a, 2008b). Primarily the natural

hazards such as coastal erosion and

flooding due to predicted sea level rise and

storm surges in the study areas were

studied. Coastal erosion has been  studied

using old topographical maps, multidate

satellite images and field checks.  Various

scenarios of flood height were computed by analyzing historic data on tides, waves and sea

level. High resolution Resourcesat-1 (LISS-IV) and Cartosat-1 (PAN) images were draped over

DEM generated using high resolution (0.5 m) contour data.  Scenarios of coastal vulnerability

line for next 25, 50 and 100 years were generated in GIS environment by considering annual

rate of coastal erosion, projected sea level rise, storm surge maxima with 25, 50 and 100 years

return interval and wave run up for the study areas. The study has demonstrated that for

demarcating vulnerability/setback line for implementing CRZ notification, union of maximum

landward segment of predicted coastal erosion (parts of the shore displacement line) and

maximum extent of inundation due to projected sea level rise (parts of the flood line) may be

considered.  However, along cliffy coasts, the vulnerability/setback line thus demarcated would

be right at the coast and would need a buffer zone to be notified. In case of storm surges,

inundation in coastal plain areas is considerable and its usage becomes impractical for notification

purpose. As an example, work carried out for the Dahej coast in Bharuch district, Gujarat is

described below in the present article.

Dahej area is located on the

northern bank of the Narmada estuary in

the Bharuch district of Gujarat state.

Dahej area comprises of coastal region

bounded by the Gulf of Khambhat

towards its west and the Narmada estuary

towards its south. The coastal

configuration is structurally controlled

due to the Cambay rift trending NNW-SSE

as well the Narmada – Son rift trending

ENE-WSW. T ide dominated coastal

processes cover the entire region, as the

tidal range is around 8-9 m with strong

ebb and f lood currents. Coastal

landforms in the study area are under

high energetic t idal and estuarine

Fig. 1: Regional vulnerability of the Indian coast due to Sea Level Rise (indicated
as inundation due to 1 m SLR on relief map prepared using SRTM DEM)

Fig. 2: Increased coastal erosion along the Dahej coast (northern bank of the
Naramada estuary) shown on   georeferenced Cartosat-1 data and respective
field photos.
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environment as well are located in active

tectonic setting (junction of ENE-WSW

Narmada-Son lineament and NNE-SSW

Cambay lineament), these are highly

vulnerable to coastal erosion.

Undercutting of the steep cliff, coastal

road being breached by advancing sea,

collapse of the sea wall show the severity

of the coastal erosion (Figure 2).

Changes in the shorel ine for

the period 1872, 1972, 1991 and 2005

are shown in figure 3.  Red line shows

the shore displacement line projected for

year 2105 based on historic rate of

shoreline changes.

Digital elevation model (DEM)

prepared using 0.5 m contour data has

been primarily uti l ised as a base for

delineating flood line. Resourcesat-1 LlSS-

IV FCC imagery has been draped over DEM

and inundation due to predicted sea level

rise is shown as light blue colour (Figure 4).

The landward side of the union

of shore displacement and flood line is

demarcated as vulnerabi l i ty/hazard/

setback line (Figure 5). Sea Level Rise along

with highest high tide for the year 2106

is shown as yellow color (flood segment)

and projected erosion for next 100 years

is shown as black color (shore

displacement segment). The present CRZ

line is shown as red line.

Regional Response Zonation
using Coastal Vulnerability
Index (CVI)

A large number of geological and

geomorphic evidences show that changes

in sea level result in significant physical

changes to shorelines - particularly softer

sandy shores – as the coast adjusts to

changing water levels. These physical

changes – including shoreline erosion and

increased flooding - may expose coastal

buildings, roads and other infrastructure

Fig. 3: Shoreline changes during the period 1872 – 2005 and Shore displacement line
projected for next 100 years for coastal region around Dahej, Bharuch district, Gujarat

Fig. 4: Inundation due to 0.5 m SLR seen on Resourcesat-1 LISS-IV FCC draped over high
resolution DEM covering parts of the northern bank of Narmada estuary and adjoining
region of the Gulf of Khambhat (coastal region around Dahej, Bharuch district, Gujarat)



N
N

R
M

S
 

B
U

L
L

E
T

I
N

 
 

 
-

 
D

E
C

.
 

2
0

1
0to damage; hence there is a need to

identify coastal areas vulnerable to such

changes in order to be able to effectively

plan coastal developments.

Several case studies have

developed methods for vulnerabil ity

mapping (Dutrieux et al., 2000; Harvey et

al., 1999a; 1999b; Pendleton et al., 2004;

Sharples, 2004, Nageswara Rao et al.,

2009, SAC Report, 2010).

An approach has been developed

to study impact of sea level rise on coastal

environment of Andhra Pradesh coast  by

integrating information derived using

remote sensing and in-situ data in GIS

environment.

Andhra Pradesh (AP) coast  is a

densely populated region with more than 6.5 million people (2001 census) living within 5 m elevation above the

sea level including the port cities of Visakhapatnam, Kakinada and Machilipatnam. The study based on remote

sensing techniques revealed large-scale erosion along AP coast even along the river deltas, which are normally

the major depositional zones. The shoreline shifted landward due to erosion at a number of locations over a

combined length of 424 km accounting for a loss of 93 km2 coastal area while the land gained by deposition was

only 57 km2 during a 16-year period between 1990 and 2006 along the 1030-km-long AP coast. What is more

significant is the pronounced erosion rather than deposition in the 300-km-long Krishna-Godavari delta front

coast in the state, during the recent decades as evident from the photographs shown in figure 6. The land lost

by erosion in these deltas between 1990 and 2006 was about 62 km2 as against 41 km2 of land gained by

deposition resulting in a net loss of 21 km2 at an average rate of more than 131 ha per year.

The impact of the rising sea levels would be variable depending up on the characteristics of the coast

such as geomorphology and slope and the variability of marine processes such as waves and tides along the

coast. Coastal vulnerability assessment was aimed at identifying the degree of vulnerability of different segments

of AP coast. Five physical variables were considered namely (1) coastal geomorphology, (2) coastal slope,

(3) shoreline change history, (4) mean spring tide range, and (5) significant wave height for coastal vulnerability

assessment of the AP coast. Depending on the nature of each of these variables vulnerability, ranks ranging from

1 to 5 were assigned to different segments of the coast, with rank 1 representing very low vulnerability and rank

5 indicating very high vulnerability as far as that particular variable is concerned. Once, the ranking is done for

all the five variables, a Coastal Vulnerability Index (CVI) was prepared by integrating the differentially weighted

rank values of the five variables through additive mode using the formula: CVI = 4g + 4s + 2c + t + w. The five

letters in the formula represent the five variables in the order of 1 to 5 listed above, and the numbers 4 and 2

indicate the relative weightage given to different variables, keeping in view their relative significance in influencing

the coastal response to sea-level rise. The entire range of CVI values 15 to 57 thus obtained for the 307

geographic information system-generated segments of the 1030 km long AP coast were divided into four equal

parts each representing a particular risk class, such as low-risk (CVI range: 15-26); moderate risk (27-36); high

risk (37-46); and very high risk (47-57) as shown in figure 7.

Fig. 5: Vulnerability/Hazard/Setback line demarcated for Dahej coast, Gujarat
considering shore displacement and predicted sea level rise in 2105
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Fig. 6: Coastal erosion and shoreline retreat along the Krishna-Godavari delta region in
Andhra Pradesh during the 16-year period (1990-2006). (a) The shoreline at Uppada village
in the northeastern end of the Godavari delta retreated by 200 m with the sea engulfing
almost one half of the village; (b) ONGC test drill site in the central part of the Godavari
delta, which was more than 200 m inland about 10 years ago is now in the intertidal zone;
Beach ridges which were behind the beach and fore dune are being breached (c), and the
casuarina plantations over them (d) are uprooted in the southern part of the Godavari
delta; (e) the bottom-set prodelta clay beds are exposed due to heavy erosion in the central
part of the Krishna delta where the shoreline retreated by 400m in 16 years; and (f) the
shoreline retreated by 500 m and mangrove vegetation is destroyed by the advancing sea
in the western part of the Krishna delta

The risk classification indicated

that 43% of the AP coast over a length of

442 km is under the very high-r isk

category mostly along the Krishna,

Godavari and Penner delta front coastal

sectors.  Similarly, about 364-km-long

coastal segments, which account for 35%

of the total length are under the high-risk

category mostly in the southern part of

the AP coast near Pulicat Lake; north of

Penner delta; south of Krishna delta; and

between Krishna and Godavari deltas in

the central part of AP coast. In the

remaining part, 194 km long coast (19%

of the total) mainly the non-deltaic dune-

front sections, come under the moderate-

risk category, while the rocky coast on both

sides of Visakhapatnam and some

embayed/indented sectors over a

combined length of 30 km (3%) are in the

low-risk category.

If the sea level rises along the AP

coast by 0.59 m (the maximum possible

rise predicted by IPCC, 2007), an area of

about 565 km2 would be submerged

under the new low-tide level along the

entire AP coast, of which 150 km2 would

be in the Krishna-Godavari delta region

alone. The new high tide reaches further

inland by another ~0.6 m above the

present level of 1.4 m, i.e., up to 2.0 m. In

such a case, an additional area of about

1233 km2 along the AP coast including 894 km2 in the Krishna and Godavari delta region alone would go under

the new intertidal zone thereby directly displacing about 1.29 million people (according to 2001 census) who

live in 282 villages spread over nine coastal districts of Andhra Pradesh state. Notably, the inhabitants of these

villages are mainly hut-dwelling fishing communities who are highly vulnerable in socio-economic terms as well.

Further, there is every possibility of increased storm surges reaching much inland than at present with the rise in

sea-level.

The study, therefore, provides a future scenario for AP coast so that appropriate coastal zone management

may be considered in order to save life and property in the region from the imminent danger of sea-level

rise. This type of coastal vulnerability assessment of the entire Indian coastal region would be a useful input for

any management program aimed at protecting the highly resourceful but endangered national asset, i.e. our

coastal regions.

Further studies are in progress under the Programme on Climate Change Research in Terrestrial Environment

(PRACRITI) for developing coastal behavior models to describe, predict and quantify response of various types of
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0shorelines to sea level rise. Remote sensing

including photo-grammetry, GPS and GIS

technology are proposed to be utilized for

developing models related to SLR response

zonation.
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Introduction
The global average temperature is increasing over the past century. It is

generally believed that the Earth warmed from ~1900 to 1940, cooled slightly from

~1940 to 1965–1970 and then warmed markedly from ~1970 onwards (Hansen

et al., 2001; Trenberth et al., 2007). While the global warming in the past century was

estimated to be 0.8°C, the rise in temperature in the past three decades alone was

0.6°C at the rate of 0.2°C per decade as greenhouse gases became the dominant

climate forcing in recent decades (IPCC, 2007; Rosenzweig et al., 2008;).

Perhaps the most commonly recognized impact of global warming is the

eustatic rise in sea level (Allen and Komar, 2006) due to thermal expansion of seawater

and addition of ice-melt water (Meehl et al., 2005). Already there are evidences of

large scale ice melt in the three major ice repositories of the world. The Greenland ice

is melting at a rate of 239±23 km3 per year (Chen et al., 2006).

The direct impact of the sea level rise is on the coastal zones, which in spite of

being highly resourceful and densely populated are lowlying and hence would be

subjected to accelerated erosion and shoreline retreat due to increased wave strength,

as water depth increases near the shore. It also leads to saltwater intrusion into

coastal groundwater aquifers, inundation of wetlands and estuaries, and threatening

historic and cultural resources as well as infrastructure.

Change in groundwater levels with respect to mean sea elevation along the

coast largely influences the extent of seawater intrusion into the fresh water aquifers.

In other words, change in sea level would have the same effect on seawater intrusion

episode if the groundwater levels were held constant. In the geological past, due to

natural climatic variations sea levels have changed several times along the Indian

coast during glacial and interglacial periods, which are well recorded in the coastal

sediments in the form of transgressive and regressive nature of sediment types.

However, in the present  condition, the climate is largely influenced by the human

interference and this has led to the imbalance in the atmospheric heat balance. The

effect of this thermal imbalance is seen in the form of melting of polar ice sheets

leading to sea level rise and consequent salt water ingress in the low lying coastal

aquifer. Hydrogeological conditions and human activities close to the coast mainly

affect groundwater pollution due to seawater mixing. There has been no methodology



for evaluating the spatial distribution of

the seawater intrusion potential, which

essential ly takes into account

hydrogeological factors, and allows the

seawater intrusion of coastal aquifer.

Study Area
In the present study, mainly the

western part of the Gulf of Cambay (210

33”- 220 06” N, 720 08”- 720 27”E) has

been taken (Figure 1). The area comes

under a part of Bhavnagar and

Ahmedabad districts.  Bhavnagar,

Ghogha and part of Vallabhipur talukas

come under Bhavnagar district, and Dholka and Dhandhuka talukas comes under Ahmedabad district within

this study area.

Methodology
The concentration of mega cities, industries, harbors, farm cultivation, aquaculture and tourist activities,

clubbed with high population density has transformed resource full coastal belts into the resource scarce areas.

Both the quality and the quantity of all the natural resources are decreasing day by day along the coasts. The

stress on fresh water resources has indeed a matter of great concern. Though all the rivers end up with the sea

in the coastal areas the major portion of the utilizable water resources come from groundwater reservoirs. The

continued and unconcerned use of the groundwater in the coastal belts has led to alarming situations in many

parts of our country. The continued human interference into the coastal hydrologic system has led to the

pollution of the coastal groundwater aquifers by salt water. The groundwater pollution incidents due to salt-

water intrusions have increased many folds in the last couple of decades. Generally one comes to know about

the groundwater pollution due to saltwater mixing only after the incident has occurred. Experience show that

the remediation of the groundwater system, which has undergone salt-water intrusion, is rather difficult and

uneconomical in most of the cases. Change in groundwater levels with respect to mean sea elevation along the

coast largely influences the extent of seawater intrusion into the fresh water aquifers. In other words, change in

sea level would have the same effect on seawater intrusion episode if the groundwater levels were held constant.

It is believed that the most useful definition of vulnerability is one that refers to the intrinsic characteristics

of the aquifer, which are relatively static and mostly beyond human control. It is proposed therefore that the

groundwater vulnerability to seawater pollution be redefined, in agreement with the conclusions and

recommendations of the international conference on "Vulnerability of Soil and Groundwater to Pollutants",

held in 1987 in The Netherlands, (Duijvenbooden et al., 1987 and Anderson et al., 1987), as “ the sensitivity of

groundwater quality to an imposed groundwater pumpage or sea level rise or both in the coastal belt, which is

determined by the intrinsic characteristics of the aquifer.”

Some of the systems for aquifer pollution vulnerability evaluation and ranking include a vulnerability

index, which is computed from hydrogeological, morphological and other aquifer characteristics in some well-

defined way. The adoption of an index has the advantage of, in principle, eliminating or minimising subjectivity

in the ranking process.  Given the multitude of authors and potential users of vulnerability maps in European

Community (EC) countries, Lobo-Ferreira and Cabral, 1991 suggested that a vulnerability index be used in the

vulnerability ranking performed for European Community maps. Such a standardised index has been adopted in

the U.S., Canada and South Africa, and is currently used in those countries. The DRASTIC index, developed by

Fig. 1: The area of study
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Protection Agency  is one such method.

This index has the characteristics of

simplicity and usefulness.

Inherent in each hydrogeologic setting is

the physical characteristics that affect the

seawater intrusion potential. The most

important mappable factors that control

the seawater intrusion in the study area

are found to be;

1. Groundwater Occurrence (aquifer type;

unconfined, confined and leaky confined).

2. Aquifer Hydraulic Conductivity.

3. Depth to Groundwater Level above Sea.

4. Distance from the Shore (distance inland

perpendicular from shoreline).

5. Impact of existing status of seawater

intrusion in the area.

6. Thickness of the aquifer, which is being

mapped.

A numerical ranking system to

assess seawater intrusion potential in

hydrogeologic settings has been devised

using these parameters factors. The system

contains three significant parts: weights,

ranges and ratings. Each parameter has

been evaluated with respect to the other

to determine the relative importance of

each factor.

Results and Discussions
Well locations data pertaining to

parameters like Total Depth (TD), Static

Water Level (SWL), Total Dissolved Solids

(TDS), Carbonate (CO3), Bi-Carbonate

(HCO3) and Chloride (Cl)  around

Bhavnagar district have been collected

from Gujarat Water Resources

Development Corporation (GWRDC),

Gandhinagar, Gujarat for pre-monsoon

(May) and post-monsoon (October) period.

Though the total data collected are from

89 boreholes, 47 have been used in the
Fig. 2: Vulnerability ranking to salt water intrusion in pre and post monsoon
periods
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present study because other data sets are

deprived of one or the other parameters.

No data were available for the Kundla taluk

of this district for which vulnerability map

has not been generated there.

Vulnerabi l ity ranking for salt

water intrusion has been estimated in pre

and post monsoon season in this region

(Figure 2).  Mult i-seasonal study is

important to understand the seasonal

variability in the model.

As per the guidelines set up by

the World Health Organisation (WHO) at

Geneva in 1993 and also by European

Union (EU) in 1998, the drinking water

should not have chloride by more than

250 mg/l. To have an idea about the

distribution of chlorine in water in pre and

post monsoon period, the chlorinity values

(mg/l) of the entire well samples have been

plotted and contours have been drawn in

contour generating software named

SURFER.  Six ranges viz. (0-250 mg/l), (250-

500 mg/l), (500-1000 mg/l), (1000-1500

mg/l), (1500-2000 mg/l) and (> 2000 mg/

l) have been considered in the present

study. An attempt has also been made to

see the distribution of all the villages in

Bhavnagar districts over the chloride

contours through out the region. Figure

3 show the distribution of various villages

over the chloride contours in pre and post

monsoon respectively.

Conclusion
Risk of seawater intrusion is

determined not only by the intrinsic

characteristics of the aquifer, which are

relatively static and hardly changeable, but

also on the existence of intensive activities

of groundwater pumpage along the coast,

which are dynamic factors which can in

principle be changed and controlled. The

other important factor of concern in terms

of climatic change is the expected rise inFig. 3: Chloride contours and distribution of villages in the area
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of the seawater intrusion. The seriousness of the impact on water use will depend not only on

aquifer vulnerability to seawater intrusion but also on the magnitude of the seawater intrusion

episode, and the value of the groundwater resource.
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Introduction
In the present scenario, it is generally agreed that the earth climate will modify in

response to radiative forcing induced by changes in atmospheric trace gases, cloud cover,

cloud type, solar radiation and tropospheric aerosols (liquid or solid particles suspended in

the air). Atmosphere of the earth consists of several components (aerosol, water vapour,

mixed gases, ozone, etc.) which shows spatial and temporal variation. Naturally, their role in

radiation budget is different from each other. Among these parameters, the behavior of

aerosol is found to be more complex in their spatial and temporal distributions and optical

properties. Sulfate and some organic aerosol particles scatter solar radiation back into space

and can cool earth’s surface (Dickerson et al., 1997). Therefore, the understanding of aerosols

and their radiative effects are important in climate forcing studies. The life time of aerosol

varies from few minutes to years and the temporal and spatial variations are large. Aerosols

could directly reflect or absorb the incoming solar energy there by altering the radiation

balance of the earth atmosphere system (Kaufman et al., 2002). As aerosol accounts for

much of the lower atmosphere of earth, the studies on seasonal variation of aerosol optical

depth and its role on radiation budget is much significant.

Aerosol Climatology Over Tropical Indian Ocean
The aerosols are either of terrestrial origin (for example, from industrial smoke,

pollen, volcanic eruptions, meteoric dust, sand storm, forest fires, and agricultural and slash

burning), or marine origin (from salt crystals, ocean spray, and nuclei of hygroscopic salts on

which water is condensed, dimethyl sulphide from marine plankton). Suspended water and

ice particles in fog and clouds lie on the borderline of the definition of aerosol particles.

Natural aerosol particles range from radius 10-3 to 102 µm; very small particles (called Aitken

particles) from 10-3 to 10-1 µm ; and the large particles from 0.1 to 1 µm. Particles in the 1-100

µm range are called as giant particles. The amount of aerosol in the atmosphere is sometimes

specified in terms of the number of particles per cubic centimeter. The number density

decreases exponentially with altitude, up to about 5 km, and remains constant at 10-15 km

altitude. To measure aerosol absorption, single scattering albedo is used. The single scattering

albedo is the ratio between the scattering coefficient and the total extinction coefficient

(scatter ing and absorption). The single scatter ing albedo value varies with

type of aerosol present in the atmosphere and with the Relative Humidity (RH). The

aerosol measurement over tropical Indian Ocean has revealed that the weakly or non-

absorbing aerosols (sea salt, sulphate, organics and ash) amounts to 74% and absorbing

aerosols (soot and dust) amounts to 26% (Satheesh, 2002). The single scattering albedo
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0values of standard maritime aerosols vary between 0.98 and 0.99 corresponding to relative

humidity of 0% to 99% respectively (Kay and Michael, 2000).

It is clearly understood that atmospheric aerosols have a significant impact on climate

due to their important role in modifying the incoming solar and outgoing infrared radiation.

The question of whether aerosol cools (negative forcing) or warms (positive forcing) the planet

depends on the relative dominance of absorbing aerosols. An aerosol with significant soot

content can have a net warming effect. A completely scattering aerosol increases the value of

planetary albedo and hence, cools the planet. If the absorbing aerosol (for example, soot)

amount is significant, the net effect of aerosol can be a decrease in the values of planetary

albedo due to absorption. This means the warming or cooling effect can change from region

to region, depending on many factors, such as the relative strengths of various sources and

sinks. The aerosols that have a net cooling effect partly offset the warming due to greenhouse

gases, and those that have a net warming effect compliment the greenhouse warming.

The Indian Ocean region includes some of the most densely populated countries on

earth. The pollution from fossil-fuel and biomass burning in these countries is already having

a significant influence on the regional atmospheric chemistry. The anthropogenic aerosols

released from this region are projected to become the dominant component of anthropogenic

aerosols worldwide in the next 25 years (Nakicenovic & Swart, 2000, available at http://

www.grida.no /climate/ipcc/emission/ index.htm). Atmospheric Brown Clouds (ABCs) are basically

layers of air pollution consisting of aerosols such as Black Carbon (BC), Organic Carbon (OC),

and dust that absorb and scatter solar radiation. The absorption of solar radiation by ABCs

contributes to atmospheric solar heating. The absorption together with the scattering leads to

a large reduction of UV and visible wavelength solar radiation at the surface, alternately referred

to as dimming (Ramanathan et al., 2005).

In Asia, aircraft and satellite data have revealed that ABC plumes, measuring 1 - 3 km

thick, surround the Hindu Kush-Himalayan-Tibetan glaciers, both from the South Asian and the

East Asian sides. The estimation shows that the soot emissions increased three-fold in India and

five-fold in China, while sulphur emissions have increased ten-fold in China and seven-fold in

India between 1950 and 2002. ABC-

induced atmospheric solar heating and

surface dimming are large over India and

China. The annual mean solar heating of

the troposphere increased by 15% or more

over China and India. Heating increase in

the lower atmosphere (surface to 3 km),

where ABCs are located, is as much as 20 -

50% (6 - 20 W m-2) over China and India.

Large increases in heating rates are also

widespread over regions in the Northern

Indian Ocean and the Western Pacific

Ocean (Ramanathan et al., 2008). The

estimation shows that the mean annual

surface dimming due to direct ABC forcing

over China and India, is about 14 - 16 W

m-2 which amounts to 6%.
Fig. 1: The aerosol climatology (2001-2008) over tropical Indian Ocean as
seen by MODIS (Terra).
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Measurement of aerosol is carried out all over the world using ground and space borne sensors. Aerosol

optical depth is regularly derived from SeaWiFS and MODIS sensor and used by the scientific community in

various climatic studies. In this study, MODIS Terra Aerosol product data of 2001 to 2008 has been taken for

generation of Climatology over Tropical Indian Ocean (Figure 1).

The AOD value reaches to

maximum during south west monsoon

season and remains minimum during

north east monsoon. The monthly

variation and mean of eight years AOD

over entire study area is presented

in figure 2.

The Indian Ocean shows

minimum AOD throughout the year

(Figure 1) compared to the Arabian Sea

and Bay of Bengal. The oceanic area of

Indian sub continent especially Arabian

Sea undergoes a major transition from anthropogenic aerosols during the northeast winter monsoon season to

mineral dust and sea salt during south west summer monsoon. The reason for summer monsoon maximum

(above equator) is due to southwest wind bringing dust from Africa and Arabian Peninsula. In a similar study, Li

and Ramanthan (2002) show that the AOD is significantly higher in northern hemisphere than in southern

hemisphere, with peak value of AOD appearing near the coastal region. The study also indicates that the plumes

of aerosol are originated from the Arabian Peninsula, the Indian subcontinent and south East Asia extend over

most of the north Indian ocean. They also confirm the appearance of plumes of high AOD near the coast of

Sumatra, which is clearly visible in the present dataset. The plume appears in September, spreads in October and

disappears in November (Figure 1).The present analysis shows an annual cycle of monthly maximum in July and

minimum in January over the tropical Indian Ocean (Figure 2).

Conclusion
The above study shows the potential of satellite sensor to study the variation of aerosol in the atmosphere.

Recently launched Oceansat-2 has the capability to provide AOD over the ocean which can be fully exploited to

study the aerosol climatology over tropical Indian Ocean.
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Introduction
Climate change is emerging as a key research interest for understanding consequences

on environment, ecosystem processes and human society. The human activities, particularly

after industrial revolution with accompanied land-use and land-cover changes, are considered

as the major cause of global warming by releasing the greenhouse gases (CO2, CH4, N2O,

hydrofluorocarbons, perfluorocarbons, etc.) into the atmosphere. Of all the greenhouse

gases in the atmosphere, CO2 is the chief source of climate change as it accounts for about

63% share of the warming observed so far (Peake and Smith, 2009). Its present level in the

atmosphere as on August 2010 is about 388 ppm (http://co2now.org/); more importantly, its

increase at an alarming rate of about 2 ppm/year is a matter of utmost concern (Dessler and

Parson, 2010). The Second, Third and Fourth IPCC’s (Intergovernmental Panel on Climate

Change) Reports have highlighted the strong role of human activities on the Earth’s climate

(Peake and Smith, 2009).

Fossil-fuel burning and industrialization are the major cause of increase in

atmospheric abundance of greenhouse gases, but in addition, human influence in the form

of extensive land-use/land-cover (LULC) change is also recognized as one of the important

mechanisms for climate change as it alters the biogeophysical, biogeochemical and energy

exchange processes within the terrestrial land surface and atmosphere (Hanjie et al., 2006;

Wang et al., 2007; Dessler and Parson, 2010; Mahmood et al., 2010). Developing countries,

such as India, are likely to witness dramatic change in LULC in this century. The cumulative

impacts of climate change and LULC change are thus likely to be more severe in developing

countries due to poor adaptability (Gosain et al., 2006).

Understanding the nature and spatial distribution of past LULC change and its drivers

are of vital importance to project the future LULC change scenarios and to assess its potential

impacts on environment, socio-economics and human health (Lambin et al., 2003). The

future LULC change projections are also needed as critical inputs in climate and carbon cycle

models to help understand the potential feedbacks of LULC change on climate and

biogeocycles. Most serious impact of LULC is modifications of natural habitats, which are

repository of innumerable species and sustain the complex network of ecosystems.

The availability of reliable information about the past and present status of LULC in

a spatially distributed form and at appropriate scale is one of the major issues in global

change studies. The Indian Space Research Organisation (ISRO) has undertaken a number of

initiatives in this direction aiming at generating baseline datasets concerning to climate
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0change studies. A few of these initiatives, especially with reference to dynamics of LULC change

inherently encompassing human dimensions of climate change and their environmental

consequences on biodiversity, hydrologic processes and biogeochemical cycles based on satellite

based observations and modeling, are highlighted here.

Climate Change and Land-Use / Land-Cover Dynamics
Land-use / land-cover (LULC) change is central to climate change as both the processes

are linked with each other in a complex way at multiple spatial and temporal scales. The

changes in LULC alter the energy fluxes thereby affecting the climate, while climatic variability

and change in turn affect the LULC patterns through the feedback mechanism. The cause-and-

effect relation between these two processes has significant environmental implications, such

as biodiversity loss, alterations in hydrological processes, changes in biogeochemical cycles,

land degradation and its impact on agriculture, etc.

The drivers responsible for changes in land/use fall essentially in two categories:

biophysical drivers and socio-economic drivers (Lo and Yang, 2002). The biophysical drivers

include characteristics and processes of the natural environment, such as elevation, slope, soil

types, climatic variables, etc.; whereas,

socio-economic drivers mainly include

demographic, social, economic, political

and technological factors. Many studies

have indicated beyond doubt that human

actions, mediated by socio-economic

drivers, are mainly responsible for land-

use change in the recent past, which in

turn has resulted in land-cover change.

To understand the cause-and-effect

relation between the LULC change and the

global cl imate change including the

human dimensions of such change, the

fol lowing key questions need to be

answered: (1) where LULC changes have

taken place in the past; (2) what are the

drivers or determinants of land-use

change, (3) how information on these

drivers can be used to project future LULC

patterns, and (4) what wil l  be the

consequences of change in LULC

and climate.

Recognising the importance and

linkages of LULC change with global

climate, a comprehensive nation-wide

study aiming at understanding the spatial

dynamics and drivers of LULC change as

well as generating future scenarios of

LULC change and their consequences is

initiated within the framework of ISRO-
119

S. Land-use / Land-Cover (LULC)

No.

Level-1 Level-2

(NRC-L1) (IGBP* Classification) Code

1 Built-up 1.0  Built-up (both urban and rural) BU

2 Agriculture 2.0  Crop land CL

2.1  Fallow land FL

2.3  Plantations PL

3 Forest 3.0  Evergreen needle forest ENF

3.1  Evergreen broad leaf forest EBF

3.2  Deciduous needle forest DNF

3.4  Deciduous broad leaf forest DBF

3.5  Mixed forest MF

3.6  Shrub land SL

3.7  Savanna SV

3.8  Grassland GL

4 Barren /

Waste land 4.0  Barren land BL

4.1  Waste land WL

5 Water bodies 5.0  Water bodies WB

6 Snow and Ice 6.0  Snow and Ice SI

 *IGBP – International Geosphere Biosphere Programme

Table 1: Land-use / land-cover (LULC) classification scheme

(source: ISRO-GBP LULC Project Manual, NRSC, 2009.



Geosphere Biosphere Programme (ISRO-

GBP). The study has the following short-

term and long-term objectives:

Short term objectives

• To create LULC database at 1:250,000

scale with uniform classification scheme

and study the LULC dynamics for the past

20 years at 10 years interval (1985, 1995

and 2005);

• To create database on demographic,

socio-economic, infrastructure and

climatic parameters; and

• To identify and analyse the biophysical

and socio-economic drivers of

land-use change.

Long term objectives

• To study and understand the drivers and

impact of human dimension on dynamics

of LULC change;

• To generate the futuristic LULC scenarios

using appropriate models; and

• To study the effect of LULC change

along with cl imatic forcing on

hydrological regime.

In order to carry out this study,

the entire country is divided into 14 river

basins – Indus basin, Lower Ganga basin,

Upper Ganga basin, Yamuna basin,

Chambal basin, Bramhmaputra Basin,

Cauvery basin, Pennar basin, Krishna

basin, Godavari basin, Mahanadi basin,

Western ghats, Narmada basin, and Luni

& Ghaggar basin. Each river basin is

characterized by its typical topography,

hydrology, climate and anthropogenic

influence. The existing LULC database at

1:50,000 scale, prepared under the

‘Natural Resources Census’ (NRC) Project

of the ‘Natural Resources Repository’ (NRR)

programme of the Department of Space,

Government of India, is harmonized atFig. 1: LULC maps of Pennar river basin for 1985, 1995 and 2005 time periods (source:
ISRO-GBP LULC Project Team). For description of LULC codes, refer to Table 1
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01:250,000 scale following the classification scheme adopted in this study. This harmonised

LULC maps at 1:250,000 scale forms the reference data, based on which changes in LULC units

during 1995 and 1985 are mapped using spatially referenced satellite images of the

corresponding periods. The LULC classification scheme adopted in the present study (Table 1)

is in conformity with the scheme followed by International Geosphere Biosphere Programme

(IGBP) to prepare global land-cover datasets. The preparation of LULC datasets for 2005 is

completed for all the 14 river basins. For 1995 and 1985 periods, datasets are ready for 7 river

basins and for the remaining 7 basins, work is in advanced stage. One such example of LULC

datasets for the three time periods is shown in figure 1. The preparation of database on

demographic, socio-economic, infrastructure and climatic parameters is also in progress. The

tasks of database preparation and analysis are shared by 11 partner institutions of the country,

apart from ISRO centres.

As mentioned earlier, projecting LULC change is essential to understand the potential

feedbacks to climate and assess the environmental impacts, which in turn help formulating the

strategies to address these concerns. Understanding the drivers of human-nature coupled

LULC change processes is the key to simulate future LULC scenarios. Cellular Automata (CA)

models are being increasingly used now-a-days to simulate dynamics of LULC change (Lo and

Yang, 2002; Li et al., 2002; Barredo et al., 2004). The advantages of CA models are: (i) spatial

in nature, (ii) address dynamism, (iii) simple to implement and (iv) capability to simulate complex

patterns (Li et al., 2002). CA consist of a grid of cells, in which state of each cell depends on its

previous state and that of its immediate neighbourhood, according to a set of specific rules,

called as transition rules (Barredo et al., 2004). An example of futuristic LULC scenario generated

for Goa State using CA-Markov technique, a hybrid approach combining CA with Markov

Chain, is shown in (Figure 2). In such a hybrid approach, spatial dynamics is controlled by local

rules through CA mechanism, while temporal dynamics of LULC classes is controlled through

transitional probabilities computed using Markov chain (NRSC, 2009). The LULC datasets of

1985 and 2005-06 are used as inputs for calibrating the model. An agent based model is also

developed as a part of ISRO-GBP LULC project to simulate the future LULC scenarios.

Customization of the software is in progress.

Impact of Climate Change on Biodiversity
The climate-life support system on the planet earth is unique in the universe. Therefore,

the changes in the climatic conditions will have a huge impact on the life-forms. India is one of

the megabiodiversity centers and second in human and cattle population and a source of

anthropogenic pressures. Biodiversity in totality is a manifestation of climatic and edaphic

conditions, or in other words climate of an area will also entail about the quality and type of

biodiversity. The distribution and occurrence of biodiversity in India are greatly influenced by

these factors. India with three biodiversity hotspot regions, viz. Western Ghats, Himalayas and

Indo-Burmese region, represent unique assemblages of biodiversity at all levels. With more

than 19,395 (5725) of flowering plants, pteridophytes 1200 (193), fungi 14,500 (3500),

bryophytes 2850 (938) and algae 6500 (1924) species (endemic) in India, (Sharma and Singh,

2000) occurring in about 221 types and subtypes of vegetation (Champion & Seth, 1968), the

country has unparallel wealth of living organisms.

To understand the impact of climate change, it is important to understand first the

impact of climatic changes in the past. The paleobotanical studies of the geological past have

produced enough evidence about the linkage between climatic conditions and biodiversity
121



(Herman, 2009). Biodiversity will respond

to the changed cl imatic condit ions

differently. With the increased CO2 levels

along with other greenhouse gases, the

heat balance of the planet earth will be

affected, which in-turn will impact primary

productivity and pattern of biodiversity,

including human behavior and response.

Therefore, it  is  very pert inent and

important to assess and understand the

drivers of changes and predict the possible

changes in climate and its impact on the

biodiversity including human kind.

In general, the impact of climate

change will be more pronounced on the

tropical biodiversity found in most part of

the country. The increase in temperature

may lead to the shifting or alternation of

boundaries of present distribution of

biomes in India. The greatest threat due

to climate change will be to endemic

(~28%) and rare species having narrow

distr ibutional range as their rate of

migration may not match to the rate of

cl imate change due to l imited seed

dispersal mechanisms and dynamics.

Hence, these species will neither be able

to migrate towards higher altitudes or

poles, nor be able to regenerate and/or

evolve in situ and, therefore, will be lost.

Attempts have been made to simulate the ecosystem processes and generate scenarios at different CO2

concentrations at global level. Predictive analysis indicates that different ecosystems will have varying impact on

biodiversity and primary productivity in tropical to tundra forests. In addition to climate, the role of human

interference, disturbance regimes, forest fragmentation levels, topographic variability, etc. are equally significant

for species distribution; therefore, a proper understanding of the cause-and-effect relationship among various

factors at local level is essential for predictive analysis. This calls for the availability of reliable national level

databases on various aspects at appropriate scale. A well coordinated effort in conjunction with the latest

technologies and modeling approaches viz., remote sensing, GIS, GPS, ecological models, niche models (Irfan-

Ullah et al., 2007),  bioclimatic envelop models, etc. have made it possible to collect, represent and analyse data

more precisely for decision making process.

ISRO’s initiatives towards creating primary databases at national level on various aspects of natural

resources, like vegetation cover type, biodiversity, biomes (Roy et al., 2006), landuse/ landcover, forest fires,

drought incidences, land degradation, etc. within the framework of Natural Resources Census project, ISRO-

GBP programme and other mission projects will play a key role in assessing the impact of climate change on

Fig. 2: Projected LULC scenario in Goa State for 2027 based on CA-Markov approach using
LULC maps of 1985 and 2005-06 as inputs
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climatic vegetation type map of south-

central Asia and biome level map of India

are important inputs for climate change

modeling. The primary database on the

inventory of phytodiversity generated

under ‘Biodiversity Characterization at

Landscape Level’ project in last 13 years

based on more than 20,000 geo-

referenced sample plots across the country

representing almost all ecosystems is most

unique and suitable for climate change

studies (www.bisindia.org) (Figure 3), (IIRS,

2002a,b,c, 2003, 2007); .  The geo-

locational information on endemic

plant species is avai lable based on

stratified random samples and can be used for niche modeling to find newer potential or

realized habitats. Since anthropogenic pressures alter the matrix of the Earth’s ecosystems

through fragmentation, the vegetation cover type maps are useful in quantification of

fragmentation and disturbance regimes, conservation priority zonation, etc.  Presently, this

geo-locational species database has been used for quantification of biodiversity in terms of

frequency, abundance and dominance of tree, shrub and herbaceous species. It has

demonstrated its potential in niche modeling for new distribution/locations of endangered

and/or endemic species.

There is a need to make joint effort to create climate change scenarios on potential

redistribution range of Indian biodiversity at appropriate scale using predictive models, niche

modeling, dynamic vegetation models, envelop models, etc. Further, additional information

on seed dispersal, climatic data, soils, topography, hydrology, socio-economic data also needs

to be integrated in a holistic manner through multidisciplinary approach.

Impact of LULC and Climate Change on Hydrological Regime
Human-induced alteration in land-cover characteristics and climate change together

can result in substantial change in hydrological and watershed processes (Bosch and Hewlett,

1982; Stednick, 1996, Matheussen et al., 2000; Foley et al., 2004; Gosain et al., 2006; Gao

et al., 2009; Petchprayoon et al., 2010; Schilling et al., 2010). Previous studies have shown that

removal of forest cover alone is the major cause of changes in hydrological processes, including

evapotranspiration, streamflows, accumulation and snowmelt processes (Bosch and Hewlett,

1982; Gao et al., 2009). Hence, there is a need to understand the impacts of such changes on

water resources availability so as to evolve suitable adaptation strategies. Many river basins of

India have been repetitively facing adverse hydro-meteorological conditions, such as floods,

droughts and cyclones in the recent times. Frequent occurrence of these events indicates a shift

in the hydrological response of the river basins. The reason for such changes in the hydrological

regime could be attributed to the long term climate and land-cover changes in the region.

The impacts of LULC and climate changes on hydrology can be best handled through a

physical based, distributed hydrological model capable of simulating hydrological processes. Such a

treatment is essential since the hydrological response of river basin is a highly complex process,

Fig. 3: Biodiversity characterization at Landscape level database (Source: DBT-
DOS Project
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which is governed by a large number of

biophysical variables of the land surface and

climatic forcing.

In order to understand and

quantify the effect of LULC and climate

change on hydrological regime, basin-

scale hydrological modeling is envisaged

within the framework of ISRO-GBP LULC

and NAPCC (National Action Plan for

Cl imate Change) projects. A broad

framework of the methodology to be

adopted is shown in figure 4. Hydrological

simulation, including calibration and

validation of the model, will be carried out

based on LULC datasets for the years

1985, 1995 and 2005. Various bio-

physical parameters, viz. leaf area index,

albedo, fractional vegetation cover, etc. will be determined using remote sensing data. Soil parameters will be

determined using field observations and existing soil maps of NBSSLUP (National Bureau of Soil Survey & Land

Use Planning). Terrain parameters, viz. elevation, slope, flow direction, flow accumulation will be derived using

SRTM or ASTER DEM (Digital Elevation Model).  Hydro-meteorological parameters will be forced in the model for

different years which includes projected IPCC scenarios. Then, hydrological simulation in selected river basins

for past, current and future (years 2020 and 2070) LULC scenarios will be carried out and finally impact of LULC

and climate change on hydrologic regime (evapotranspiration, surface runoff and base flow) will be analysed.

The results will help in formulating strategies for sustainable water resources management and food security.

Impact of LULC and Climate Change on Biogeochemical Cycles
CO2, CH4 and CO which are the derivatives of Carbon and N2O, NOx which are the derivatives of Nitrogen,

are considered as the Green House Gases (GHG). The terrestrial biosphere plays a key role on the control of these

gases through biogeochemical cycles. Historically hierarchical models were developed to study the biogeochemical

cycles of the terrestrial ecosystem. The Carnegie–Ames–Stanford Approach (CASA) and the Biome-BGC are the

two remote sensing driven terrestrial ecosystem models generally used to study biogeochemical cycles of terrestrial

system. These models are driven by time-varying climatic parameters (precipitation, solar radiation, air

temperature), satellite measured greenness index, and soil and LULC attributes.

LULC data are important for modeling and understanding the regional/global biogeochemical cycles of

C, N and other elements (Gao et al., 2010). The impact of LULC change on C and N fluxes across the land and

atmosphere interface over the terrestrial India is envisaged within the framework of ISRO-GBP LULC project. To

achieve this objective, LULC maps corresponding to 2000 and 2008 periods will be used as input to the ecosystem

models: the CASA and Biome-BGC. Other inputs for the model will be taken from different sources: NDVI based

on Global Inventory Modeling and Mapping Studies (GIMMS); data of climatic parameters based on Climate

Research Unit (CRU) at the University of East Anglia (UEA) (www.cru.uea.ac.uk/cru/data/hrg), and the soil map

based on the Food and Agriculture Organization (FAO) of UNESCO world soil map.  Simulation results will

provide the information about Net Ecosystem Productivity (NEP), Net Primary Productivity (NPP), Soil Organic

Carbon Content (SOC), and storages and exchanges of C and N among different reservoirs (pools) of the

terrestrial ecosystem and with the atmosphere corresponding to 2000 and 2008 periods. Validation of the

Fig. 4: A broad framework for simulating the impact of LULC and climate change on
hydrological regime
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0results could be made at few selected points and over the agricultural/forest lands, where in

situ measurements or other sources of data are available under different projects. Specific

analysis will be carried out to assess the effect of LULC change (during 2000–2008) on C and

N cycle over the terrestrial India.
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