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Abstract. The dawning Ubiquitous Computing age demands a new at-
tacker model for the myriads of pervasive computing devices used: since
a potentially malicious user is in full control over the pervasive device,
additionally to the cryptographic attacks the whole field of physical at-
tacks has to be considered. Most notably are here so-called side chan-

nel attacks, such as Differential Power Analysis (DPA) attacks. At the
same time, the deployment of pervasive devices is strongly cost-driven,
which prohibits expensive countermeasures. In this article we survey a
broad range of countermeasures and discuss their suitability for ultra-
constrained devices, such as passive RFID-tags. We conclude that adi-
abatic logic countermeasures, such as 2N-2N2P and SAL, seem to be
promising candidates, because they increase the resistance against DPA
attacks while at the same time lowering the power consumption of the
pervasive device.

1 Introduction

Mark Weiser’s famous vision of ubiquitous computing (ubicomp) [47], which is
widely believed to be the next paradigm in information technology, seems to
become reality in the near future, since increasingly everyday items are enhanced
to pervasive devices by embedding computing power. The mass deployment of
pervasive devices promises on the one hand many benefits (e.g. optimized supply-
chains), but on the other hand, many foreseen applications are security sensitive
(military, financial or automotive applications), not to mention possible privacy
issues. With the widespread presence of embedded computers in such scenarios
security is a striving issue, because the potential damage of malicious attacks also
increases. Even worse, pervasive devices are deployed in a hostile environment,
i.e. an adversary has physical access to or control over the devices, which enables
the whole field of physical attacks. Not only the adversary model is different for
ubicomp, but also its optimisation goals are significantly different from that of
traditional application scenarios: high throughput is usually not an issue but
power, energy and area are sparse resources. Due to the harsh cost constraints
for ubicomp applications only the least required amount of computing power



will be realized. If computing power is fixed and cost are variable, Moore’s Law
leads to the paradox of an increasing demand for lightweight solutions.

In this article we are going to address the issue of lightweight side-channel
countermeasures. Our main contribution is a survey of countermeasures on dif-
ferent architectural levels (cell, gate, algorithmic) and an evaluation of their
suitability for constrained devices. Our main metrics are the area and timing
overhead, but we also take practical evaluations into account to identify a set of
countermeasures that seem to be promising for constrained devices.

The remainder of this article is organized as follow: In Section 2 we are
going to briefly highlight the hardware properties of basic building blocks, such
as Boolean operations and flipflops. Subsequently in Section 3 we introduce to
Side channel attacks and several previously proposed countermeasures. Then in
Section 4 we will evaluate a selection of countermeasures with regard to their
suitability for constrained devices. Finally this paper is concluded in Section 5.

2 Hardware properties of cryptographic building blocks

Block ciphers take a block of data and a key as input and transform it to a
ciphertext, often using a roundfunction that is iterated several times. The in-
termediate state is called data state and key state, respectively. While software
implementations have to process single operations in a serial manner, hardware
implementations offer more flexibility for parallelization and serialization. Gen-
erally speaking there exist three major architecture strategies for the implemen-
tation of block ciphers: serialized, round-based, and parallelized. In a serialized
architecture only a fraction of a single round is processed in one clock cycle.
These lightweight implementations allow to reduce area and power consumption
at the cost of a rather long processing time. If a complete round is performed in
one clock cycle, we have a round-based architecture. This implementation strat-
egy usually offers the best time-area product and throughput per area ratio. A
parallelized architecture processes more than one round per clock cycle, leading
to a rather long critical path. A longer critical path leads to a lower maximum
frequency but also requires the gates to drive a higher load (fanout), which
results in larger gates with a higher power consumption. By inserting interme-
diate registers (a technique called pipelining), it is possible to split the critical
path into fractions, thus increasing the maximum frequency. Once the pipeline
is filled, a complete encryption can be performed in one clock cycle with such
an architecture. Consequently, this implementation strategy yields the highest
throughput at the cost of high area demands. Furthermore, since the pipeline
has to be filled, each pipelining stage introduces a delay of one clock cycle.

In the context of lightweight cryptography, clearly serialized implementations
are the most important architecture, since they allow to significantly reduce the
area and power demands. In order to compare the area requirements indepen-
dently of the technology used, it is common to state the area as gate equivalents
[GE]. One GE is equivalent to the area which is required by the two-input NAND
gate with the lowest driving strength of the appropriate technology. The area in



GE is derived by dividing the area in µm2 by the area of a two-input NAND
gate. However, it is not easy to compare the power consumption of different
technologies.

In order to reuse the same hardware resources in a serialized or round-based
implementation, data and key state have to be stored. Since external memory
is often not available for cryptographic applications or draws too much current
(e.g. on passive RFID-tags), the state has to be maintained in registers using
flipflops. Unfortunately flipflops have a rather large area and power demand,
for example, when using the Virtual Silicon (VST) standard cell library based
on the UMC L180 0.18µ 1P6M Logic process (UMCL18G212T3, [46]), flipflops
require between 5.33 GE and 12.33 GE to store a single bit (see Table 1). The gate
count differs so significantly for different cells because the first cell (HDDFFPB1)
consists only of a simple D flipflop itself, while the latter one (HDSDERSPB1)
comprises of a multiplexer to select one of two possible inputs for storage and
a D flipflop with active-low enable, asynchronous clear and set. There exists
a wide variety of flipflops of different complexity between these two extremes.
A good trade-off between efficiency and useful supporting logic provide the two
flipflop cells HDSDEPQ1 and HDSDFPQ1. Both are scan flipflops, which means
that beside the flipflop they also provide a multiplexer. The latter one is also
capable of being gate clocked, which is an important feature to lower power
consumption. Storage of the internal state typically accounts for at least 50 %
of the total area and power consumption. E.g. the area requirements of storage
logic accounts for 55 % in the case of a round-based present [3] and for 86% in
the case of a serialized present [34], while for a serialized AES it accounts for
60 % of the area and half of the current consumption (i.e. 52 %) [7]. Therefore
implementations of cryptographic algorithms for low-cost tag applications should
aim to minimize the storage required.

The term combinatorial elements includes all the basic Boolean operations
such as NOT, NAND, NOR, AND, OR, and XOR. It also includes some basic
logic functions such as multiplexers (MUX). It is widely assumed that the gate
count for these basic operations is typically independent of the library used.
However, in [34] it has been shown that ASIC implementation results of a se-
rialized present in different technologies range from 1, 000 GE to 1, 169 GE.
This indicates that also the gate count for basic logic gates differs depending
on the used standard-cell library. For the Virtual Silicon (VST) standard cell
library based on the UMC L180 0.18µ 1P6M Logic process (UMCL18G212T3,
[46]) the figures for selected two-input gates with the lowest driving strength is
given in Table 1. Note that in hardware XOR and MUX are rather expensive
when compared to the other basic Boolean operations.

In the next section we will introduce background information of Differential
Power Analysis attacks and their countermeasures.



Table 1. Area requirements and corresponding gate count of selected standard cells
of the UMCL18G212T3 library [46].

Standard cell Cell name Area in µm2 GE

NOT HDINVBD1 6.451 0.67

NAND HDNAN2D1 9.677 1

NOR HDNOR2D1 9.677 1

AND HDAND2D1 12.902 1.33

OR HDOR2D1 12.902 1.33

MUX HDMUX2D1 22.579 2.33

XOR (2-input) HDEXOR2D1 25.805 2.67

XOR (3-input) HDEXOR3D1 45.158 4.67

D Flip flop HDDFFPB1 51.61 5.33

Scan D flipflop
HDSDFPQ1 58.061 6

/w enable

Scan flipflop HDSDEPQ1 83.866 8.67

complex
HDSDERSPB1 119.347 12.33

Scan flipflop

3 Introduction to DPA and Countermeasures

Although nowadays side-channel attacks, after the first publication of power
analysis attacks in [16], are known as a serious threat for devices performing
cryptographic operations, in fact this kind of attacks has been accidentally dis-
covered in 1943 [26]. These attacks exploit the fact that the execution of a cryp-
tographic algorithm on a physical device leaks information about the processed
data and/or executed operations through side channels, e.g., power consump-
tion [16], execution time [15] and electromagnetic radiation [8]. As presented in
a number of publications, side-channel attacks particularly power analysis at-
tacks are considered as an extremely powerful and practical tool for breaking
cryptographic devices.

By measuring and evaluating the power consumption of a cryptographic de-
vice, information-dependent leakage is exploited and combined with the knowl-
edge about the plaintext or ciphertext (in contrary to mathematical cryptanal-
yses which require pairs of plain- and ciphertexts) in order to extract, e.g., a
secret key. Since intermediate results of the computations can be derived from
the leakage, e.g., from the Hamming weight of the data processed in a software
implementation, a divide-and-conquer strategy becomes possible, i.e., the secret
key could be recovered byte by byte.

A Simple Power Analysis (SPA) attack, as introduced in [16], relies on visual
inspection of power traces, e.g., measured from an embedded microcontroller of
a smartcard. The aim of an SPA is to reveal details about the execution of
the program flow of a software implementation, like the detection of conditional
branches depending on secret information. Contrary to SPA, Differential Power
Analysis (DPA) utilizes statistical methods and evaluates several power traces
with often uniformly distributed known plaintexts or known ciphertexts. A DPA



requires no knowledge about the concrete implementation of the cipher and can
hence be applied to any unprotected black box implementation. According to in-
termediate values depending on key hypotheses the traces are divided into sets
or correlated to estimated power values, and then statistical tools, e.g., differ-
ence of estimated means [16], correlation coefficient [4], and estimated mutual
information [10], indicate the most probable hypothesis amongst all partially
guessed key hypotheses.

Several schemes have been proposed to protect cryptographic implementa-
tions against DPA attacks. A DPA countermeasure aims at preventing a depen-
dency between the power consumption of a cryptographic device and intermedi-
ate values of the executed algorithm [17]. Hiding and Masking are amongst the
most common countermeasures on either the hardware or the software level. The
goal of Hiding methods is to increase the noise factor [48] or to equalize the power
consumption values independently of the processed data while Masking rely on
randomizing key-dependent intermediate values processed during the execution
of the cipher. The most common proposed countermeasures can be classified as
follows:

– Cell Level (DPA-resistant logic styles): Counteracting DPA attacks at the
cell level means that the logic cells of a circuit are implemented in such a
way that their power consumption is independent of the processed data and
the performed operations [17]. During the last years, several proposals as
DPA-resistant logic style have been made and a selection is listed below:

• Sense Amplifier Based Logic (SABL) [42], which is a dual-rail
precharge logic, is designed to have a constant internal power consump-
tion independent of the processed logic values. In order to achieve this
aim, a full-custom design tool must be used to balance all the internal
capacitances of the final layout.

• Wave Dynamic Differential Logic (WDDL) [43] and Masked Dual-
rail Precharge Logic (MDPL) [32] have been designed to avoid the
usage of a full-custom design tool. However, their implementations show
strong data-dependent leakage [39, 31, 36] which makes them vulnerable
to straightforward DPA attacks.

• Random Switching Logic (RSL) [38, 40] employs several random
bits for a non-linear combinational circuit and needs a special design
flow to reach the desired level of protection. For instance a practical
implementation showed vulnerability to a single-bit DPA attack [35].

• Dual-rail Transition Logic (DTL) [24], which aims at randomly
changing the logic values and presenting the desired data at the same
time, has not been practically evaluated yet and its effectiveness is still
uncertain.

• Charge Recovery Logics have been proposed for low-power appli-
cations, and some of them, so-called adiabatic logic styles, have been
investigated from DPA-resistance point of view in [22] and [14]. Adia-
batic logic uses a time-varying voltage source and its slopes of transition
are slowed down. This reduces the energy dissipation of each transition.



In short the idea of adiabatic logic is to use a trapezoidal power-clock
voltage rather than fixed supply voltage. As a consequence the power
consumption of a circuit is reduced while at the same time its resistance
against side-channel attacks is greatly enhanced.

– Masking: Randomizing the values which are processed by the cryptographic
device can be performed at different levels of abstraction:

• Gate Level: Masking at the gate level is performed by considering a
number of mask bits for each logic value of the circuit. There are a num-
ber of proposals on how to use mask bits at the gate level, e.g., [12], [44]
and [45]. However, practical realization of such schemes faces with glitches
which inherently happen on logic circuit and cause vulnerability to DPA
attacks [18].

• Algorithm Level: According to the masking scheme, e.g., additive
or multiplicative, non-linear functions of the given cipher must be re-
designed to fulfill the desired level of security. There are a set of publica-
tions on contributing a masking scheme on the AES substitution func-
tion, e.g., [29] and [2]. Nevertheless, their practical investigations show
vulnerability to those DPA attacks which consider glitches of the com-
binational circuit as the hypothetical power model [19]. Moreover, there
are some proposals which are provably secure, e.g., [49] and [5]. Though
they have not been practically investigated, the same vulnerability to
glitches is expected.
A threshold implementation of Sboxes has been proposed in [27, 28] to
avoid the effect of glitches, but it has not been practically verified yet.

– Hiding: Randomizing the amounts of power consumption in order to hide
the sensitive operation is often performed on software implementations by
shuffling the execution of operations and/or by insertion of dummy opera-
tions [17]. Although this class of countermeasures can not perfectly protect
against DPA attacks, its combination with algorithmic masking, which has
been introduced in [11], provides a reasonable level of protection [41].
Randomly permuting intermediate values using permutation tables [13] also
can be considered as a hiding scheme, but its efficiency has been investigated
as a vulnerability has bee reported in [33]. Moreover, dynamic reconfigura-
tion, which has been proposed in [20], can be considered as a realization of
shuffling in hardware.

4 Comparison of Countermeasures

In this section we will evaluate the countermeasures introduced in the previous
section with regard to the following criteria:

Area Overhead: The area overhead of every countermeasure is clearly one
of the most important metrics, when low-cost devices are considered, since
the cost of an ASIC are proportional to its area. These figures are either
obtained from the corresponding publications or estimated. Therefore they



should primarily not be seen as precise figures, but rather as an indicator in
what range a countermeasures is to be expected to increase the area.

Timing Overhead: Typically timing is not critical in many low-cost appli-
cations as only rather small amounts of data are going to be processed.
However, the energy consumption is directly proportional to the amount of
clock cycles required. Therefore the timing overhead is an important measure
for active (i.e. battery powered) constrained devices, rather than for passive
(i.e. without an own power supply) constrained devices. Similar to the area
overhead these figures are either obtained from the corresponding publica-
tions or are estimated and should be viewed as rough guidelines rather than
precise figures.

Practical Evaluation: It has turned out that countermeasures that have been
shown to be provably secure by using simulated power consumption can be
attacked when real ASIC implementations are used, e.g., [29] vs. [19]. On
the other hand, theoretical attacks on simulated power consumptions have
been shown to be impractical on real world ASIC implementations, e.g., [32]
vs. [31]. Therefore practical evaluation of a countermeasure is crucial for a
more precise evaluation of the security level that can be achieved with this
countermeasure. Furthermore, this column is a good indicator for future
work as it shows where prototyping of an ASIC has been done already.

Known Leakages: This column lists publications that have found theoretical
or practical leakages of the countermeasure.

In the following some notes on Table 2, which summarizes a comparison
between the most promising countermeasures, are given. MDPL [32] has only
around halve the speed, because MDPL gates consist of two P-N networks due
to the usage of majority gates, i.e., a basic majority cell followed by an inverter.
Area overhead ranges from 2 for a buffer, over 3.5 for a D-type flipflop and up to
6 for an XNOR gate. A prototyped ASIC implementation of the AES resulted
in an area overhead factor of around 5, a power overhead factor of 11 and a
timing overhead factor of 2.6 [30]. Several leakages have been found for MDPL
[37, 9, 23, 21, 36] and a chip has been prototyped and evaluated by the authors
of MDPL in [31]. Finally, the authors have proposed an improved MDPL, called
iMDPL [31]. However, iMDPL requires 3 times more area than MDPL, thus
increasing the total area overhead factor to around 15, i.e. an implementation
in iMDPL is around 15 times larger than a plain CMOS implementation. Fur-
thermore, the leakages reported in [36, 9, 21] also hold for iMDPL.

RSL [40, 38] doubles the area requirements while halving the speed for the
maximum frequency, since timing is not critical, there can no delay be expected
in low frequency typical for low-cost devices. However, after prototyping an ASIC
a leakage has been reported in [35].

Charge recovery logics, e.g., 2N-2N2P [22] and SAL [14], increase the area
by a factor between 2 and 4. However, the power consumption is less than
for standard CMOS circuits. Since their DPA-resistance increases with lower
frequencies, it makes them particular valuable for low-power low throughput
applications, such as passive RFID-tags. No charge recovery logic has been yet



Table 2. Area and Timing overhead of several side channel countermeasures(1) (esti-
mated values are denoted by *)

Countermeasure Overhead factor Pract. Leakage
Level Type/Name Ref. Area Time eval. found in

Cell

MDPL [32] 5 2.6 yes [9, 23, 25, 30, 31, 36, 37]
iMDPL [31] *15 *6 no [9, 21, 36]
RSL [40, 38] 2 2 yes [35]
DTL [24] *11 *4 no none

2N-2N2P [22] *2 (2) no none

SAL [14] *4 (2) no none

Gate
Private Circuits [12] (3) (3) no [18]
Masking [44, 45] *10 *5 no [18]

Alg.

Masking [2] *8 *5 no [19]
Masking [29] *6 *4 no [19]
Masking [5] 2.5 3 no none
Masking [49] 4 3 no none
Secret Sharing [27, 28] *3 *1.3 no none
Shuffling + Masking [11] 7 10 yes [41]
Rand. Perm. Tab. [13] 2.5 12 yes [33]
Dyn. Reconf. [20] 4.75 3.36 yes none

(1)Note that the overheads vary by different algorithms and architectures. The values
presented in this table are mostly based on implementations of the AES encryption
algorithm, and we did our best to consider the same architecture for all countermea-
sures.
(2)suitable for low-throughput applications
(3)depends on the level of protection, e.g., area overhead would be an order of O(nt2)
where n is the size of the original circuit and t is related to the desired protection level

practically evaluated and no leakages have been fund so far. It seems to be one
of the most promising candidates for future evaluation. However, since it is a
full-custom design no standard-cell design flow can be used.

All gate-level masking schemes [12, 44, 45] have been shown to be susceptible
in the presence of glitches [18] and thus are not considered any further by us.
Moreover, both algorithmic masking approaches [2] and [29] are susceptible to
toggle count attackes as shown in [19].

Canright algorithmic masking [5] yields a very compact S-box of the AES
that is 2.7 times as large as an unprotected S-box for the first round and 2.2

times larger for every subsequent round. A masked AES implementation would
require to also store the mask bits which would double the area requirements for
storage. All together the area overhead factor is estimated to be 2.5. Since it has
not yet practically evaluated it seems to be an interesting candidate for further
investigations, especially its resistance to glitching attacks. Zakeri algorithmic
masking [49] also increases the area by a factor of around 4, which is rather
large. However, there has been no practical evaluation so far and no leakage has
been found.



Nikova algorithmic masking based on secret sharing [27, 28] has not been
practically evaluated so far. It requires to store at least two additional mask bits
for every masked bit. Given the fact that especially in lightweight implementa-
tions storage accounts for the majority of the gate count, it is fair to estimate
the hardware overhead with a factor of 3. However, this countermeasures has not
been practically evaluated and seems to be an interesting candidate for future
investigations.

Dynamic reconfiguration [20] increases the area requirements by a factor of
4.75 and reduces the maximum clock frequency by a factor of 3.36. However,
since lightweight applications typically do not need high throughput the timing
overhead is not important, but the area overhead is already rather high.

5 Conclusions

The structural problem of most of todays SCA countermeasures is that they
significantly increase the area, timing and power consumption of the imple-
mented algorithm compared to an unprotected implementation. Furthermore,
many countermeasures require random numbers, hence also a TRNG or a PRNG3

has to be available. Since this will also increase the cost of an implementation of
the algorithm, it will delay the break-even point and hence the mass deployment
of some applications. For ultra-constrained applications, such as passive RFID
tags, some countermeasures pose an impregnable barrier, because the power con-
sumption of the protected implementation is much higher than what is available.

Power optimization techniques are an important tool for lightweight imple-
mentations of specific pervasive applications and might ease the aforementioned
problem. On the one hand they also strengthen implementations against side
channel attacks, because they lower the power consumption (the signal), which
decreases the signal to noise ratio (SNR). However, on the other hand power
saving techniques also weaken the resistance against side channel attacks. One
consequence of the power minimization goal is that in the optimal case only
those parts of the data path are active that process the relevant information.
Furthermore, the width of the data path, i.e. the amount of bits that are pro-
cessed at one point in time, is reduced by serialization. This however implies
that the algorithmic noise is reduced to a minimum, which reduces the amount
of required power traces for a successful side channel attack. Even worse, the se-
rialized architecture allows the adversary a divide-and-conquer approach which
further reduces the complexity of a side channel attack. Summarizing, it can be
concluded that lightweight implementations greatly enhance the success proba-
bility of a side channel attack. The practical side channel attack [6] on KeeLoq
applications [1] impressively underline this conclusions.

Adiabatic logics, like other DPA countermeasures, have an area overhead, but
decrease the (instantaneous) power consumption by decreasing the frequency. As
a consequence the resistance of the corresponding circuit against side-channel

3 True Random Number Generator, Pseudo Random Number Generator.



attacks is extremely increased. Especially for pervasive devices adiabatic logic
styles seem to be a promising SCA countermeasure and practical evaluations of
these logic styles will be worth reading. Furthermore, also the approach taken
by Nikova et al. [27, 28] is a promising candidate, because it has a moderate area
overhead and was theoretically proven to be secure against DPA attacks.
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