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ABSTRACT
With the growth in operational digital libraries, the need for
automatic methods capable of characterizing adoption and
use has grown. We describe a computational methodology
for producing two, inter-related, user typologies based on
use diffusion. Use diffusion theory views technology adop-
tion as a process that can lead to widely different patterns of
use across a given population of potential users; these mod-
els use measures of frequency and variety to characterize
and describe these usage patterns. The methodology uses
computational techniques such as clickstream entropy and
clustering to produce both coarse-grained and fine-grained
user typologies. A case study demonstrates the utility and
applicability of the method: it is used to understand how
middle and high school science teachers participating in an
academic year-long field trial adopted and integrated dig-
ital library resources into their instructional planning and
teaching. The resulting fine-grained user typology identified
five different types of teacher-users, including“interactive re-
source specialists” and “community seeker specialists.” This
typology was validated through comparison with qualitative
and quantitative data collected using traditional educational
field research methods.

Categories and Subject Descriptors
H.1.2 [Information Systems]: Models and Principles—
User/Machine Systems; H.3.7 [Information Systems]: In-
formation Storage and Retrieval—User Issues; J.1 [Computer
Applications]: Adminstrative Data Processing—Education

General Terms
Experimentation,Human Factors

Keywords
Technology adoption, diffusion of innovation, use diffusion
models, educational digital libraries

1. INTRODUCTION
Educational digital libraries have evolved from being pri-
marily research-oriented enterprises to encompass a large
number of operational library sites, such as NSDL, Merlot,
and DLESE in the US, SchoolNet in Europe, and the Na-
tional Digital Learning Resources Network in Australia, to
name just a few. As library efforts continue to mature, there
is a growing need for efficient and scalable methods to char-
acterize their uptake and adoption, their impact on teacher
and student practices, and ultimately their impact on stu-
dent learning. In this article, we describe a computational
methodology for automatically identifying and characteriz-
ing different patterns of digital library adoption and use.

This methodology instantiates a particular theoretical model
of technology adoption, use diffusion [22], which in turn
builds on prior work on the diffusion of innovation [20]. Dif-
fusion of innovation is one of the most researched and widely
employed social science models; it has been used to study
the adoption of agriculture innovations such a new corn vari-
eties [20], health innovations such as water purification and
disease treatments [ibid], and the very rapid adoption of dig-
ital consumer products [17]. Diffusion of innovation theory
provides a lens for understanding the different factors that
influence a person’s decision to use, or not use, an innova-
tion, and when in the product lifecycle they might adopt.
For instance, an “early adopter” farmer might be motivated
by the thought of potential harvest gains to be the first
farmer in the region to try out a new corn variety, whereas
a “late majority” farmer would wait until most of the sur-
rounding farms had already adopted the new corn. Charac-
terizing the adoption of contemporary information services,
such as educational digital libraries, however, is more com-
plex than identifying when the farmer planted the corn or
when the consumer bought the digital device. Did a teacher
that used NSDL or MERLOT one time ‘adopt’ the library?
In acknowledgement of this complexity, instead of focusing
on when an innovation is first used, use diffusion examines
both how and how much an innovation is used to identify dif-
ferent adopter categories. It recognizes that both the depth
and breadth of usage will vary widely across different users,
and that successful adoption will take many different forms.

Building on techniques from web analytics and data min-
ing, the proposed computational methodology employs two
different algorithms, in a two-step process, to develop both
coarse-grained and fine-grained views of user behavior. These



algorithms rely on detailed web site usage logs, where each
individual action in the interface is recorded and associated
with a unique user identifier, for their input. In the first
step, one algorithm uses frequency of use and variety of use
to sort users into different use diffusion adopter quadrants,
such as “intense use”, “limited use”, “specialized use”, etc. In
the second step, a clustering algorithm is employed to de-
velop a finer-grained understanding of the different patterns
of generalized and specialized use within and across these
quadrants. One challenge with operationalizing use diffusion
in a computational method is modeling variety in a way that
is application independent; we chose to use Shannon entropy
[21], a mathematical construct from information theory, to
model variety. The rationale for this choice, as well as the
underlying mathematics, is described in detail later in this
article.

To illustrate both the utility of the computational method-
ology and how to apply it in practice, we present a case
study where we used this methodology to better understand
how middle and high school science teachers integrated dig-
ital library resources from NSDL and DLESE into their in-
structional planning and teaching practice. Teachers were
provided with a web-based planning tool that enabled them
to customize their district’s adopted curriculum with digital
library resources to better meet diverse learner needs and to
share their customizations with other teachers in their dis-
trict [25]. This planning tool, the Curriculum Customiza-
tion Service, was deployed to all middle and high school
Earth science teachers within a large urban school district
in the Midwest US for a full academic year; the Service
was carefully instrumented to record every user action and
detailed usage logs were collected. This case offers an excel-
lent testbed for this methodology for two reasons. First, the
total potential user population is known and quantifiable,
enabling us to more easily assess overall rates of uptake and
adoption. Second, this deployment was also studied using
traditional educational field research methods such as sur-
veys, interviews, and classroom observations. Thus, we can
compare the coarse-grained and fine-grained views of user
behavior identified by the computational methodology with
findings from the field study to better assess the accuracy
and validity of the methodology’s output. While this case is
clearly focused on understanding educational use of digital
libraries, we believe the proposed methodology to be gener-
alizable and applicable to a wide variety of digital libraries,
information services, and learning applications.

2. BACKGROUND AND RELATED WORK
This research draws on theories and computational tech-
niques from several disciplines in order to better under-
stand digital library adoption use. First, as previously de-
scribed, we draw on technology adoption and diffusion theo-
ries, which are historically rooted in social science, to inform
the purpose and overall functioning of our computational
methodology. Second, we discuss related research to under-
stand user behavior and user typologies, describing how our
approach compares to other efforts that are similarly focused
on developing automatic methods.

2.1 Adoption and Diffusion Theories
Technology adoption occurs when an individual decides that
a given technological innovation has utility and can add

value to his or her activities – such as teaching – if that in-
novation is somehow incorporated into those activities [24].
Thus, much theoretical work to date has focused on un-
derstanding the cognitive, affective, and contextual factors
that influence a potential user’s decision-making process.
One prominent family of theories offers extensions or re-
finements of Roger’s innovation diffusion theory [20, 6, 18].
To Rogers, technology adoption is fundamentally a function
of the communication channels and social systems of which
one is a part. This theory suggests that (1) within a social
system there are typically five different “adopter categories”
describing the different characteristics that users bring to
bear when considering whether to adopt an innovation, and
(2) that these characteristics influence how innovations move
through the social system in predictable ways. Another
model is the concerns-based adoption model developed by
Fuller [10] and Hall [11]. As its name implies, this model is
focused on individuals’ concerns, which are defined as the
specific reasons – situated in one’s socio-cultural context –
that one might have to adopt or not adopt technology. A
third major approach is the technology acceptance model,
or TAM [5, 27]. This was one of the first models to take into
account individuals’ self-efficacy and expertise. Proponents
of this model argue that individuals’ self-perception of their
ability to use technology and their ability to judge whether
a technology has utility for them are important factors for
understanding technology adoption behaviors.

These prior models have contributed greatly to our under-
standing of technology adoption; however, they all share a
couple of weaknesses. First, none of them take into account
discontinuance; i.e., people often stop using a new technol-
ogy after they have tried it out a few times. Second, they
provide very little insight into actual use of the new technol-
ogy. Since most of these methods rely on self-reported sur-
vey data, they more often predict variance in self-reported
use rather than actual use [26]. Thus, more recently, the-
oretical attention has shifted from focusing on the decision
component of adoption towards understanding adoption as
a process that can lead to different patterns of use. Models
that account for use fall into the category of “use diffusion”
models. These models attempt to characterize the way, and
the degree to which, people make use of the new technology.
For example, once a consumer purchases a cell phone, to
what degree does he or she actually use the phone? What
features are used and how are these features used? Can
different types of usage be recognized and compared?

Formally proposed by Ram and Jung [19] and subsequently
updated and expanded by Shih and Venkatesh [22] to ac-
commodate more robust and predictable descriptions of us-
age, use diffusion extends the traditional notion of adoption
diffusion by focusing on system usage patterns. The work
in this paper builds on the Shih and Venkatesh use diffu-
sion model, which suggests two dimensions to patterns of
technology use. The first dimension, frequency, provides a
measurement of how much a technology is used. In the web
context, for example, frequency of web site use might be
defined as the number of sessions a user has generated over
some period of time. This frequency measure can be a very
useful indicator of their interest in site content. The second
dimension of the use diffusion model is what the authors
call variety. This dimension measures the range of use of



a technology; did the consumer make use of most of the
features of their new cell phone, or only two or three? In
the web context, unlike frequency and number of sessions,
there are no standard measures of variety. For this study
we model variety as clickstream entropy. The use diffusion
model thus produces four categories of use of a technology
as shown in Figure 1. When plotted along these two dimen-
sions, the population of users is thus segmented into these
four “adopter categories”: intense use, limited use, special-
ized use, and non-specialized use. A user may move to and
from adopter categories depending, for example, on the time
interval considered and the granularity of the data used for
analysis (e.g. an individual session versus lifetime sessions).

Figure 1: Use diffusion model proposed by Shih and
Venkatesh [22]

2.2 User Typology Modeling
The outputs of our computational methodology are two,
inter-related, user typologies: (1) a course-grained view of
the user population segmented into use diffusion adopter
categories and (2) a fine-grained view of the same popula-
tion segmented along the same two dimensions but using
more detailed measures for variety and frequency. Classi-
fying and categorizing users into groups is a common task
in user behavior analysis. The output of adoption models
is often a set of adopter categories, which are a particular
type of user typology. The categories produced by the use
diffusion model are analogous to those produced by Roger’s
diffusion of innovation model (i.e., “early adopter” or “late
majority”).

Recently, a great deal of user typology research has been di-
rected towards understanding and classifying Internet users,
the common tasks they perform, and the details of their
online behaviors. The Pew Research Group, for example,
is developing user typologies describing the technology and
Internet use patterns of Americans [14]. In their typology
distinctions are made, for example, between “Light But Sat-
isfied” users, individuals who use some technology but for
whom technology does not play a central role in day-to-day
life, and “Omnivores,” who embrace technology fully and
participate heavily in online activities. Typologies of media
users have been extensively explored by Brandtzæg [3], and
with the rise of social media systems, user typologies within
this context are a growing area of research [2]. In education
research, recent work by Eynon and Malmberg illustrates
how typologies can inform design and implementation rec-

ommendations: they are using Internet usage typologies of
young students to more effectively integrate new technolo-
gies into classroom practices [9].

Other research is focused on using computational methods
for identifying user typologies. Within educational data
mining, clustering algorithms are being used to group stu-
dents into different categories based on skills sets [1] or per-
formance on a test or assessment [8]. Xu, et al. use clus-
tering to identify and classify usage types of teachers [30].
They examine features of teacher-generated projects within
the Instructional Architect tool to create a typology of users
based on the kinds of projects that they produced. As these
examples illustrate, clustering algorithms are generally used
to assign group membership among items with common at-
tributes or features in large data sets. The computational
methodology presented in this article also uses clustering to
identify and classify usage types of teachers. This research
differs from prior efforts in that the features selected for the
clustering algorithm are theoretically motivated by the use
diffusion model.

3. COMPUTATIONAL METHODOLOGY
The two-step methodology for this research is constructed
to discover usage patterns and user typologies. The first
step captures coarse-grained user categories, while the sec-
ond step determines fine-grained typologies of system use.
The next two sections will examine the details of each step,
their inputs, processes and outputs.

3.1 Step 1: Use Diffusion Patterns

Figure 2: Step One Overview

To understand how use diffusion patterns are modeled, it is
important to more fully examine the frequency and variety
dimensions of the model. In this work, frequency is mod-
eled as the number of user-initiated web sessions. While
other frequency measures can be considered, this measure
provides a good initial approximation of overall system use:
fewer sessions imply lower system use, while more sessions
imply higher system use. Variety, on the other hand, is
more challenging to model because it is difficult to develop
application-independent approaches to the concept. For the
first step, we chose a variety metric that is based on ag-
gregate user clickstreams. Intuitively, the clickstream of a
particularly user approximates their broad usage of the sys-
tem. Furthermore, over time clickstreams become regular –
that is they become more predictable as users develop nor-
mal patterns of use within the system. By applying entropy
– and specifically Shannon entropy [21] – over the lifetime
clickstream of each user, a basic notion of variety is devel-
oped that gives an approximate measurement of user behav-
ior. Entropy has been used extensively in many systems to
calculate measures of randomness and to approximate the
amount of information being communicated in a system.



The clickstream entropy calculation borrows from the idea
that low-entropy models are considered more predictable
than high-entropy models. Thus, clickstreams with low en-
tropy imply low variety, which when applied in the context
of system usage provide us a variety measure that is robust,
while at the same time application-independent, generaliz-
able, and extensible. Finally, entropy calculations are com-
putationally trivial, making them both easy to compute and
compare. Now that we have the domain independent model
in place for describing variety, let us further motivate the
idea for clickstream entropy in the web usage context. For
a given website, a user generates a path of click interactions
through that site. We use entropy to describe such a click-
stream, with the primary interest in developing a measure of
predictability from within a site. Our goal is not to predict
the next click, rather we are interested in a coarse-grained
metric on how hard it would be to predict the next click.
The intuition behind this is simple: if entropy can model
the lower bound on the predictability of a clickstream, then
such predictability could be used analogously to assess the
variety of a clickstream. We will now complete the math-
ematical preliminaries for entropy calculations in the click-
stream case.

Let Sui
αk

be a clickstream of urls αk for a given user ui’s
session on a website. Consider the set of urls in Sui

αk
=

{αk1 , αk2 , . . . , αkn}, where αki 6= αkj , and their relative
probabilities in Sui

αk
. Let pαki

be the probability of αki and∑n
i=1 pαki

= 1.

The Shannon entropy of a clickstream Sui
αk

is thus

H(Sui
αk

) = −
n∑
i=1

pαki
log2 pαki

.

For a given user ui, the clickstream entropy C over all click
streams Sui

α∗ = {Sui
α1
∪ . . .∪ Sui

αk
∪ . . .∪ Sui

αn
} and pα∗

ki
is the

probability of the url αki over all click streams. The lifetime
entropy for all clickstreams for a user is defined given by

Cui = H(Sui
α∗).

The result of this first step can now be obtained. With the
lifetime frequency and variety – modeled as session entropy
Cui – for a each user, use diffusion quadrants of the first step
of the methodology can be completed. Each user is binned
into a quadrant based on the frequency and variety and thus
placed into one of the coarse-grained diffusion patterns pre-
viously described.

3.2 Step 2: User Typology Modeling
While use diffusion patterns provide domain-independent
quadrants of generalized usage behavior, to understand fine-
grained user behavior we apply data mining algorithms, specif-
ically clustering. Having discussed the challenges of the va-
riety variable in step 1 above, in the second step features
were selected from the clickstream data that expand vari-
ety and frequency in order to discover more detailed views
of user behavior. Since clickstream data provides a good
metric for computing variety through entropy, by selecting

Figure 3: Step Two Overview

features that model variety in more detail, such as the us-
age of specific system components, we will develop a higher
fidelity view of user behavior. These new refinements and
the application of clustering expands the large grained use
diffusion patterns into a fine-grained user typology that con-
tinues to model frequency and variety.

The first aspect of refinement requires that we expand fre-
quency and variety by choosing more detailed features to
model those variables. In the case of this study, frequency
is expanded to include both sessions and total time spent
within the system. Variety is expanded to include eight
features that capture varying usage across system compo-
nents that include publisher materials, digital library com-
ponents and user contributed/social features of the system.
While there are a number of clustering algorithms to choose
for this second step, these experiments are based on the
widely used model-based expectation maximization (EM)
algorithm [7]. EM works by iteratively examining the pa-
rameters of each object instance to be clustered and builds a
probability distribution that best explains where each object
instance should belong. After many iterations, the model
settles into a set of clusters that are represented by the
model parameters derived for each cluster. The resulting
output are clusters comprising a fine-grained user typology.
The EM algorithm is used in these experiments because it
is fast, robust and typically converges quickly. Furthermore,
cluster shapes (e.g. circles, ellipsoids) may vary to include
more flexible cluster membership.

4. CASE STUDY
For the remainder of this paper, we will focus on the case
study that examines the use of the Curriculum Customiza-
tion Service (CCS). The Curriculum Customization Service
is a National Science Foundation funded program overseen
by Digital Learning Sciences (DLS) – a joint institute of the
University of Colorado at Boulder and the University Corpo-
ration for Atmospheric Research. DLS began development
of the CCS in early 2008 and in July 2009, the CCS was
made available to all Earth science teachers in a large ur-
ban school district in the midwest. Over 100 teachers were
trained on the CCS for use in the 2009-2010 school year.

The CCS provides four major features to the end user (see
Figure 4). First, it provides users with Web-based access
to digital versions of the paper-based student textbooks,
teacher manuals, and curriculum guides that comprise the
Earth science curricula for both Grade 6 and Grade 9. The
manuals and guides outline the state standards that must
be met, explain how the various units in the Earth science
curricula are connected to state standards, and provide ad-
ditional supplementary materials for teacher use, such as ac-



Figure 4: The CCS offers four major capabilities: access to publisher material (IES Investigations tab),
access to digital library resources (Interactive Resources tab), personalization capabilities (My Stuff tab) and
community features (Shared Stuff tab). The Interactive Resources component is opened above showing the
top recommended digital resources.

tivities, teaching tips, and student assessments. These ma-
terials are all grouped under a single user interface compo-
nent and are organized by key concept, which allows teach-
ers to organize their lessons in a manner that flexibly meets
the learning needs of their students. The digital versions of
these curricular materials are identical to what was already
available to teachers in paper form but can now be accessed
from any computer with a Web connection.

Second, the CCS integrates digitized publisher content with
interactive resources available from the Digital Library for
Earth System Education (DLESE), a collection of Earth sci-
ence related digital resources that are part of the National
Science Digital Library. By clicking on the Interactive Re-
sources tab, a user can see recommendations for animations,
video clips, classroom activities, and other digital resources
that pertain to the given key concept. The interactive re-
sources available via the CCS have been vetted by the ex-
perts who manage the DLESE collection. Moreover, these
resources are filtered by the system to ensure that they align
with the Earth science curricula. Thus, when a teacher ac-
cesses a DLESE resource on, for example, volcanoes, the
resource not only has been determined to have educational
value by a subject matter expert, it has also been tied to
the specific science concepts that must be taught as well as
the science standards that must be met.

The third major feature of the CCS is an interactive Web
2.0 capability, whereby teachers can save digital resources
recommended to them via the Interactive Resources com-
ponent or they can upload their own resources to an area
called My Stuff, thus storing teacher-developed materials in
the same space as interactive resources from DLESE or from
the curriculum for easy access. Once a resource is saved to
My Stuff, teachers have the option to share a copy of the
resource to an area of the CCS called Shared Stuff, which is
accessible to any CCS user who clicks on the Shared Stuff
component associated with a given key concept.

The final major feature enables teachers to share materials

with their peers. When a digital resource is added to Shared
Stuff, the teacher who originally uploaded the resource, as
well as other CCS users, can add searchable tags or keywords
so that any search of the CCS system for those tags will
list all resources tagged with the same key word or phrase.
Finally, CCS users can add ‘star ratings’ to resources so
that other users can determine how their colleagues rate
a given resource. A resource that many users rate highly
– four or five stars – might be more likely to capture the
attention of system users than a resource with a low rating.
Hew and Hara argue that this kind of sharing may be a
catalyst for enabling improvement of practice [13], because
such knowledge sharing tends to be tied to shared, situated
instructional goals and challenges and is thus more likely to
be relevant to a teacher’s immediate, short-term needs. A
more detailed description of the CCS, including results from
the field trial, are described further by Sumner, et al [25].

4.1 Data Source and Step 1
The data source for this study was clickstream data of 98
users from 9 months of interaction within the CCS. The
data for these experiments were particularly interesting be-
cause the user interface environment contains many dynamic
client-side components which would not ordinarily be cap-
tured in a traditional web server log. The system was there-
fore instrumented to extract additional information from
clicks on these dyanamic client-side interface components.
The CCS clickstream data log therefore includes detailed
tracking of user activity that provides rich user interaction
data. Since we were able to capture this data over a rela-
tively long period of time, we were able to analyze actual
user behavior as the users worked with the system in a nat-
ural, unhindered manner. Furthermore, we were able to
examine how publisher materials, which are already core
to standard teacher practice, are complemented by digital
library resources, giving us a broader view of how teachers
integrate these digital library resources into their traditional
practices.



As a result of step 1, we obtained initial frequency and va-
riety computations. Table 1 shows the descriptive statistics
resulting from the first step of our experimental methodol-
ogy. The data show that the mean entropy of our population
is 5.5 and the mean frequency, here measured as the lifetime
sessions that a user logged, is 37.85.

Entropy Lifetime Sessions

Min.: 1.000 Min.: 1.00
1st Qu.: 4.787 1st Qu.: 7.00
Median: 5.749 Median: 23.00
Mean: 5.506 Mean: 37.85
3rd Qu.: 6.409 3rd Qu.: 48.00
Max.: 7.691 Max.: 171.00
Std. Dev.: 1.256 Std. Dev.: 42.201

Table 1: Summary statistics for the data plotted in
Figure 5, N = 98.

When we apply the use diffusion model to the data by mark-
ing the quartiles at the means of each axis, we obtain a use
diffusion pattern that shows that there is a large (n = 38)
limited use group. Similarly, there are nearly as many (n =
30) intense users (entropy > 5.5, frequency > 37.85) – those
users that exhibit, both a larger amount of variety and fre-
quency. The plot also shows that there is a potential outlier
in the specialized category. This data point was included in
our initial analysis because we want to focus on the complete
data set; a larger data set would help to reveal whether this
point is an outlier or a single instance of a larger pattern. As

Figure 5: Use Diffusion pattern from step 1 showing
frequency and variety of the data source.

can be seen in Figure 5, the value of the use diffusion pat-
tern modeling is that it provides a comprehensive overview
of coarse-grained behavior within the system. The dotted
line divides the graph at the means of each axis, thus cre-
ating the four use diffusion quadrants. We can quickly see
the distribution of basic usage patterns within the system.
At the same time, however, the pattern does not produce
enough information to determine the specific details of use.
To do this, we must turn to the second step of the method-
ology.

4.2 Feature Selection and Step 2
We began the second step by choosing 10 features of our
data for further analysis. The features for this step of the
methodology represent four major functions of the system:
(1) use of digital library-related system functions, (2) use of
traditional publisher materials and related system functions,
(3) system functions that involve personalization, and (4)
user-contributed functions. Table 2 summarizes the system
features used in the second step of our proposed methodol-
ogy.

# Feature Label Description
1 Sessions Total lifetime sessions
2 Hours Total system hours
3 IR Activity Total activity within interactive

resources
4 IR Saving Total interactive resource saving

behavior
5 Shared Stuff

Activity
Total user-contributed content
activity

6 Shared Stuf
Saving

Total user-contributed content
saves

7 My Stuff Activity Total ‘My Stuff’ activity
8 My Stuff Saving Total ‘My Stuff’ saving behavior
9 Publisher-

Teacher
Materials

Total activity within publisher-
teacher materials

10 Publisher-
Student
Materials

Total activity within publisher-
student materials

Table 2: CCS cluster experiment features and de-
scriptions.

4.2.1 Digital Library Features
The CCS is specifically designed with the goal of provid-
ing access to high-quality, digital library resources. Analyz-
ing usage of the embedded digital library within the CCS
should therefore provide useful data about typical teacher
practices around digital resources. To capture this behav-
ior, we selected features that detail the clickstream patterns
of the embedded digital library resources within the system.
These resources were presented in the user interface under
four sub-categories: Top Picks, Animations, Images/Visuals
and Inquiry with Data. Each category contained resources
from DLESE that were either selected as highly relevant
to the subject materials and unit focus (Top Picks) or con-
tained metadata the were of the appropriate type, scope and
topic (Animations, etc.) The items presented under each of
these views were derived directly from DLESE web services
[28] and appropriately presented to the user. Clickstreams
into this component are tracked with the IR Activity and
IR Saving features.

4.2.2 Publisher Materials Features
Publisher materials are included as a core component of
the system functionality. The majority of the publisher’s
items represent digitized versions of paper-based materials,
whether they be book chapters, supplemental materials such
as hand-outs, assessments, etc. The features here are there-
fore convenient digital proxies for real-world paper-based
analogues. Clickstreams into this component of the system
and corresponding sub-components were tracked and orga-
nized with the Publisher-Student Materials and Publisher-
Teacher Materials features. The Publisher-Student Ma-



terials include publisher materials like digital versions of the
student textbook, while Publisher-Teacher Materials include
supplemental publisher materials such as instructional sup-
port materials.

4.2.3 Personalization Features
The CCS provides functionality to allow teachers to person-
alize the contents of their accounts, in particular, users are
provided with the ability to save digital materials that they
find of interest. Once saved, items may be retrieved for fur-
ther review and may even be shared with others if desired.
Saving is considered a personalization feature because it pro-
vides direct control over items that may fit a specific need
(either at the time of save or in the future). Furthermore,
saving implies an interest in the saved item, and while that
interest may only last for a short time, it nonetheless acts
as a marker of personalization behavior. Personalization be-
havior was captured with the saving behavior of the system
through the My Stuff Saving feature. For example, teach-
ers are able to save embedded digital library resources, such
as animations, images, visuals and top picks, for the units of
study they may be interested in. The My Stuff Activity
feature represents the total activity performed within the
My Stuff features of the system.

4.2.4 Community Behavior Features
There are features of the system that promote community-
centric behaviors. For example, resources and other materi-
als that users find interesting can be shared with the commu-
nity at large, in a kind of community pool of resources called
“Shared Stuff”. The feature has many implications when
considering the nature of communities of practice of K-12
educators, who are often encouraged to share materials, ped-
agogical strategies and best practices amongst their peers.
The community behaviors are captured with the Shared
Stuff Activity and Shared Stuff Saving features.

4.3 A User Typology
Our second step relies on feature clustering to develop a user
typology. There are many clustering algorithms to choose
from, but for this set of typology experiments we chose the
model-based EM algorithm [7]. Elsewhere we describe other
experiments using other clustering algorithms and parame-
ters [16]. Using the Bayesian Information Criteria to deter-
mine the optimal number of clusters for a given data set, it
was determined there were 5 clusters to be discovered in our
experiments. The details of the clusters are shown in Table
3. It should be noted that the clusters presented here show
representative members of each cluster and do not necessar-
ily represent actual users. That is, for each cluster in the
table, the values present the ideal parameters that fit the
object instances that belong within the cluster.

As can be seen in Table 3, cluster 1 characterizes the low-use
pattern (low variety, low frequency) of the step 1 use diffu-
sion pattern. The users in this cluster have produced very
few hours of total use within the system. Furthermore they
do not seem to be using the full range of system features.
On the other hand, the experiments revealed an intense user
cluster (cluster 3) that shows robust use of the system. In-
deed, this “intense user” category seems to have used the
system in full – exercising nearly every aspect of the system

Cluster
Feature 1 2 3 4 5
Sessions 4.934 47.096 119.551 26.131 83.897
Hours 1.0125 26.702 52.586 8.427 24.984
IR Activity 2.483 74.253 95.537 26.801 17.109
IR Saving 0.321 4.703 26.039 1.218 0.649
Shared Stuff
Activity

3.382 25.753 81.159 17.558 82.174

Shared Stuff
Saving

0.356 4.314 18.942 1.877 3.701

My Stuff
Activity

0.123 4.864 19.116 1.106 0.860

My Stuff
Saving

0.741 18.623 11.492 0.388 4.913

Publisher-
Student
Material

1.421 21.715 98.143 14.212 74.404

Publisher-
Teacher
Material

4.781 28.790 86.070 14.649 92.306

N 31 10 8 35 14

Table 3: Experimental cluster results showing the
parameters obtained for each feature and cluster.

and logging both large numbers of sessions and significant
hours of use. Two specialized user groups emerged from the
typology. While they both show about the same number
of total hours within the system, cluster 5, identifies users
who spend a great deal of time with the community fea-
tures and publisher materials of the system, while cluster
2 shows users who spend far more time within the interac-
tive resources and embedded digital library component of
the system. These clusters are valuable to understand, be-
cause it shows that some users find the embedded digital
resources as important as other users find the community
features. Finally, cluster four shows a group of users that
had a session count that was above the median, but less
than that of the intense and specialized users. This cluster
also exhibits broad use of most of the features, with slightly
more use of interactive resources. Table 4 summarizes each
cluster, giving the key characteristics of the cluster and the
diffusion pattern that the cluster belongs to. Furthermore,
we have created fictitious typology labels to provide an easy
way to remember the cluster characteristics.

4.4 Validation of Results with Field Research
Findings

It is important to note that the methodology that produced
the user typology clusters is not simply a new kind of analy-
sis; rather, it presents an opportunity to bridge different ana-
lytical approaches. Although the clusters that emerged from
our computational approach are based on clickstream data,
these clusters are not arbitrary aggregations of user behav-
iors. They map onto real world usage patterns that emerged
from the traditional educational research techniques used in
our study of the CCS. Thus, the findings from our compu-
tational method are validated by the findings from our field
research of CCS use ‘in the wild.’

Data were collected via traditional educational research meth-
ods, including surveys administered to all 124 Earth sci-
ence teachers in the district, interviews of approximately
20 per cent of teachers, and classroom observations of ap-
proximately 7 per cent of teachers. An analysis of these



Cluster
Diffusion Pattern

Characteristics
“Typology Label”

1 Limited Use
“Uninterested
Non-Adopter”

Very low over all system
use.

2 Specialized Use
“Interactive Resource
Specialist”

Heavy use of interactive re-
sources relative to other
system features. Tends to
access system weekly.

3 Intense Use
“Ardent Power User”

Heavy and robust overall
use of all features. Tends
to access system daily.

4 Non-Specialized
Use
“Moderate
Generalist”

Moderate overall system
use. Shows slightly more
use of interactive resources
than other system features.
Tends to access system sev-
eral times monthly.

5 Specialized Use
“Community Seeker
Specialist”

Makes heavy use of Shared
Stuff features and Pub-
lisher materials relative to
Interactive Resource Ac-
tivity. Tends to use the
system weekly.

Table 4: An initial user typology derived from step
2, showing the diffusion patterns and characteristics
of each usage type.

self-reported data, conducted independently of the computa-
tional analysis of clickstream data we have described above,
suggested that teachers in our study fell onto a spectrum of
system use behavior, from low-frequency users (correspond-
ing to Cluster 1) to moderate (Cluster 4) and heavy (Cluster
3) users. The final two clusters fell on the moderate-to-heavy
side of the spectrum.

Rogers’ theory of diffusion of innovation [20], discussed in
our introductory section, predicts that the earliest users of
a new technology (‘innovators’ and ‘early adopters’) com-
prise approximately 16 per cent of all users. Moore [17],
who revised and extended Rogers’ work, further argues that
a technology cannot become ‘mainstream’ within a given
population until it is adopted by at least half of all potential
users. Our Step 2 analysis indicates that about two-thirds
of teachers in the district adopted the system to a significant
degree with one-third of users (represented by clusters 2, 3
and 5) making heavy use of the system. Even if we confine
ourselves to a theoretical framework, such as Rogers’, that
focuses on quantifying when different segments of a target
population adopt an innovation, our findings indicate that
the CCS has been strongly adopted and is heavily used by
the target population.

We discuss the motivations behind teachers’ use of the CCS
in more detail elsewhere [16], but we will note here that
teachers’ CCS use was, according to teachers’ self-reported
data, heavily influenced by the perceived learning needs of
their students. ‘Carlie,’ a teacher in the Ardent Power User
cluster, stated in an interview: Since [many of my] students
are visual learners, or hands-on learners [who are] grow-
ing up in this technological age... [Engaging with interactive
resources] seems to really drive home the idea or topic [be-
ing taught]. I ask them if [interactive resources] help them,
if whatever they just viewed made the material make more
sense, and oftentimes [they respond] “Wow, yeah, that to-

tally made sense. Can we see it again?” Asked to speak
more generally about her impressions of the CCS, Carlie
stated: [The CCS is] a centralized location where I can go
to find that extra material that I know nine times out of ten
[is] useful for me. [The CCS] actually has cut down on [my]
random searching on the Internet. (All teacher names are
pseudonyms.)

It can be argued that identifying low, moderate, and intense
user clusters is hardly a profound finding – after all, any set
of system users can be divided into ‘low’ and ‘heavy’ user
categories if the major variable of interest is frequency of
system use. Recall that use diffusion theory calls for an anal-
ysis that incorporates frequency of use with an evaluation
of how a given technology is used. Looking through the lens
of use diffusion, the most salient finding from our computa-
tional methodology is that two of the clusters – Cluster 2,
the Interactive Resource Specialist, and Cluster 5, the Com-
munity Seeker Specialist – represent ‘variety of use’ behav-
iors similar to user behaviors identified by our field research.
This enables us to validate the findings of our computational
methodology with real world data while at the same time
giving us deep insights into how teachers integrated digital
library resources into their instructional practices.

For example, Interactive Resource Specialists were moder-
ately heavy users who spent most of their time in the In-
teractive Resources/Embedded Digital Library component
of the CCS. In response to an interview question that asked
him to discuss why he used the CCS, teacher ‘Corey’ told us:
With the CCS, I had a more centralized place to search for
resources that I knew were aligned to the specific activities
I was preparing and using in my classroom... My teach-
ing practices have always focused on student engagement. I
found that the CCS made it easier for me to find [interactive]
resources with which I could capture student attention.

In contrast, Community Seeker Specialists had CCS usage
frequencies comparable to Interactive Resource Specialists
but spent most of their time in the Shared Stuff and Pub-
lisher components of the system. In response to an open-
ended survey question that asked respondents to explain the
value of accessing Shared Stuff, teacher ‘Sheila’ stated: Look-
ing at the Shared Stuff uploaded by others gives me ideas
about how I can present particular concepts in my [own]
classroom. In response to the same question, ‘Norma’ com-
mented: [Resources in Shared Stuff] have given me different
perspectives on the different topics [in the curriculum] and
thus enabled me to teach more effectively.

5. DISCUSSION
As the case study shows, two useful views have emerged
for understanding adoption. The first step of the method-
ology shows promise for quickly understanding application-
independent large-grain usage patterns. The step second
outputs a meaningful typology based on clusters that emerge
from refined application-dependent feature data. The iden-
tification of clusters that correspond well with interview and
self-reported data suggests there is promise and utility to the
methodology we have introduced.

While we have obtained promising results from this study,
there are two major weaknesses to consider. First, our



methodology has only been applied to a single population.
It is plausible that the results that we obtained are specific
to the population under examination. A different typology
may emerge as a result of larger data populations, for ex-
ample, new specialized user types might emerge. Second,
in order to validate that our results are robust and general-
izable, it will be important to study the methodology with
different applications and user populations.

As can be seen in the case study, both of the steps of the
methodology yielded interesting results. It appears, how-
ever, that the entropy modeling of the first step is lacking
sufficient discriminatory power when describing specialized
users. When compared with the clustering results of the
second step, two clearly specialized user groups emerge, yet
step one did not separate the specialized group enough to
identify the emerging groups of the clustering experiments.
More work needs to be done to develop an entropy model
that separates the specialized users with better precision. It
could furthermore indicate that specialization does not al-
ways imply low variety – and this is clear when considering
the details of the system usage when variety is expanded to
include more variables. It will be valuable to revisit our en-
tropy model to develop a slightly more sensitive metric for
variety, in particular for specialized usage.

6. BROADER IMPACTS
While this research has focused on demonstrating the value
of our methodology for the study of digital library adoption,
we believe it can help address other educational challenges,
chief among which are teacher professional development, the
correlation of teacher practice to student learning, and the
evaluation of teaching practices.

Extant research indicates that one of the major barriers to
effective integration of technology into teaching practices is
the dearth of quality professional development and training
vis-à-vis technology [12]. Teachers often complain that even
when technology-related training is made available, they are
often confronted with training that does not meet their needs
as practicing educators because it assumes that they do or
do not already possess a given set of skills. By modeling
teachers’ system use behavior, one will be able to under-
stand inter-user differences and target system training and
professional development to users’ true needs. For example,
CCS users in the Community Seeker Specialist cluster might
be presented with training that would help them integrate
more interactive resources into their teaching because such
users are known to not spend much of their CCS usage time
exploring interactive resources. For teachers in the Inter-
active Resource Specialist cluster, such training would be
redundant because they are already making extensive use of
the interactive resources available via the CCS.

While a consensus has emerged among policy makers and
education researchers that effective adoption of technology
can indeed have a positive impact on teacher practice [23,
15], the relationship between teachers’ adoption of techno-
logical systems and student achievement is still not well un-
derstood. As part of our larger study of the CCS, we are
analyzing the standardized test scores of students taught by
teachers who used the CCS to determine what impact the
teachers’ use of the CCS had on student outcomes. In the

long term, the ability to correlate system use behaviors with
students’ academic achievement will make it possible to fo-
cus on teacher use behaviors that most benefit students; in
turn, these behaviors could be taught to other teachers.

Evaluating teachers’ instructional practices is a very difficult
task that requires a massive commitment of human and fi-
nancial resources [4]. For example, most evaluation systems
rely on administrators to observe teachers in the classroom,
a very labor-intensive approach that can result in teachers
being awarded or denied tenure or pay raises based on the
short period of time during which they were observed. Fur-
ther, variance between evaluators’ adherence to evaluation
rubrics and bias in the evaluation instruments themselves
can make it difficult to assess the validity of the evaluation
process [29]. Alternatively, asking teachers to self-report
their teaching practices might provide evaluators with ad-
ditional information but such data would be subject to all
the limitations that come with asking individuals to report
on their own behaviors. Neutral ‘third party’ data – such as
the clickstream data to which we applied our computational
methodology – can help bridge the gap between what evalu-
ators observe during the relatively brief periods they visit a
teacher’s classroom and the teacher’s activities when he or
she was not being formally evaluated. A teacher evaluation
process that incorporates traditional observational and self-
reported data with usage data produced by systems like the
CCS would give administrators, policymakers, and teachers
themselves deeper insights into instructional practices; fur-
ther, such a hybrid system would produce a rich new under-
standing of teaching-related best practices that then could
be shared with other educators.

7. CONCLUSION
By applying models of adoption and use diffusion along-
side data mining techniques, we have developed a two-step
methodology for discovering patterns within clickstream data
that reveal both general and specific typologies of digital li-
brary user behavior. The application of this methodology
to data from an academic year-long field trial in a large
urban school district provided a rich opportunity to study
the adoption and usage behavior of embedded digital li-
brary resources by middle and high school science teachers.
The methodology shows considerable promise for extract-
ing useful behavioral patterns “in the wild;” the resulting
fine-grained user typology maps well with results emerging
from traditional educational field research methods. The
proposed methodology, while requiring more data to further
validate, provides a valuable contribution towards our effort
to develop automatic methods for studying digital library
adoption and use. When fully realized, this methodology
also has the potential to be extended to other applications
and areas, such as informing teacher professional develop-
ment, understanding the impact of digital library applica-
tions on student learning, and developing new approaches
to the evaluation of teacher practice.
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