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The authors evaluate current methods available for dealing with the problem of

acoustic feedback and identify the challenges facing future research in developing

reliable and affordable solutions to the problem of controlling acoustic feedback.

By Toon van Waterschoot and Marc Moonen

ABSTRACT | The acoustic feedback problem has intrigued

researchers over the past five decades, and a multitude of

solutions has been proposed. In this survey paper, we aim to

provide an overview of the state of the art in acoustic feedback

control, to report results of a comparative evaluation with a

selection of existing methods, and to cast a glance at the

challenges for future research.
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I . INTRODUCTION

Ever since sound reinforcement and public address (PA)
systems have been in use, their performance has been

troubled by the problem of acoustic feedback. Whenever a

microphone captures a desired sound signal which is then

processed (e.g., amplified) and played back by a loudspeaker

in the same environment, as is the case in a PA system, the

loudspeaker signal is unavoidably fed back into the micro-

phone. In this way, a closed signal loop is created which

affects the system performance, deteriorating the sound

quality and limiting the achievable amplification. Among the

different artifacts that are produced by this acoustic coupling

between loudspeaker and microphone, the howling effect is
without any doubt the most characteristic one.

Historically, some ambiguity has arisen in the termi-

nology associated with the acoustic feedback problem. The

term acoustic feedback has been used to refer to the

undesired acoustic coupling between a loudspeaker and a

microphone as well as to the howling effect that results

from the coupling. We will use the term acoustic feedback

in the first sense. Both the acoustic coupling and the
howling effect are sometimes also referred to as the Larsen
effect, after the Danish physicist Søren Larsen, who is said

to have been one of the first researchers to investigate the

acoustic feedback problem [1].

Acoustic feedback control refers to the process of

attempting to solve the acoustic feedback problem either

completely (i.e., to remove the acoustic coupling) or

partially (e.g., to remove the howling artifacts from the
loudspeaker signal). This paper only deals with automatic
methods for acoustic feedback control, i.e., methods that

do not require the interaction of an operator. Moreover,

the emphasis will be on discrete-time methods that can be

implemented on a digital signal processor. Surprisingly

enough, despite 50 years of research on automatic acoustic

feedback control, many PA system technicians still prefer

to prosecute manual control of acoustic feedback. The
main reason for this is the lack of reliability in the available

automatic acoustic feedback control solutions, i.e., howl-

ing may still occur and may even take more time to be

eliminated than in case of manual control.
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The goal of this paper is threefold. First, we aim to
provide an overview of the state of the art in acoustic

feedback control, by reviewing relevant scientific papers

and patents that have been published over the past five

decades. The focus of the literature review is on acoustic

feedback control for room acoustic sound reinforcement

systems, a PA system being the most exemplary application.

We should point out, however, that during the past two

decades a considerable amount of research results has been
published related to feedback control in hearing aids

(HAs), where the feedback is due to a combined acoustic

and mechanical coupling. Some of these publications will

also be referenced here as they have provided solutions that

have successfully been extrapolated to room acoustic

applications. Our second goal is to report results of a

comparative evaluation of the three most widely used

methods for acoustic feedback control, namely phase-
modulating feedback control (PFC), notch-filter-based

howling suppression (NHS), and adaptive feedback can-

cellation (AFC). To our knowledge, such a comparative

evaluation has not been reported earlier. This is presum-

ably due to the fact that these three methods in fact attempt

to solve different problems (i.e., smoothing the system loop

gain versus howling suppression versus removal of the

acoustic loudspeaker–microphone coupling) and hence
different measures have been used previously to quantify

the performance of each of these methods individually. We

observe, however, that even though the PFC, NHS, and

AFC problem formulations are different, the ultimate

objectives of these methods are the same: to improve sound

quality, to increase the amount of achievable amplification,

and to operate in a reliable way. Hence the reported

comparative evaluation is carried out with these three
objectives in mind. Finally, out third goal is to formulate

the challenges that we believe are most prevalent to steer

future research in acoustic feedback control towards the

development of reliable and affordable solutions.

The paper is organized as follows. In Section II, the

acoustic feedback problem is formulated in a formal way,

where the key result is the Nyquist stability criterion, based

on which all the acoustic feedback control methods can be
derived. Section III deals with the state of the art in acoustic

feedback control: the existing feedback control solutions

are divided into four categories [phase-modulation (PM)

methods, gain reduction methods, spatial filtering meth-

ods, and room modeling methods], and a detailed literature

review of each category is given. In the next sections, the

three most popular acoustic feedback control methods are

outlined in more detail: Section IV deals with the PFC
method, Section V with the NHS method, and Section VI

with the AFC method. In Section VII, these three methods

are then evaluated in terms of the resulting sound quality,

the achievable amplification, as well as their reliability. The

evaluation is based on computer simulation results using

realistic room acoustic models and for both speech and

audio signals. Finally, in the concluding Section VIII, we

summarize the results obtained with the state-of-the-art
methods and formulate future research challenges in

acoustic feedback control.

II . THE ACOUSTIC FEEDBACK PROBLEM

A typical PA system scenario is shown in Fig. 1: a number of

microphones are positioned such as to pick up the sound of

Fig. 1. A typical public address (PA) system scenario, featuring seven microphones, four onstage loudspeakers, four loudspeakers

directed towards the audience, and a mixing/signal processing/amplification console.
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possibly multiple sound sources that are of interest. The

microphone signals are then routed to the mixing console
and may be subject to additional processing, such as

dynamic range processing, artificial reverberation, etc.,

which is usually performed in the digital domain. The

mixed signals are then amplified and sent to the

loudspeakers, which are often arranged in a group-wise

fashion (i.e., all the loudspeakers in the same loudspeaker

group broadcast the same signal). Usually, the microphones

and loudspeakers are positioned in such a way that, taking
into account their directivity, the loudspeaker sound does

not directly hit the microphones, i.e., no direct acoustic

coupling between the loudspeakers and the microphones

exists. However, in nearly every sound reinforcement

application it is unavoidable that the loudspeaker sound

is reflected by the boundaries (walls, floor, and ceiling)

of the acoustic environment (denoted as the Broom[) and

by subjects and objects within the environment. These
reflections constitute an indirect acoustic coupling

between the loudspeakers and the microphones of the

system.

The PA scenario can be modeled in a discrete-time

context as shown in Fig. 2. All continuous-time signals

involved are assumed to be bandlimited in such a way

that they can be sampled at a standard sampling fre-

quency (e.g., fs ¼ 16 kHz in speech applications, fs ¼
44.1 kHz in audio applications) and represented by their

discrete-time counterparts.1 If we represent the S source

signals by viðtÞ, i ¼ 1; . . . ; S, the corresponding S micro-

phone signals as yiðtÞ, i ¼ 1; . . . ; S, and the L loudspeaker

signals as ujðtÞ, j ¼ 1; . . . ; L, then the discrete-time

closed-loop system model in Fig. 2 can be described by
the following relations:

�yðtÞ ¼Fðq; tÞ�uðtÞ þ �vðtÞ (1)

�uðtÞ ¼G �yðtÞ; t½ �: (2)

Here, the source signal, microphone signal, and loud-

speaker signal vectors are defined as

�vðtÞ ¼ v1ðtÞ . . . vSðtÞ½ �T (3)

�yðtÞ ¼ y1ðtÞ . . . ySðtÞ½ �T (4)

�uðtÞ ¼ u1ðtÞ . . . uLðtÞ½ �T (5)

and the multichannel acoustic feedback path Fðq; tÞ and

electroacoustic forward path characteristics G½�; t� are
defined below.

Between each loudspeaker–microphone pair ðj; iÞ,
j ¼ 1; . . . ; L, i ¼ 1; . . . ; S, there exists an acoustic coupling,

which can be modeled by the acoustic feedback path

transfer function

Fijðq; tÞ ¼ f
ð0Þ
ij ðtÞ þ f

ð1Þ
ij ðtÞq�1 þ . . .þ f

ðnFÞ
ij ðtÞq�nF (6)

where q denotes the discrete-time shift operator, i.e.,
q�kujðtÞ ¼ ujðt� kÞ. The multichannel feedback path ma-

trix in (1) is then defined as an S� L polynomial matrix

Fðq; tÞ ¼
F11ðq; tÞ . . . F1Lðq; tÞ

..

. . .
. ..

.

FS1ðq; tÞ . . . FSLðq; tÞ

2
64

3
75: (7)

The acoustic feedback path model is linear, time varying,

and of finite order2 nF. The linearity assumption is

generally considered to be a reasonable one, since the

effects of sound propagation and reflections in the acoustic

environment (i.e., signal attenuations and time delays) are

quasi level independent. The finite-order assumption,

which contrasts with the infinite impulse response (IIR)
nature of room acoustics, can be justified by the

observation that a typical room impulse response (RIR)

has an exponentially decaying envelope such that it can be

truncated to have nF þ 1 G 1 coefficients.

Fig. 2. Discrete-time model of a PA system with S microphones

and L loudspeakers.

1In our notation, we discriminate between continuous-time and
discrete-time signals by using curly brackets for the former and round
brackets for the latter. For example, xf�g is a continuous-time signal and
xðtÞ is the corresponding discrete-time signal. The discrete-time index t is
related to the continuous-time index � as t ¼ �=Ts with the sampling
interval defined as Ts ¼ 1=fs.

2For ease of notation, we assume that all the acoustic feedback path
transfer functions Fijðq; tÞ, i ¼ 1; . . . ; S, j ¼ 1; . . . ; L, have the same order
nF. This is also reasonable from a physical point of view, since the
reverberation time in a room does not depend on the loudspeaker and
microphone positions. We will make the same assumption further on for
the electroacoustic forward path transfer functions Gjiðq; tÞ.
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An example RIR, which was measured at fs ¼ 44.1 kHz

and truncated at a length of nF þ 1 ¼ 4410 coefficients

(corresponding to 100 ms), is shown in Fig. 3. The
frequency response of this RIR is displayed in Fig. 4. It can

be seen that the magnitude response has an overall low-

pass behavior as well as many local magnitude peaks and

dips. This irregular behavior was explained and quantified

by Schroeder [2], under the assumption that the acoustic

coupling is mainly due to reflections and not due to a

direct acoustic path between the loudspeaker and the

microphone. The average frequency distance between two
magnitude peaks is then about 10 Hz, and the peak mag-

nitude can be up to 10 dB larger than the average mag-

nitude in the frequency response [2].

In the electroacoustic forward path, the S microphone
signals are mixed and amplified to obtain L loudspeaker

signals, and moreover, some additional signal processing is

performed. Since usually nonlinear dynamics processing

(e.g., compression, limiting, etc.) is involved here, the

forward path mapping Gji½�; t� between the ði; jÞth

microphone–loudspeaker pair should be modeled as a

nonlinear, time-varying filter. However, to be able to

perform a stability analysis of the closed-loop system, we
will mostly assume that the forward path can be modeled

by a linear, time-varying transfer function, 8i; j

Gji½�; t� ¼ Gjiðq; tÞ
¼ g

ð0Þ
ji ðtÞ þ g

ð1Þ
ji ðtÞq�1 þ . . .þ g

ðnGÞ
ji ðtÞq�nG (8)

and

G½�; t� ¼ Gðq; tÞ ¼
G11ðq; tÞ . . . G1Sðq; tÞ

..

. . .
. ..

.

GL1ðq; tÞ . . . GLSðq; tÞ

2
64

3
75: (9)

If the forward path includes IIR components, such as IIR

equalization filters, we have that nG ¼ 1. We further

assume that the sound sources have sufficient directivity

and are close enough to the respective microphones, such

that the acoustic transfer function matrix from the sources

to the microphones is an identity matrix. These assump-

tions can be justified since these do not relate directly to
the feedback problem.

Fig. 3. A typical RIR, measured at fs ¼ 44.1 kHz and truncated at a

length of nF þ 1 ¼ 4410 coefficients.

Fig. 4. Frequency response of the RIR shown in Fig. 3. (a) Magnitude response. (b) Phase response.
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While many sound reinforcement systems comprise
multiple loudspeakers and microphones, most acoustic feed-

back control methods have been proposed in a single-channel

context (i.e., for one loudspeaker and one microphone),

without a framework for an extension to multichannel systems

being explicitly provided. For this reason, we will analyze the

acoustic feedback problem and explain the acoustic feedback

control methods in a single-channel context, and drop the

subscripts i and j. We will however comment on the
implications of extending a particular method to a multichannel

system whenever appropriate.

In a single-channel sound reinforcement system, the

closed-loop frequency response from the source signal to

the loudspeaker signal can be expressed as follows:

Uð!; tÞ
Vð!; tÞ ¼

Gð!; tÞ
1� Gð!; tÞFð!; tÞ : (10)

Here, ! 2 ½0; 2�� represents the radial frequency variable,

Uð!; tÞ and Vð!; tÞ denote the short-term frequency spectra

of the loudspeaker and source signal, and Gð!; tÞ and

Fð!; tÞ are the short-term frequency responses of the
forward and feedback path, which can be calculated using

the short-time discrete Fourier transform (DFT). The

frequency function Gð!; tÞFð!; tÞ appearing in the denom-

inator of (10) is often referred to as the Bloop response[ of

the system, and plays a crucial role in acoustic feedback

control [the corresponding magnitude response

jGð!; tÞFð!; tÞj is then referred to as the Bloop gain[ and

the phase response ffGð!; tÞFð!; tÞ as the Bloop phase[]. It
is well known that a closed-loop system can exhibit

instability, which may lead to oscillations that, in an

acoustic system, are perceived as howling. Stability analysis

of linear closed-loop systems is by now a well-understood

topic in control systems theory, which originated from

early studies on feedback amplifiers. The current approach

to closed-loop system stability analysis is based on a

classical paper by Nyquist [3]. The Nyquist stability criterion
can be formulated as follows3: if there exists a radial

frequency ! ¼ 2�ðf=fsÞ for which

Gð!; tÞFð!; tÞj j � 1

ffGð!; tÞFð!; tÞ ¼ n2�; n 2 Z

�
(11)

(12)

then the closed-loop system is unstable. If the unstable

system is moreover excited at the critical frequency f ,
i.e., if the source signal contains a nonzero frequency

component at f , then an oscillation at this frequency will
occur. The criterion in (11) and (12) is essential in the

remainder of this paper, since any acoustic feedback

control method effectively attempts at preventing either

one or both of these conditions from being met.

With the aim of quantifying the achievable amplifica-

tion in a sound reinforcement system with and without

acoustic feedback control, it is customary to define a

broadband gain factor KðtÞ as the average magnitude of the
forward path frequency response Gð!; tÞ and extract it

from the forward path transfer function Gðq; tÞ, i.e.,

Gðq; tÞ ¼ KðtÞJðq; tÞ (13)

with

KðtÞ ¼ 1

2�

Z2�

0

Gð!; tÞj jd!: (14)

Assuming now that Jðq; tÞ is given, and that KðtÞ can be

varied, the maximum stable gain (MSG) can be defined as
follows:

MSGðtÞ[dB] ¼� 20 log10 KðtÞ such that

max!2P Gð!; tÞFð!; tÞj j ¼ 1 (15)

¼ �20 log10 max
!2P

Jð!; tÞFð!; tÞj j
� �

(16)

where P denotes the set of frequencies at which the phase

condition (12) is fulfilled, i.e.,

P ¼ !jffGð!; tÞFð!; tÞ ¼ n2�f g: (17)

From a statistical analysis of room acoustics, assuming a

flat forward path magnitude response and a unity average

feedback path magnitude response, Schroeder concluded

that in a sound reinforcement system without feedback

control and having a reverberation time of T60 s and a

bandwidth of B Hz, the expected MSG can be calculated
as [2]

MSGðtÞ[dB] ¼ �10 log10 log10ðBT60=22Þ½ � � 3:8: (18)

The gain margin is defined as the difference between the

MSG and the actual gain of the system. From a sound

quality point of view, a gain margin of 2–3 dB is

recommended to avoid audible ringing effects [2], [5].

3We should note that the Nyquist stability criterion is defined in [3] for
linear time-invariant systems. The stability of linear time-varying systems
should be analyzed by the so-called circle criterion instead [4, Ch. 5].
However, to achieve consistency with the literature on acoustic feedback
control, we will still define stability using the Nyquist criterion, under the
assumption that the electroacoustic forward path and the feedback path
characteristics are slowly time varying.
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III . STATE OF THE ART IN ACOUSTIC
FEEDBACK CONTROL

As already mentioned, we will only deal with automatic
methods for acoustic feedback control. A review of manual

feedback control methods is given in [6]. These methods

are based on a proper microphone and loudspeaker

selection and positioning, suppression of discrete room

modes using notch filters, and equalization of the entire

room response using 1/3 octave graphic equalizer filters,

and may result in an MSG increase of 5–8 dB [6].

Automatic feedback control methods may be catego-
rized into four classes: PM methods, gain reduction

methods, spatial filtering methods, and room modeling

methods.

A. Phase-Modulation Methods
One of the earliest approaches to acoustic feedback

control consists in frequency shifting (FS) the microphone

signals before these are amplified and sent to the

loudspeakers. The FS approach can largely be attributed to

Schroeder, who published a number of papers on this topic in

the early 1960s [2], [7]–[9]. By applying FS, the loop gain can

be smoothed, such that ideally, the MSG is determined by the

average magnitude response rather than the peak magnitude
response [9]. Since the average frequency distance between

two magnitude peaks in a room response was found to be

around 10 Hz, the optimal FS value is expected to be around

5 Hz [2]. An MSG increase up to 14 dB was reported [7],

however, the subjectively acceptable MSG increase is limited

to 6 dB if audible beating effects due to the FS operation are

to be avoided [2], [9]. It is claimed in [9] that a frequency

shift of 5 Hz is inaudible both for speech and music signals.
The earliest FS implementations were based on analog

single-sideband modulation [10] or phase modulation [11].

More recently, a digital FS implementation using a truncated

FIR Hilbert filter has been proposed [12]. A drawback of the

FS approach is that it does not preserve the harmonic

relations between tonal components in voiced speech and

music signals. It was shown in [13] that a bandwidth

compression does preserve harmonic relations and results in
a feedback stability improvement similar to the FS

approach.

Another early feedback control method employs phase

modulation (PM) in the electroacoustic forward path, with

the aim of bypassing the phase condition (12) in the

Nyquist criterion. In 1958, Mishin [14], [170] described a

sinusoidal PM approach in which the choice of the

modulation parameter relates to the zeros of Bessel
functions of the first kind. In a 1968 paper by Nishinomiya

[15], an MSG increase up to 7 dB is reported using

sinusoidal frequency modulation (FM), which is concep-

tually equivalent to sinusoidal PM. Guelke and Broadhurst

[5] applied the sinusoidal PM technique in the context of

reverberation enhancement (RE) systems, using a very low

modulation frequency (�1 Hz), and resulting in a 4-dB

MSG increase. The apparent suitability of PM, FM, and
other periodic modulations for feedback control in digital

RE systems resulted in a renewed interest in these

methods in the 1990s. Svensson [16] and Nielsen and

Svensson [17] provided a unifying approach to PFC in

which the modulators, including sinusoidal PM, FM,

amplitude modulation (AM), and delay modulation (DM),

are viewed as linear periodically time-varying filters.

Moreover, they showed that the FS approach also fits
into this framework, hence labeling FS-based feedback

control as a special case of PFC. Svensson [16] reported an

average 4-dB MSG increase with a synthetic acoustic

feedback path, while Nielsen and Svensson [17] obtained

MSG increases up to 8 dB in real room acoustic feedback

scenarios. Poletti [18] was the first to study the perfor-

mance of PFC (in particular using an FS approach) in

multichannel sound systems. His somewhat discouraging
conclusion was that the stability improvement due to FS

reduces as the number of channels increases. Finally,

while the impact of the PFC approach on sound quality

may be considerable, to our knowledge only a single study

has been devoted to its perceptual evaluation. The results

of a perceptual study by Svensson [19] indicate that the

PFC approach (and in particular the FS approach) may be

well suited for transient signals like speech but is less
appropriate for sustained tones often occurring in audio

signals.

In Section IV, a more extensive treatment of the PFC

approach is provided.

B. Gain Reduction Methods
The most straightforward approach to acoustic feed-

back control is to automate the actions that a human
operator would undertake for preventing or eliminating

howling in a sound reinforcement system. These actions

usually consist in reducing the electroacoustic forward

path gain, such that the system moves away from

magnitude condition (11) in the Nyquist criterion.

Depending on the width of the frequency band in which

the gain is actually reduced, we can discriminate between

three gain reduction methods:
1) in automatic gain control (AGC) methods [20]–

[22], the gain is reduced equally in the entire

frequency range by decreasing the broadband gain

factor KðtÞ defined in (14);

2) in automatic equalization (AEQ) [22]–[30], the

gain reduction is applied in critical subbands of

the entire frequency range, namely those sub-

bands in which the loop gain is close to unity;
3) in NHS [31]–[58], the gain is reduced in narrow

frequency bands around critical frequencies, i.e.,

frequencies at which the loop gain is close to

unity.

Every gain reduction method has to be activated in

some way, when a closed-loop instability or a tendency

towards instability is detected. Only a few gain reduction
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methods have been proposed which are based on a
proactive instability detection: these are either based on

an online measurement of the feedback path magnitude

response [52], [59] or on an early detection of the spectral

accumulation effect that can be observed at critical

frequency components in the microphone signal [28]–

[30], [60], [61]. Most gain reduction methods are reactive,

in the sense that howling can usually be perceived before it

is actually detected. In these methods, howling detection is
typically based on a combined spectral and temporal

analysis of the microphone signal. Due to the sinusoidal

nature of howling, the microphone signal frequency

components having the largest magnitude are considered

to be candidate howling components. The true howling

components within this set of candidates can then be

discriminated from the source signal tonal components

(originating from voiced speech or musical tones) using
several criteria. Spectral criteria for discriminating

between howling and tonal components are based on

one or more of the following features: the power ratio of

the candidate howling component and the entire spectrum

[25]–[27], [35]–[38], [45], [49]–[51], [55], [56], the power

ratio of the candidate howling component and its

(sub)harmonics [32], [34]–[36], [43], and the power ratio

of the candidate howling component and its neighboring
frequency components [22], [28]–[30]. On the other hand,

temporal criteria for howling detection rely on the

observation that howling components typically persist for

a longer time than tonal components [20], [21], [31], [32],

[34], [38], [43]–[45], [49] and exhibit an exponentially

increasing magnitude until the sound reinforcement

system saturates [28]–[30]. A comparative evaluation of

these spectral and temporal howling detection criteria is
reported in [62] and [63].

The AGC method is the earliest gain reduction

method, which was proposed by Patronis in 1978 [20],

[21]. If howling is detected, the broadband gain is

immediately reduced, and after a specified time interval

the gain is restored to the initial value. Candidate howling

frequencies are discriminated from tonal source signal

components by assuming that howling components
persist for several seconds. A subband implementation

of this method was proposed by Ando [22], featuring a

spectral approach to howling detection by evaluating

power ratios between adjacent subbands. Obviously, AGC

methods do not increase the MSG since the spectral

shape of the loop gain is not altered. The main strength of

AGC methods is their reliability: if the gain is sufficiently

reduced, an unstable system is guaranteed to be
stabilized. Therefore, many other acoustic feedback

control methods include an AGC method as a Brescue

procedure[ that is activated if all else fails; see, e.g., [22],

[35], [36], [55], [56], and [64].

The AEQ method follows directly from the subband

approach to AGC, as proposed by Ando [22]. If howling

detection is performed in frequency subbands, then the gain

reduction can be limited to those subbands in which
howling is detected. Hanajima et al. [25], [26] further

improved the subband howling detection, by first per-

forming a howling detection in relatively wide subbands,

and subsequently dividing the most critical subband in

narrower subbands in which the howling detection is then

repeated. They use ten logarithmically spaced wide

subbands in the 10–10 000-Hz range, which are then

divided into ten linearly spaced narrower subbands to obtain
a more accurate howling detection. An even more advanced

howling detection can be found in the AEQ method of

Osmanovic et al. [28]–[30]. The detection criterion consists

of a linear combination of two features that are calculated

for all candidate howling components: the Bslopeness[ is a

temporal feature that models the exponential buildup of a

howling component, while the Bpeakness[ is a spectral

feature that estimates the power ratio of a candidate howling
component and its neighboring frequency components. For

the equalization, Osmanovic et al. use 14 logarithmically

spaced eighth-order IIR bandstop filters in the speech

range 300–6000 Hz [28]–[30].

The NHS methods can be divided into two categories,

i.e., one-stage and two-stage NHS methods, depending on

whether the howling detection and notch filtering are

performed jointly or separately. The earliest NHS methods
are one-stage methods, which are usually implemented using

adaptive notch filters (ANFs). In 1989, Foley proposed the

adaptive periodic noise canceller [31] for speech applications,

which is an FIR-ANF that is able to track and cancel a

narrowband component in the microphone signal. Since the

FIR-ANF in [31] is adapted using the least mean squares

(LMS) algorithm, it is expected to be too slow to cancel tonal

speech components, which vary more quickly in time than
howling components. Also, the FIR-ANF is preceded by a

delay of eight samples such that it cannot cancel the short-

term-correlated speech formants. Foley’s FIR-ANF was

shown to be H1-robust for a first-order feedback path (i.e.,

nF ¼ 1), provided that the LMS stepsize is properly chosen

[41], [47]. Staudacher [40] proposed an extension to Foley’s

FIR-ANF, by using a variable LMS stepsize that increases as

the FIR-ANF input signal power increases, such that the
convergence is accelerated when howling occurs. To reduce

the impact of the ANF on sound quality, the notch filter

bandwidth should be as small as possible. A disadvantage of

the FIR-ANF implementation is that a large filter order is

required to obtain a narrowband notch characteristic, e.g.,

Foley [31] and Staudacher [40] use 32nd-order filters to

cancel a single narrowband component. If multiple howling

components are to be canceled, the required FIR-ANF filter
order may become unpractically large. Following this

observation, several IIR-ANF implementations have been

proposed, which only require a biquadratic (i.e., second-

order) filter structure to cancel one narrowband component.

The main difficulty with IIR-ANF implementations is that the

least squares (LS) cost function associated with the howling

component frequency estimation is typically nonconvex.
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Kuo and Chen [33] proposed a constrained biquadratic
IIR-ANF in which the global minimum of the LS cost func-

tion can be found with high probability by increasing the

notch bandwidth during the howling detection process. Once

howling has been detected, the notch filter is activated in the

electroacoustic forward path with a reduced bandwidth, to

avoid a loss of sound quality. Another approach to bypass

local minima in the LS cost function associated with the

IIR-ANF implementation is to only adapt the FIR part of the
filter, and subsequently copy the numerator coefficients to

the denominator [43], perhaps after including some scaling

factor [39], [54]. A biquadratic IIR-ANF implementation

featuring an advanced howling detection method was

proposed by Porayath and Mapes-Riordan [43]: a howling

frequency is detected when it has a power that is 30 dB larger

than its first harmonic and when this power difference

persists for at least 50–100 ms. Since the power spectral
density is however hard to estimate when using the ANF

approach, a different howling detection method was recently

proposed by Gil-Cacho et al. [58], which is based on running

multiple regularized biquadratic IIR-ANFs in parallel with

different regularization factors. Yet another second-order

ANF implementation was proposed by Wei et al. [48], in

which the input samples to the ANF consist of phase-shifted

instead of time-shifted microphone signal samples.
The two-stage NHS method, which is by now probably

the most popular gain reduction method for acoustic

feedback control, originates from the work of Lewis et al.
[32], [34] and Er et al. [35], [36] in the early 1990s. A

nonparametric frequency analysis of the microphone

signal is computed using a fast Fourier transform (FFT)

algorithm, from which the candidate howling components

are determined using a peak picking algorithm. The power
of the candidate howling components is then compared to

an absolute power threshold [35], [36], to the average

signal power [35], [36], and to the (sub)harmonics power

[32], [34]–[36] to determine if howling occurs. This

spectral criterion is combined with a temporal criterion for

howling detection by Lewis et al. [32], [34]. Whenever

howling is detected, biquadratic notch filters are inserted

in the electroacoustic forward path. Several improvements
to the methods by Lewis et al. and Er et al. have been

reported. Kawamura et al. [37], [38] propose an online

modification of the thresholds used in the spectral and

temporal howling detection criteria, steered by estimates

of the background noise spectrum, the source signal

spectrum, the reverberation time, and the acoustic

feedback path response. Lane et al. [42] apply a parametric

frequency analysis instead of the nonparametric analysis
proposed earlier, using a set of adjustable bandpass filters

having relatively wide passbands as compared to the

stopbands of the notch filters. An alternative way of

determining the set of candidate howling components was

proposed by Williams [44], [45]: instead of executing a

peak picking algorithm on the FFT magnitude spectrum

estimate, a so-called Bballistics procedure[ is applied to

model the temporal buildup of narrowband components
such that components with an increasing power can be

identified. Rocha and Ferreira [49] and Börsch [50], [51]

replace the FFT algorithm in the nonparametric frequen-

cy analysis by an odd FFT algorithm and a frequency-

warped FFT algorithm, respectively. Moreover, the

frequency analysis described by Börsch [50], [51] is the

only nonparametric method which includes a compensa-

tion for the estimation errors due to the limited FFT
resolution. In [52], Rombouts et al. propose a proactive

howling detection method applied to NHS, based on the

estimation of critical closed-loop system frequencies from

an adaptive estimate of the feedback path response. Abe

[53] was the first to consider NHS in a multichannel

sound reinforcement system, and succeeded in reducing the

computational and memory requirements by frequency-

analyzing the individual microphone signals with a low-
resolution FFT algorithm and the mixed signal with a

high-resolution FFT algorithm. Finally, Somasundaram

[55], [56] proposes an advanced spectral howling detection

criterion, in which the power of the candidate howling

component is compared to a threshold that is calculated

using the mean and standard deviation of the entire FFT

spectrum estimate. Furthermore, the notch filters used in

[55] and [56] are gradually enabled and disabled using a so-
called leaky integrator, to avoid artifacts in the loudspeaker

signal.

Since the majority of the available gain reduction

methods are described in patents, not many experimental

results are available and no MSG increase values have been

reported. However, from Schroeder’s statistical analysis of

a feedback path frequency response [2], it can be expected

that if the loop gain could be perfectly smoothed using an
AEQ or an NHS approach, a maximal MSG increase of

about 10 dB may be achieved. The two-stage NHS method,

being the most popular of all gain reduction methods, will

be described in more detail in Section V.

C. Spatial Filtering Methods
Spatial filtering methods for acoustic feedback control

aim at altering the loop response Gð!; tÞFð!; tÞ of
the closed-loop system by using microphone and/or

loudspeaker arrays of which the received/transmitted

signals are processed by beamforming filters. The general

objective is then to design a microphone array beamformer

that has its main lobe (i.e., its maximal spatial response) in

the direction of the source while having a null (i.e., zero

spatial response) in the direction of the loudspeaker,

and/or a loudspeaker array with the main lobe directed
towards the audience and a null in the direction of the

microphone. The first spatial filtering approach to acoustic

feedback control was proposed by Duong et al. in 1984 for

hands-free telephony applications [65], focusing on the

combined use of a microphone and loudspeaker array for a

single-channel scenario with fixed microphone and loud-

speaker positions. The stringent spatial constraints (i.e.,
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the microphone and loudspeaker arrays are to have the
same center and lie orthogonal to each other) make this

method rather impractical for many sound reinforcement

applications. A more flexible approach, which allows for

scenarios with arbitrary microphone and loudspeaker array

positions, consists in adapting the beamformer coefficients

based on the available sound signals. Obviously, an adaptive

microphone array is more straightforward to implement

than an adaptive loudspeaker array, since the latter does
not collect any information on the acoustic environment. A

fundamental problem that occurs when computing the

coefficients of an adaptive microphone array beamformer

in a closed-loop system is the fact that the source signal is

correlated with the loudspeaker signal [i.e., the loudspeak-

er signal can be calculated by filtering the source signal

with the closed-loop response; see (10)]. Due to this

correlation, a conventional adaptive beamforming algo-
rithm will not converge to the desired solution, and

consequently, part of the source signal will eventually be

attenuated while part of the feedback signal will still appear

in the output of the microphone array. Several solutions to

this correlation problem have been proposed. Janse and

Belt [66] propose the combined use of an adaptive feedback

canceller (AFC) and a microphone array beamformer. By

feeding the feedback-compensated signal from the AFC to
the microphone array, the influence of the feedback signal

on the beamforming algorithm can be decreased. In this

case, however, it is not possible to create a beamformer null

directed towards the loudspeaker, since the feedback-

compensated signal (ideally) does not provide any infor-

mation on the loudspeaker position. Another solution was

proposed by Kobayashi et al. [67], [68], in which the

coefficients of an adaptive microphone array beamformer
outside the closed signal loop are computed by canceling

the source signal using a null beamformer (NBF) and

inserting an artificial source signal. The adaptive beamfor-

mer coefficients are then copied to a microphone array

beamformer in the closed signal loop, resulting in an MSG

increase up to 15 dB [67], [68]. Due to the source signal

cancellation, the adaptive beamformer can unambiguously

identify the loudspeaker direction, however, the direction
of the source with respect to (w.r.t.) the microphone array

needs to be known a priori [67] or estimated by an adaptive

NBF [68]. The artificial source signal, of which the design is

not specified in [67] and [68], serves to constrain the

adaptive beamformer response to unity in the source

direction. A more recent solution to the correlation

problem in adaptive microphone array beamforming was

proposed by Rombouts et al. [69], [70], and consists in
prewhitening the source signal component in the adaptive

beamformer desired signal using an adaptive decorrelation

filter that is estimated concurrently with the beamformer

coefficients. This approach was shown to result in an MSG

increase between 7 and 14 dB (depending on the

reverberation time of the room), while it does not require

a priori information on the source position and is

considerably cheaper than the approach in which an AFC
is also used. Finally, a fundamentally different approach to

spatial filtering for acoustic feedback control was proposed

by Goodwin and Elko [71], [72]. In the so-called Bbeam

dithering[ approach, a loudspeaker array is steered by a

beamformer of which the coefficients are varied periodi-

cally with time, by time stepping through a discrete

sequence of approximate Chebyshev coefficients. In this

way, a spatial modulation is obtained that provides a
smoothing of the loop gain, comparable to the smoothing

effect obtained with the PM methods for acoustic feedback

control. An MSG increase up to 6 dB has been obtained

[72], however, the spatial constraints of the beam dithering

approach are rather stringent (in that the audience should

always be in the main beamformer lobe, while the

microphones should be in the sidelobes) and a perceptual

calibration of the system is required [71].

D. Room Modeling Methods
In room modeling methods for acoustic feedback

control, a model of the acoustic feedback path is identified

either offline (during the initialization of the sound

reinforcement system) or online (during the operation of

the sound reinforcement system). We can distinguish

between two room modeling methods, depending on how
the model is subsequently applied for acoustic feedback

control. In AFC, the acoustic feedback path model is used

to predict the feedback signal component in the micro-

phone signal (i.e., the part of the microphone signal that

stems from the loudspeaker signal through the acoustic

coupling). The predicted feedback signal is then sub-

tracted from the microphone signal, hence resulting in a

feedback-compensated signal, which is in fact an estimate
of the source signal component in the microphone signal.

If an accurate model of the acoustic feedback path can be

identified, then the AFC method achieves a nearly

complete elimination of the acoustic coupling (i.e., the

loop gain comes close to zero for all frequencies), and

consequently very large MSG increases may be obtained.

Alternatively, the inverse of the acoustic feedback path

can be modeled and identified, and this inverse model
can then be inserted in the closed signal loop to

optimally equalize the microphone signal. This approach

is referred to as adaptive inverse filtering (AIF), and

ideally results in a perfect smoothing of the loop gain,

for which the MSG increase can be expected to be around

10 dB [2].

The AIF approach has received only little attention in the

context of acoustic feedback control. In 1994, Ushiyama et al.
[73] proposed an inverse filtering approach in which an

inverse model of the minimum-phase components in the

acoustic feedback path is identified offline. It is observed that

a smoothing of the inverse model frequency response

increases the robustness of the (time-invariant) inverse

model w.r.t. time variations in the acoustic feedback path

response. Another offline approach to inverse filtering was
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proposed by Nagata et al. [23], [24], and consists in
automatically adjusting a large number of equalizers in the

electroacoustic forward path, based on an offline measure-

ment of the acoustic feedback path response using a noise

probe signal. Finally, a hybrid AIF-AFC approach was

proposed by Janse and Belt [66] and Schmidt and Haulick

[74], in which the inverse model coefficients are adjusted

based on the acoustic feedback path model that is identified

in the AFC algorithm. More results on the AIF approach can
be found in the literature on acoustic dereverberation and

equalization; see, e.g., [75]–[78].

In the AFC approach, which is conceptually similar to

the well-known acoustic echo cancellation (AEC) ap-

proach, an adaptive filter is used to model, identify, and

track the impulse response of the acoustic feedback path.

Analogously to the correlation problem found in adaptive

microphone array beamforming (see Section III-C), the
fundamental problem encountered in AFC lies in the

fact that, unlike in the AEC case, the adaptive filter’s

input signal (i.e., the loudspeaker signal) and distur-

bance signal (i.e., the source signal) are now correlated;

see (10). Applying a standard adaptive filtering algorithm

to the AFC problem hence results in a biased estimate of

the acoustic feedback path impulse response [79]–[81],

and consequently, the source signal component in the
microphone signal ends up being partially canceled. For

this reason, a decorrelation method is generally incor-

porated in the AFC scheme which is either included in

the closed signal loop or in the adaptive filtering circuit

[81]; see [82] for an overview and comparative

evaluation.

Decorrelation in the closed signal loop can be

accomplished by injecting a noise signal, by including a
nonlinear or time-varying signal operation, or by inserting

a processing delay in the electroacoustic forward path. The

earliest AFC reference appears to be a 1988 patent by

Ibaraki et al. [83], in which a white noise signal is injected

in the closed signal loop noncontinuously (e.g., during

source signal pauses) to identify the low-frequency

response of the acoustic feedback path. Goertz [84]

proposes to inject a white noise signal continuously and
reports a 5-dB MSG increase in a severely undermodeled

AFC scenario (i.e., the adaptive filter length being only

1/15 of the feedback path length). Decorrelation by

continuous white noise injection was also applied by Stott

and Wells [64], van Waterschoot [85], and Schmidt and

Haulick [74]. With the aim of reducing the sound quality

deterioration due to noise injection, several attempts have

been made to shape the spectrum of the injected noise
signal such that it becomes less perceptible. Goertz [84]

proposes to use A-weighted noise instead of white noise,

while van Waterschoot [85] and Janse and Tchang [86]

apply a time-varying noise shaping based on a psycho-

acoustic model. However, to obtain an AFC performance

comparable to the methods using white noise injection, the

psychoacoustically shaped noise has to be amplified to a

level at which it is found to be even more disturbing than
white noise [85]. Decorrelation in the closed signal loop

can also be achieved by including a nonlinear or time-

varying signal operation in the electroacoustic forward

path. Janse et al. [87]–[89] propose to use a frequency

shifter or a periodic phase or delay modulator. The AFC

robustness can then be increased since these decorrelating

operations also have a stabilizing effect on the closed-loop

system (see Section III-A). Another nonlinear decorrela-
tion technique, which was adopted from the stereo AEC

literature [90] by van Waterschoot et al. [91] and Schmidt

and Haulick [74], consists in adding a half-wave rectified

version of the loudspeaker signal to the original loud-

speaker signal, yet was found to improve the AFC

performance only marginally [91]. Finally, in the context

of HA AFC applications, inserting a processing delay in the

electroacoustic forward path has been proposed for
reducing the correlation between the source and loud-

speaker signals [79], [92]. The motivation for this

approach is that the source and loudspeaker signal cross-

correlation function is expected to decrease for increasing

time lags, which is particularly the case for voiceless

speech signals.

While most of the above decorrelation techniques are

rather effective when applied in the closed signal loop,
their effect on the sound quality may be detrimental. For

this reason, there has been an increased interest in the

application of decorrelating signal operations in the

adaptive filtering circuit, such that the closed-loop

signals remain unaffected. A first approach, which was

proposed by Ortega et al. [93], [94], consists in having

the adaptive filter preceded by a processing delay. The

resulting decorrelation effect is similar to when a
processing delay is inserted in the electroacoustic

forward path. However, the delay length in the adaptive

filtering circuit should not exceed the initial delay (i.e.,

the Bdead time[) in the acoustic feedback path impulse

response (e.g., with the acoustic feedback path impulse

response shown in Fig. 3, the maximum allowable

processing delay would be 405 samples). A second

approach consists in the use of decorrelating prefilters,
that are designed to whiten the source signal component

in the microphone signal. This approach was adopted

from HA AFC research [80], [95], [96], and was applied

to PA systems by van Waterschoot et al. [81], [91] and to

in-car communication systems by Ortega et al. [97]. A

fundamental difficulty lies in the concurrent identifica-

tion of the optimal prefilter and the acoustic feedback

path model from the closed-loop signals. This identifi-
cation problem was tackled following a prediction-error-

method (PEM)-based approach [98, Ch. 3], [99, Ch. 7] by

Rombouts et al. [100]–[105]. The PEM-based AFC approach

developed in [100]–[102] is based on a nonstationary all-

pole source signal model, the inverse of which is then used

as a time-varying FIR decorrelating prefilter in the AFC

scheme. The robustness of the PEM-based AFC approach
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was further improved in [103] by including some additional
features such as adaptation control and the joint use of a

foreground and background adaptive filter. Also, efficient

subband and frequency domain implementations of

the PEM-based AFC method were proposed in [103]. It

was shown by van Waterschoot et al. [104], [105] how

the convergence of the PEM-based AFC scheme can be

improved even further by incorporating prior knowledge on

the source signal and the acoustic feedback path through
regularization.

In recent years, several remaining issues concerning the

AFC approach have been analyzed and further improve-

ments have been reported. The overall performance of the

AFC approach may be improved by combining AFC with

other acoustic feedback control methods and signal

enhancement techniques, leading to so-called hybrid AFC

methods. Ortega et al. [93], [94] propose the combination
of AFC with a residual feedback and noise suppression

postfilter, and this hybrid AFC scheme was further

expanded by Janse and Belt [66] with an adaptive

microphone array beamformer and an AIF. The combina-

tion of AFC with an NHS method is of particular interest

due to the robustness of the NHS methods to system

instability: Schmidt et al. [74], [106] and Cifani et al. [107],

[108] use an ANF that operates on the AFC feedback-
compensated signal, while Rombouts et al. [52], [103] apply

a two-stage NHS method in which the howling detection is

based on a frequency analysis of the AFC feedback path

estimate. The considerable computational complexity of the

AFC approach in room acoustic applications is another

issue that has recently been addressed. An interesting

approach towards AFC complexity reduction was proposed

by Okumura and Fujita [109] and consists in applying two
or more parallel adaptive filters, preceded by a processing

delay in the adaptive filtering circuit, to model a single

acoustic feedback path. The first filter (which can be

understood to model the late reverberation in the acoustic

feedback path impulse response) has many coefficients that

are adapted not very frequently using a transform domain

approach, while the second filter (which then models the

early reflections) is a short filter that is adapted at each
instant using a time domain adaptive filtering algorithm. A

final issue is related to AFC in audio applications: none of

the aforementioned AFC methods has been designed to

operate in a high-fidelity audio environment. When

applying decorrelation in the closed signal loop, introduc-

ing signal distortion is unavoidable, while decorrelation

techniques in the adaptive filtering circuit are typically

based on the assumption that the source signal is a speech
signal. Van Waterschoot and Moonen [110], [111] have

recently proposed a novel PEM-based AFC method that is

designed particularly for audio signals, but performs equally

well in speech applications. The method is based on a

cascade of two source signal models, where one models the

tonal components in the source signal and the other one

models the source signal noise components.

IV. PHASE-MODULATING
FEEDBACK CONTROL

A. Concept
The goal of PFC is to control the phase of the microphone

signal in such a way that every frequency component in the
feedback signal has a different phase each time it arrives at

the microphone after having traveled one cycle around the

closed signal loop [17]. In this way, the phase condition in

the Nyquist criterion (12) can be guaranteed not to hold

for the same frequency at two successive instants, hence

the closed-loop system stability can be improved, regard-

less of the magnitude condition (11). The PFC goal can be

achieved by inserting a PM filter in the electroacoustic
forward path, which operates directly on the microphone

signal yðtÞ and delivers an output signal dðtÞ to the forward

path processing unit Gðq; tÞ; see Fig. 5.

The behavior of a PM filter can be analyzed elegantly

using the theory of linear time-varying (LTV) filters [16],

[17]. A discrete-time4 LTV filter can be described in the

time domain using the input–output relationship [112]

dðtÞ ¼
X1
�¼�1

hð�; tÞyðt� �Þ (19)

with hð�; tÞ the LTV filter’s impulse response, which

depends on both the observation instant t and the time

difference � between excitation and observation. If the
LTV filter is moreover periodically time-varying (LPTV)

with a period Tm that corresponds to an integer number of

sampling periods, i.e., Tm ¼ NTs, then the periodic LTV

frequency response

Hð!; tÞ ¼
X1
�¼�1

hð�; tÞe�j!� (20)

Fig. 5. PFC by inserting a PM filter in the electroacoustic forward path.

4Note that in [16] and [17], the theory of LTV filters is described for
the continuous-time case.
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admits an N-point DFT representation with coefficients

Hð!; nÞ ¼
XN�1

t¼0

Hð!; tÞe�jnð2�=NÞt (21)

and the input–output relationship in (19) can be written in

the frequency domain as follows [112]:

Dð!Þ ¼ 1

N

XN�1

n¼0

Hð!� n!m; nÞYð!� n!mÞ (22)

with !m ¼ 2�=N the LPTV filter fundamental frequency.

In other words, the LPTV filter output spectrum is a sum of

N frequency-weighted and frequency-shifted versions of

the input spectrum. The LPTV filter frequency response
DFT coefficients Hð!; nÞ are usually referred to as the

carrier response (for n ¼ 0) and the sideband responses

(for n 6¼ 0).

It can be seen from (22) that the output spectrum also

contains a nonfrequency-shifted version of the input

spectrum (for n ¼ 0), which is undesirable in view of

the acoustic feedback control performance [17]. The

contribution of the nonfrequency-shifted version of the
input spectrum to the total output spectrum is quantified

using the so-called carrier suppression5 [17]

CS[dB] ¼ �10 log10

Z2�

0

Hð!; 0Þj j2 d!

2
4

3
5 (23)

and it has been hypothesized that the CS corresponds to an

upper bound for the increase in MSG that can be obtained

using the PFC approach [17]. Another hypothesis stated in

[17] is that a modulation scheme having a larger number of

sideband responses with a relatively large power

jHð!; nÞj2 provides a better acoustic feedback control

performance, since in this case, more input signal energy is

shifted away from the original (carrier) frequency.
However, this hypothesis is based on a continuous-time

analysis and may not hold in a discrete-time context, since

aliasing will fold all the input signal energy that has been

shifted above the Nyquist frequency back to lower

frequencies.

The following four PM techniques have been studied in
the context of acoustic feedback control [17].

1) Sinusoidal PM [5], [14], [16], [17], [170]: a

sinusoidal PM filter has a frequency response

Hð!; tÞ ¼ ej� sin!mt (24)

which is characterized by frequency-independent

carrier and sideband responses HðnÞ that corre-

spond to the Bessel functions of the first kind and

order n

HðnÞ ¼ Jnð�Þ; n ¼ 0; . . . ;N � 1: (25)

These functions are plotted as a function of the so-

called modulation index � in Fig. 6.
2) Sinusoidal FM [15], [17]: the effect of a sinusoidal

FM filter with a modulation frequency fm ¼
!mðfs=2�Þ and a modulation depth �f can be

shown to be identical to the effect of a sinusoidal

PM filter with the same modulation frequency fm

and a modulation index � ¼ �f=fm [17].

3) FS [2], [7], [11], [12], [17], [18]: an FS device can

either be viewed as a nonlinear time-invariant system
or as an LPTV system. From the latter interpretation,

it can be shown that an FS operation with a

frequency shift of fm ¼ !mðfs=2�Þ Hz corresponds

to a PM operation with a phase function that

increases linearly with time [11], [17], i.e.,

Hð!; tÞ ¼ ej!mt (26)

5Note that our definition of the carrier suppression as given in (23) is
somewhat more general than the definition in [17], because we do not
restrict the sideband responses Hð!; nÞ to be independent of !.

Fig. 6. Bessel functions of the first kind for different orders

n ¼ 0; . . . ;5.
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and, as a consequence

HðnÞ ¼ 1; n ¼ 1

¼ 0; n ¼ 0; 2; . . . ;N � 1.

�
(27)

(28)

In other words, an FS device can be described as

an LPTV filter with zero carrier response (i.e.,

CS¼ 1) and only one nonzero sideband response

(for n ¼ 1).

4) Sinusoidal DM [14], [16], [17], [170]: a sinusoidal

DM filter varies the input signal’s time delay

sinusoidally around a time delay offset �0 with a
maximum time delay deviation �� and a modu-

lation frequency !m, as can be seen in its

frequency response

Hð!; tÞ ¼ e�j!ð�0þ�� sin!mtÞ: (29)

This can be interpreted as a sinusoidal PM filter

with the same modulation frequency !m and a
modulation index � ¼ !�� that is proportional to

the original (carrier) frequency !. As a conse-

quence, the corresponding carrier and sideband

responses are frequency selective (as opposed to

the frequency-independent PM, FM, and FS

responses)

Hð!; nÞ ¼ Jnð!�� Þ;
n ¼ 0; . . . ;N � 1:

(30)

From the above expression, it can be understood

that a sinusoidal DM filter performs poorly in the

low-frequency range since in this case, the carrier

response has a much larger magnitude than the

sideband responses (see Fig. 6).

B. Realization
The sinusoidal PM, sinusoidal FM, and FS filters are

usually realized by operating on the so-called analytical

representation of the microphone signal yðtÞ. In continuous

time, the analytical signal yaf�g is defined as follows [113]:

yaf�g ¼ yf�g þ jŷf�g (31)

where ŷf�g represents the Hilbert transform of yf�g. The

corresponding discrete-time analytical signal yaðtÞ can be

calculated in several ways. The first approach is to design a

FIR filter LðqÞ approximating the Hilbert transform such

that an approximation to ŷðtÞ can be calculated as LðqÞyðtÞ
[114], and then the discrete-time analytical signal can be

obtained as yaðtÞ ¼ yðtÞ þ jLðqÞyðtÞ. Since the so-called

Hilbert filter LðqÞ is noncausal, a processing delay of half
the filter length of LðqÞ has to be introduced in the signal

path [12]. Another drawback is that this approach does not

preserve the orthogonality between yðtÞ and ŷðtÞ which can

be obtained in the continuous-time case [115]. The second

approach is to design two complex FIR filters, so-called

dual quadrature FIR filters, that produce orthogonal

approximations to yðtÞ and ŷðtÞ, respectively, which are

then added according to (31) [116]. Unfortunately, this
approach does not preserve the original data since the real

part of the discrete-time analytical signal is not exactly

equal to yðtÞ [115]. In the third approach, which combines

the desirable properties of original data preservation in the

real part and orthogonality between the real and imaginary

part of the discrete-time analytical signal, yaðtÞ is

approximated as the inverse DFT of a one-sided discrete

spectrum (with zero negative frequency content) that is
calculated using the DFT of the original signal yðtÞ [115].

This approach is frame based, hence a processing delay

equal to the frame size minus the frame overlap is

required. We will use this latter approach for the PFC

evaluation in Section VII.

Given the discrete-time analytical signal yaðtÞ ¼ yðtÞþ
jŷðtÞ, the output signal of the PM, FM, and FS filters can be

calculated by modulating yaðtÞ with the LPTV frequency
response Hð!; tÞ, and then taking the real part (denoted

with Ref�g) [18], i.e.,

dðtÞ ¼ Re yaðtÞHð!; tÞf g: (32)

Using (24) and (26), this leads to

dðtÞ ¼ yðtÞ cos�ðtÞ � ŷðtÞ sin�ðtÞ with

�ðtÞ ¼
� sin!mt; for sinusoidal PM
�f

fm
sin!mt; for sinusoidal FM

!mt; for FS.

8><
>:

(33)

(34)

(35)

A sinusoidal DM filter can be realized by directly

operating on the microphone signal yðtÞ, which is then fed

to a variable-length delay line. Such delay lines have also

been used for realizing DM-based digital audio effects such

as vibrato, flanging, and chorus; see, e.g., [117]–[119]. The

sinusoidal DM variable-length delay line has an LPTV
transfer function that can be approximated as the cascade

of an integer delay of K samples and a fractional delay of l=D
samples [117]–[119], where D is denoted as the interpola-

tion ratio and l ¼ 0; . . . ;D� 1 is the fractional phase

Hðq; tÞ ¼ q�ð�0þ�� sin!mtÞ (36)

	 q�Kq�l=D: (37)
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The fractional part of the transfer function in (37) can be
realized using any of the available methods for fractional

delay filter design [120], e.g., using linear [117]–[119], all-

pass [117]–[119], or spline [118], [119] interpolation filters.

We will use a linear FIR interpolation filter that is a

Hamming-windowed, truncated (length-2I) approximation

of the ideal sinc-like interpolation filter [120]

Hðq; tÞ ¼ q�K
XI�1

i¼�I

whðiþ l=DÞsincðiþ l=DÞqi (38)

where whðtÞ denotes the Hamming window, centered at

t ¼ 0, and the integer delay and fractional phase are chosen

as K ¼ b�0 þ�� sin!mtc and l ¼ ½ð�0 þ�� sin!mt� KÞ=
D�, with b�c the floor function and ½�� the nearest integer

function, respectively. Note that �0, �� , and I should be

chosen such that �0 ��� � I� 1 to guarantee causality of

the sinusoidal DM filter.

C. Discussion
The main strength of the PFC approach is its simplicity,

both conceptually and computationally. The design of a

PFC system requires little effort, since only the modulation
technique (PM, FM, FS, or DM) and a few parameter

values have to be decided on. The main computational load

lies in the calculation of the analytical microphone signal

(for PM, FM, and FS) and the fractional delay interpola-

tion filtering (for DM), which should not be a barrier for

real-time implementation. Moreover, the PFC approach

does not involve any form of learning or adaptivity, such

that it behaves in a completely deterministic way, which is
beneficial in terms of robustness.

The choice of the modulation technique depends on

the envisaged application. The FS technique is known to

generally deliver a larger MSG increase than the other

modulation techniques, but is perceptually inappropriate

for music applications [18], [86]. The MSG increase

obtained with modulation techniques that have a larger

number of sideband responses (PM, FM, and DM, with a
sufficiently large �) appears to be more or less indepen-

dent of the modulation frequency !m, such that these

techniques can operate at a lower value of !m as compared

to FS, which is perceptually advantageous [17]. DM is

known to perform poorly at low signal frequencies, such

that it should preferably be combined with another

modulation technique or even with a non-PM-based

acoustic feedback control method [16].
For a given modulation technique, the main param-

eters determining the PFC performance are the modu-

lation frequency !m and the modulation index �. It has

been theoretically shown and experimentally verified that

in the case of FS, an optimal value of the frequency shift

fm ¼ !mðfs=2�Þ is around 4=T60 Hz, with T60 the room

reverberation time in seconds [2]. The optimal value for fm

is less related to the reverberation time in the case of PM,
FM, and DM, and values as low as 0.5 Hz may provide a

satisfactory MSG increase, especially at high modulation

index values [17]. The influence of the modulation index �
in the case of PM, FM, and DM is governed by two effects

[17]: as the value of � approaches the zeros of J0ð�Þ (e.g.,

see Fig. 6), the CS and hence the maximum achievable

MSG increase become larger, and on the other hand, a

larger value of � leads to a larger number of influential
sideband responses which (at least in the continuous-time

case) can be expected to improve the acoustic feedback

control performance [17]. The former effect provides an

explanation for the value of � ¼ 2:4 having been suggested

as an optimal choice in early studies on PFC using

sinudoidal PM [5], [14], [170].

Finally, the PFC method has three major drawbacks.

First, the achievable MSG increase is limited. An MSG
increase of 12 dB has been found to be the theoretical

maximum using FS in a typical room acoustic sound

reinforcement system, and moreover, to avoid the FS

effect to be clearly audible, a system equipped with an FS

filter should operate 6 dB below the MSG, reducing the

practically realizable MSG increase to 6 dB [2]. Similar

MSG increase values (around 6 dB) were found in

experiments using the other modulation techniques (PM,
FM, and DM), as reported in several studies [14]–[17],

[121], [170]. A second drawback is that inserting a PM

filter in the electroacoustic forward path unavoidably leads

to signal distortion, the perceptual consequences of which

may be detrimental, particularly in audio applications [19].

A third disadvantage is the fact that in multichannel

systems, the stability improvement obtained with PFC has

been shown to decrease as the number of channels
increases [18], hence the practical use of PFC in large-scale

sound reinforcement systems (e.g., PA or RE systems) is

expected to be limited.

V. NOTCH-FILTER-BASED
HOWLING SUPPRESSION

A. Concept
The objective of the NHS method can be either to

prevent the closed-loop system from becoming unstable by

reducing the loop gain jGð!; tÞFð!; tÞj in the neighborhood

of critical frequencies, or to stabilize the system and

suppress howling after oscillations have occurred. The

former objective requires a proactive approach to instabil-

ity detection, while the latter approach is reactive in the
sense that notch filters are activated only after the

detection of howling. We will mainly focus on the reactive

approach to NHS, which is much more widespread than

the proactive approach. Also, the emphasis is on two-stage

NHS methods, since these are much more popular as

compared to the ANF-based one-stage NHS methods. In a

two-stage NHS method, the microphone signal yðtÞ is first
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processed by a howling detection algorithm, which

forwards a set of design parameters DHðtÞ to a bank of

adjustable notch filters Hðq; tÞ that is inserted in the

electroacoustic forward path; see Fig. 7.

The howling detection algorithm is the most critical

part of the two-stage NHS method. Since howling is known
to consist of sinusoidal signal components, the detection of

howling is based on a frequency analysis of the microphone

signal. It can be understood that howling components can

be recognized as signal components having a large

magnitude in the frequency domain. However, voiced

speech components and tonal music components also have

this property, hence it is crucial to discriminate howling

components from tonal source signal components. We will
use an example to illustrate the signal attributes that can

be used to discriminate between howling and tonal

components. Let us consider a single-channel closed-loop

system defined by the acoustic feedback path shown in

Figs. 3 and 4, and an electroacoustic forward path

consisting of a cascade of a unit delay and a broadband

gain factor K ¼ 5.53 dB. The loop gain of this system is

shown in Fig. 8(a) for f 2 [0, 3] kHz. It can be observed
that the Nyquist magnitude condition (11) is fulfilled for a

frequency value just above 500 Hz, such that an oscillation

at this frequency can be expected. When an audio signal

fragment, more specifically a 10-s excerpt from the Partita

No. 2 in D minor (Allemande) for solo violin by J. S. Bach,

is applied as a source signal in the closed-loop system, the

corresponding microphone signal has a spectrogram as

shown in Fig. 8(b) (zooming in on the frequency region
f 2 [0, 3] kHz). The buildup of a howling component at a

frequency slightly above 500 Hz is clearly visible from the

spectrogram. Moreover, it can be observed that the

howling component has some distinct features that may

be used to discriminate it from the tonal source signal

components. Spectral features include the fact that the

howling component has a relatively large magnitude, and

does not have any harmonic or subharmonic frequency
components. Temporal features typical to the howling

component are its long duration and its increasing

magnitude with time.

Apart from detecting howling components in the

microphone signal spectrum, the howling detection

algorithm in the two-stage NHS method shown in Fig. 7

also calculates some features of the detected howling

Fig. 7. Two-stage NHS by feeding the microphone signal to a howling

detection algorithm, which forwards a set of design parameters DHðtÞ
to a bank of adjustable notch filters Hðq; tÞ that is inserted in the

electroacoustic forward path.

Fig. 8. Example to recognize discriminating features between howling and tonal components (zooming in on the frequency region

f 2 [0, 3] kHz): (a) loop gain of the unstable closed-loop system defined by the acoustic feedback path response shown in Fig. 4

and a flat electroacoustic forward path response with gain factor K ¼ 5.53 dB, and (b) microphone signal spectrogram

after feeding an audio source signal to the unstable closed-loop system.
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components that are subsequently used to design appro-
priate notch filters. The set of design parameters DHðtÞ
typically includes the howling components’ frequency and

magnitude values. The notch filters are then designed to

have center frequencies corresponding to the howling

component frequencies and notch depth values depending

on the howling component magnitude values. The notch

filters’ 3-dB bandwidth is usually fixed to a value in the

range of 1/10–1/60 octave. A more narrowband notch filter
has the advantage of removing less of the desired source

signal components, but requires a more accurate howling

component frequency estimation.

B. Realization

1) Howling Detection: We assume that the howling

detection algorithm operates in a frame-based manner, on

microphone signal frames with a frame length of M
samples and a frame hop size of P samples (i.e., a frame

overlap of M� P samples). At time t, the data in the
microphone signal frame can then be represented by the

vector [which is not to be confused with the multichannel

microphone signal vector �yðtÞ defined in (4)]

yðtÞ ¼ yðtþ P�MÞ . . . yðtþ P� 1Þ½ �T (39)

and the short-term microphone signal spectrum can be

obtained as the DFT of the data in yðtÞ, i.e.,

Yð!k; tÞ¼
XM�1

n¼0

wðtnÞyðtnÞe�j!ktn ;

k¼0; . . . ;M� 1

(40)

with !k ¼� 2�k=M and tn ¼� tþ P�Mþ n. The micro-

phone signal DFT in (40) is generally calculated using the
FFT algorithm, and includes a window function wðtnÞ to

reduce the spectral leakage [122] (e.g., a Blackman

window has successfully been applied to audio signal

processing [123]6). Alternatively, a parametric frequency

estimation method may be applied instead of the

nonparametric (DFT-based) approach to obtain a good

frequency resolution with relatively short signal frames

[42]. Also, a frequency-warped DFT [124] may be used to
improve the frequency resolution in the low-frequency

region [50], [51]. The choice of the signal framing

parameters M and P has a rather profound influence on

the performance of the howling detection. Small values

for the frame length M have been proposed to allow for

very quick howling detection (e.g., M ¼ 128, corre-
sponding to 4 ms at fs ¼ 32 kHz [28]–[30]), such that

howling may potentially be detected before it is actually

perceived [28]–[30]. On the other hand, larger values for

M provide a better frequency resolution in the micro-

phone signal DFT spectrum estimate (e.g., M ¼ 4096,

corresponding to 92.9 ms at fs ¼ 44.1 kHz [32], [34] or

to 85.3 ms at fs ¼ 48 kHz [44], [45]), which is necessary

when working with very narrowband notch filters such as
the 1/60 octave filters used in [50] and [51]. A large frame

hop size P may result in a large time lag between howling

detection and notch filtering, unless a P-sample delay is

inserted in the electroacoustic forward path. On the other

hand, a small value for P leads to an increase in com-

putational complexity since the howling detection algo-

rithm is then executed more often. Generally, a 25%–50%

frame overlap ðP ¼ 3M=4; . . . ;M=2Þ is found to be a good
compromise.

Based on the DFT-based microphone signal spectrum

estimation, a predefined number N of spectral peaks is

identified from the spectrum estimate, with N typically

chosen in the range 1–10. These N frequency compo-

nents are termed Bcandidate howling components[ and

their radial frequency values are collected in the set

D�!ðtÞ ¼ f�!igN
i¼1. A spectral peak picking algorithm is

usually applied to find the candidate howling compo-

nents. A more advanced approach consists in selecting

frequency components that have a consistently increasing

magnitude in successive signal frames. This is possible by

applying a so-called Bballistics[ procedure [44], [45]

before executing the peak picking algorithm. The

following spectral and temporal features of the micro-

phone signal have been proposed to determine whether a
candidate howling component indeed corresponds to a

howling component or rather to a source signal tonal

component.

• The peak-to-threshold power ratio (PTPR) [35],

[36], [44], [45] is a spectral feature that determines

the ratio of the candidate howling component

power jYð�!i; tÞj2 and a fixed absolute power

threshold P0, i.e.,

PTPRð�!i; tÞ[dB] ¼ 10 log10

Yð�!i; tÞj j2

P0
: (41)

Howling is detected at the frequency �!i if
PTPRð�!i; tÞ � 0 dB. The rationale behind using

the PTPR for howling detection is that howling

should only be suppressed when it appears with a

minimum loudness [44], [45]. The absolute power

threshold P0 depends on the particular sound

reinforcement scenario at hand, e.g., a value of

10 log10 P0 ¼ 85 dB SPL was suggested in [44]6http://ccrma.stanford.edu/~jos/mdft/Use_Blackman_Window.html
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and [45] for a loudspeaker–microphone distance
of 1 m.

• The peak-to-average power ratio (PAPR) [25],

[26], [35]–[38], [45], [49]–[51], [55], [56] is a

spectral feature that determines the ratio of the

candidate howling component power jYð�!i; tÞj2 and

the average microphone signal power P̂yðtÞ, i.e.,

PAPRð�!i; tÞ[dB] ¼ 10 log10

Yð�!i; tÞj j2

P̂yðtÞ
(42)

with

P̂yðtÞ ¼
1

M

XM�1

k¼0

Yð!k; tÞj j2: (43)

The ith candidate howling component is identified

as a howling component if the PAPR exceeds a pre-

determined threshold, i.e., PAPRð�!i; tÞ � TPAPR.

The PAPR feature is probably the most widely used
feature for howling detection, and different values

for the threshold have been proposed, e.g., TPAPR ¼
6 dB [25], [26], TPAPR ¼ 10 log10ðM=150Þ2 dB [44],

[45], and TPAPR ¼ 10 dB [49]. Kawamura et al. [37],

[38] propose the use of a variable threshold TPAPRðtÞ
that is adapted online, based on estimates of the

background noise spectrum, the source signal

spectrum, the reverberation time, and the acoustic
feedback path response. It is also suggested in [37]

and [38] to remove the QP largest frequency

components from the spectrum Yð!k; tÞ before

estimating the average signal power P̂yðtÞ in (43),

the value of QP depending on the bandwidth of the

frequency analysis. Yet another way of estimating

the average microphone signal power P̂yðtÞ was

suggested in [55] and [56], i.e.,

P̂yðtÞ ¼
1

M

XM�1

k¼0

Yð!k; tÞj j2
 !

þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M

XM�1

k¼0

Yð!k; tÞj j2� 1

M

XM�1

m¼0

Yð!m; tÞj j2
 !2

vuut
(44)

which should be particularly useful when the

source signal has a Gaussian probability density

function (pdf).

• The peak-to-harmonic power ratio (PHPR) [32],
[34]–[36] is a spectral feature that determines the

ratio of the candidate howling component power

jYð�!i; tÞj2 and its mth (sub)harmonic component

power jYðm�!i; tÞj2, i.e.,

PHPRð�!i; t;mÞ[dB] ¼ 10 log10

Yð�!i; tÞj j2

Yðm�!i; tÞj j2
: (45)

In [32] and [34], howling is detected at the

frequency �!i if the PHPR exceeds a predetermined

threshold for the second, third, and fourth harmo-
nics and the 0.5th and 1.5th subharmonics, i.e., if

\
m2f0:5;1:5;2;3;4g

PHPRð�!i; t;mÞ � TPHPR½ � ¼ 1 (46)

with TPHPR ¼ 33 dB. In [35] and [36], a simpler

howling detection criterion PHPRð�!i; t; 2Þ � TPHPR

is used.

• The peak-to-neighboring power ratio (PNPR) [22],

[28]–[30] is a spectral feature that determines the
ratio of the candidate howling component power

jYð�!i; tÞj2 and its mth neighboring frequency

component power jYð�!i þ 2�m=M; tÞj2, i.e.,

PNPRð�!i; t;mÞ[dB]

¼ 10 log10

Yð�!i; tÞj j2

Yð�!i þ 2�m=M; tÞj j2
: (47)

In [22], �!i is determined to be a howling frequency

if the PNPR in two adjacent frequency bins on

either side of the candidate howling component is

consistently above two predetermined thresholds

and the PTPR is above 0 dB, i.e., if

(
PTPRð�!i; tÞ � 0 dB½ �^

\
m2f
1;
2g

PNPRð�!i; t;mÞ�TPNPR jmjð Þ½ �
)
¼ 1:

(48)

In [28]–[30], howling is detected based on a so-

called Bpeakness[ feature, which reflects the

time-averaged probability (over eight signal frames)

that the PNPR, averaged over six neighboring
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frequency bins on either side of �!i (excluding the
closest neighbor on either side), exceeds a 15-dB

threshold, i.e.,

peaknessð�!i; tÞ

¼
X7

j¼0

1

16

1

6

X7

m¼2

PNPRð�!i; t�jP;mÞ�15 dB

" #(

þ 1

6

X�2

m¼�7

PNPRð�!i; t�jP;mÞ � 15 dB

" #)
:

(49)

• The interframe peak magnitude persistence (IPMP)

[20], [21], [32], [34], [37], [38], [49] is a temporal

feature based on counting in how many frames out of
QM past signal frames the frequency �!i is in the set of

candidate howling frequencies, i.e.,

IPMPð�!i; tÞ ¼
PQM�1

j¼0 �!i 2 D�!ðt� jPÞ½ �
QM

: (50)

Howling is usually detected if IPMPð�!i; tÞ ¼ 1

[20], [21], [37], [38], [49], with, e.g., QM ¼ 3 [49].

In [32] and [34], a howling detection criterion

IPMPð�!i; tÞ � 3=5 is proposed with QM ¼ 5.

• The interframe magnitude slope deviation (IMSD)

[28]–[30] is a temporal feature that determines the
deviation (over QM successive signal frames) of the

slope, which is defined by averaging magnitude

difference values of a candidate howling component,

where the differentiation is carried out between an

old signal frame and more recent signal frames, i.e.,

IMSDð�!i; tÞ ¼ 1

QM � 1

XQM�1

m¼1

1

QM

XQM�1

j¼0

1

QM � j

"

� 20 log10 Yð�!i; t� jPÞj jð
�20 log10 Yð�!i; t� QMPÞj jÞ

� 1

m

Xm�1

j¼0

1

m� j

� 20 log10 Yð�!i; t� jPÞj jð

�20 log10 Yð�!i; t� mPÞj jÞ
#
: (51)

Small values for the IMSD are characteristic of

howling components since these exhibit a nearly

linear (decibel-scale) magnitude increase in time,
hence a nearly constant slope can be expected. A

detection threshold of 0.05 has been proposed in

[28], such that howling is detected when

jIMSDð�!i; tÞj � 0:05, with QM ¼ 7.

The complete howling detection algorithm is summarized

in Fig. 9. Obviously, any combination of the above spectral

and temporal features may be used to discriminate between

howling and tonal components. In most of the existing NHS
methods, at least one spectral and one temporal feature are

taken into account for detecting howling.

2) Notch Filtering: When howling has been detected, a

notch filter has to be activated to suppress the howling

component and stabilize the closed-loop system. The most

commonly used notch filter structure in NHS is the

second-order IIR (i.e., biquadratic) filter structure

Hlðq; tÞ ¼ b
ð0Þ
l ðtÞ þ b

ð1Þ
l ðtÞq�1 þ b

ð2Þ
l ðtÞq�2

1þ a
ð1Þ
l ðtÞq�1 þ a

ð2Þ
l ðtÞq�2

: (52)

The bank of adjustable notch filters that is inserted in the

electroacoustic forward path, as shown in Fig. 7, then

consists of a cascade of nH=2 such filters, i.e.,

Hðq; tÞ ¼
YnH=2

l¼1

Hlðq; tÞ (53)

with nH the resulting order of the cascade filter.

The notch filter design procedure consists of two parts.

First the set of design parameters DHðtÞ delivered by the

howling detection algorithm has to be mapped to a set of

filter specifications, which are then translated into filter

coefficient values. A biquadratic notch filter has five

coefficients, which depend on a set of six filter specifications

[125]: the (radial) center frequency !c;l, the (radial)
bandwidth Bl, the notch gain Gc;l, the gain at the band edges

GB;l, the gain at direct current (dc) G0;l, and the gain at the

Nyquist frequency G�;l. If we fix the latter two variables to

G0;l ¼ G�;l ¼ 0 dB and the gain at the band edges to

GB;l ¼ Gc;l þ 3 dB in case Gc;l � �6 dB, or to GB;l ¼ Gc;l=2 in

case Gc;l � � 6 dB (thereby adopting Moorers bandwidth

definition [126]), then only the first three filter specifications

remain.
The set of design parameters DHðtÞ should always

contain the radial frequencies f�!igi2IHðtÞ of the howling

components that have been identified in the howling

detection algorithm, where IHðtÞ � f1; . . . ;Ng denotes

the set of indices for which howling has been detected. For

each howling component, a notch filter should be

activated, with a center frequency corresponding to the
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howling frequency. It is desirable to compensate for the

limited frequency resolution of the microphone signal DFT

by linearly interpolating the notch filter center frequency,

using the DFT information from frequency bins adjacent to

the identified howling component [44], [45], e.g.,

!c;l¼ �!iþ
2�

M

Yð�!iþ2�=MÞj j� Yð�!i�2�=MÞj j
Yð�!i�2�=MÞj jþ Yð�!iÞj jþ Yð�!iþ2�=MÞj j

� �
:

(54)

In this case, the DFT magnitude values jYð�!i � 2�=MÞj,
jYð�!iÞj, and jYð�!i þ 2�=MÞj should also appear in the set of

design parameters DHðtÞ. The DFT magnitude information

may also be used to determine the notch gain Gc;l, however, it

is common practice to work with fixed notch gain values that
are independent of the howling component magnitude.

Typically, when a new howling component has been detected

(i.e., a howling component at a frequency that has not

occurred before), the notch gain is set to an initial value G
ð0Þ
c;l ,

e.g., G
ð0Þ
c;l ¼ �3 dB [32], [34] or G

ð0Þ
c;l ¼ �6 dB [44], [45]. If

howling persists or reoccurs at a frequency close to a

previously identified howling frequency, then the gain is

decreased with �Gc;l dB, e.g., �Gc;l ¼ �3 dB [32], [34] or

�Gc;l ¼ �6 dB [44], [45]. Finally, the radial notch filter

bandwidth Bl is usually chosen proportional to the center

frequency, such that the filter has a constant Q factor. The
octave bandwidth is then also constant and is typically chosen

in the range 1/10–1/60 octave, e.g., 1/10 octave [32], [34],

[52], [103], 1/20 octave [52], [103], or 1/60 octave [50], [51].

Finally, the filter specifications SHl
ðtÞ ¼ f!c;l; Bl;Gc;lg

have to be translated to a set of filter coefficients CHl
ðtÞ ¼

fbð0Þl ðtÞ; b
ð1Þ
l ðtÞ; b

ð2Þ
l ðtÞ; a

ð1Þ
l ðtÞ; a

ð2Þ
l ðtÞg. Most notch filter

design methods are based on a bilinear transform of either

an analog notch filter transfer function [127]–[133], or a
digital notch filter transfer function centered at !c ¼ �=2

[126]. A novel design procedure for biquadratic notch filters

was recently proposed, which operates directly in the digital

domain using a technique known as pole-zero placement

[125]. This design procedure, which is equally accurate yet

more intuitive than the bilinear-transform-based design

methods, will be applied in the evaluation of the NHS

method in Section VII. The complete notch filter design
procedure for the two-stage NHS method is shown

schematically in Fig. 10.

Fig. 10. Notch filter algorithm for two-stage NHS method: the microphone signal yðtÞ is filtered in a bank of adjustable notch filters,

designed using the design parameters in DHðtÞ, resulting in the howling-compensated signal dðtÞ.

Fig. 9. Howling detection algorithm for two-stage NHS method: from the microphone signal yðtÞ, a set of notch filter design

parameters DHðtÞ is calculated.
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C. Initialization
In the PFC method for acoustic feedback control, the

optimal values for the algorithm parameters (i.e., the

modulation frequency !m and modulation index �) were

found to be independent of the specific acoustic feedback

path characteristics. The optimal notch filter coefficients in

the NHS method, however, depend heavily on the spectral

properties of the acoustic feedback path. It has long been

known that some of the spectral peaks in the acoustic
feedback path magnitude response jFð!; tÞj originate from

reflections depending on the room boundaries only and are

hence independent of the position of loudspeakers,

microphones, and other objects in the room.7 For this

reason, manual equalization and notch filtering is largely

performed during initialization (e.g., Bringing out[ a PA

system during sound check [135]) and fixed filters are

applied to compensate for the major room resonances.
Similarly, a number of notch filters in the NHS method

may be fixed to the so-called Beigenfrequencies[ of the room,

while the remaining notch filters can be adjusted to suppress

variable-frequency howling components, which are due to,

e.g., microphone movements [32], [34], [42]. The fixed

notch filter design parameters should then be determined

during the initialization of the sound reinforcement system,

which is usually accomplished by feeding a white noise signal
to the loudspeakers at a relatively high amplifier gain and

subsequently identifying persisting spectral components in

the microphone signal [23], [24], [32], [34].

The variable notch filters differ from the fixed notch

filters in that they can be activated and deactivated during

normal operation of the sound reinforcement system.

While an extensive part of the NHS literature is devoted to

strategies for the activation of these notch filters (i.e., after
howling detection), hardly any research results are

available dealing with the criteria for notch filter deacti-

vation. One such deactivation criterion was proposed by

Terada and Murase [27] in the context of AEQ for HA

applications, and consists in deactivating the equalization

filters after a time period that is inversely proportional to

the time period between two successive occurrences of

howling. Finally, we should note that the activation of a
notch filter in the electroacoustic forward path leads to

transient components in the loudspeaker signal, which may

be perceived as short-lived ringing artifacts [35], [36]. This

effect can be avoided by gradually activating and deactivat-

ing the notch filters, e.g., using a leaky integrator [55], [56].

D. Discussion
The NHS approach has many strengths, the most

important one being its robustness. Unlike other acoustic

feedback control methods, NHS methods have the

powerful property of being able to stabilize an unstable
system without having to reduce the broadband gain. For

this reason, it is advisable that a sound reinforcement
system that is operated with a different acoustic feedback

control method (e.g., PFC or AFC) be supplemented with

an NHS method, which should then be activated when the

system stability cannot be restored using the PFC or AFC

method. As for computational requirements, the NHS

approach has a moderate complexity, in between the cheap

PFC approach and the expensive AFC approach. The main

computational load is in the frequency analysis and can be
governed by properly choosing the frame length M and hop

size P. Another attractive property is that the extension of

the NHS approach to multichannel systems is relatively

straightforward. In the multichannel case, it is usually

more efficient to have the howling detection and notch

filtering algorithms operate on the mixed signals instead of

on the microphone signals, since the number of channels is

usually reduced after mixing. Alternatively, both the mixed
signals and the individual microphone signals can be used

for howling detection, where the latter may be analyzed at

a lower frequency resolution [53].

A difficulty that arises when applying an NHS method

for acoustic feedback control is the multitude of algorithm

parameters that have to be set, namely the frame length

and hop size, the number of candidate howling compo-

nents selected in each signal frame, the combination of
discriminating features, the thresholds for howling detec-

tion, the number of fixed/variable notch filters to use, etc.

Unfortunately, few guidelines are available for setting

these algorithm parameters. As many NHS methods are

described in patents, very few experimental results and no

true comparisons between different NHS methods are

available. A comparison of three NHS methods with

particular choices for the algorithm parameters will be
provided in Section VII, but obviously, many more

combinations are possible.

The major shortcoming of the NHS approach is that it

cannot deliver an MSG increase that is substantially larger

than the MSG increase obtained with the PFC approach.

At most, i.e., when all the spectral peaks in the loop gain

could be removed, an MSG increase of 10 dB could be

expected based on the statistical analysis by Schroeder [2].
In practice, this maximum value will never be attained

since it is nearly impossible to completely flatten the loop

gain and still retain an acceptable degree of sound quality.

As an example, if we would increase the gain in the single-

channel system associated with the acoustic feedback path

shown in Fig. 4(a) to a value that is 10 dB above the MSG

without acoustic feedback control, then over 20 frequen-

cies would satisfy the magnitude condition (11) in the
Nyquist criterion, most of these lying in the 100–1500-Hz

frequency region. Applying the NHS approach would then

lead to a broadband attenuation in the 100–1500-Hz band,

which would be detrimental for the sound quality (e.g.,

speech intelligibility). The limited achievable increase in

MSG is also observed in manual notch filtering methods,

where values of 5–8 dB have been obtained [6]. Finally, in

7This concept has been formalized in the so-called common acoustical
pole and zero (CAPZ) model for room transfer functions [134].
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terms of sound quality, the signal distortion due to notch
filtering is reasonable if the number of filters that are

applied concurrently is small and if the notch filter

bandwidths are small. In fact, the main decrease in sound

quality is due to the reactive nature of most NHS methods,

i.e., howling can usually be perceived before it can be

suppressed. From this point of view, proactive NHS

methods can be viewed as promising acoustic feedback

control solutions (see, e.g., [52] and [59]), however, their
current applicability is limited due to their high compu-

tational complexity, comparable to the AFC complexity.

VI. ADAPTIVE FEEDBACK
CANCELLATION

A. Concept
In a sound reinforcement system, the microphone

signal yðtÞ consists of a source signal component vðtÞ and a

feedback signal component xðtÞ, the latter denoting the

entire signal that is fed back from the loudspeaker to the

microphone. The AFC approach to acoustic feedback

control is aimed at predicting the feedback signal
component and then subtracting this prediction from the

microphone signal. The predicted feedback signal, denoted

as ŷ½t; f̂ðtÞ�, is obtained by filtering the loudspeaker signal

uðtÞ with a model F̂ðq; tÞ of the acoustic feedback path; see

Fig. 11. This model is calculated using an adaptive filter

that is designed to identify the feedback path impulse

response fðtÞ and track its changes. The feedback path and

adaptive filter impulse responses are defined at time t as

fðtÞ ¼ f ð0ÞðtÞ f ð1ÞðtÞ . . . f ðnFÞðtÞ
h iT

(55)

f̂ðtÞ ¼ f̂
ð0ÞðtÞ f̂

ð1ÞðtÞ . . . f̂
ðnF̂ÞðtÞ

h iT

(56)

respectively.

The closed-loop frequency response of the system
shown in Fig. 11, employing an AFC method, is given by

Uð!; tÞ
Vð!; tÞ ¼

Gð!; tÞ
1� Gð!; tÞ Fð!; tÞ � F̂ð!; tÞ

� 	 (57)

and, as a consequence, the Nyquist stability criterion can

be rewritten as follows:

Gð!; tÞ Fð!; tÞ � F̂ð!; tÞ
� 	

 

 � 1

ffGð!; tÞ Fð!; tÞ � F̂ð!; tÞ
� 	

¼ n2�; n 2 Z

� (58)

(59)

which leads to the following expression for the MSG

[see also (16)]:

MSGðtÞ[dB]¼�20 log10 max
!2P F̂

Jð!; tÞ Fð!; tÞ � F̂ð!; tÞ
� 	

 

� �

(60)

with

P F̂ ¼ !jffGð!; tÞ Fð!; tÞ � F̂ð!; tÞ
� 	

¼ n2�
� �

:

From (60), it immediately follows that the better the fit

between the estimated and actual feedback path frequency

response, particularly at critical frequencies of the closed-

loop system, the larger the achievable MSG increase.

Theoretically, if F̂ðq; tÞ  Fðq; tÞ, the system would no

longer exhibit a closed signal loop and hence the MSG
would be infinitely large.

While the concept of AFC is relatively simple and similar to

the well-known acoustic echo cancellation (AEC) approach, its

realization is not straightforward. In the identification of the

acoustic feedback path model F̂ðq; tÞ, a fundamental problem

appears which is due to the closed-loop nature of the system.

The LS estimate f̂ðtÞ of the acoustic feedback path impulse

response fðtÞ can straightforwardly be calculated as

f̂ðtÞ ¼ ðUTUÞ�1
UTy (61)

where the data vectors and matrices are defined as follows

[and where the loudspeaker signal vector uðtÞ is not to be
confused with the multichannel loudspeaker signal vector
�uðtÞ defined in (5)]:

y ¼ yðtÞ yðt� 1Þ . . . yð1Þ½ �T (62)

U ¼ uðtÞ uðt� 1Þ . . . uð1Þ½ �T (63)

uðtÞ ¼ uðtÞ uðt� 1Þ . . . uðt� nF̂Þ½ �T: (64)

Fig. 11. AFC by predicting the feedback signal component xðtÞ in the

microphone signal, and hence subtracting the prediction ŷ½t;f̂f ðtÞ� from

the microphone signal yðtÞ. The prediction is obtained by filtering the

loudspeaker signal with a model F̂ðq; tÞ of the acoustic feedback path,

which is calculated using an adaptive filter.
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The LS estimate may be characterized by its bias and
variance [136, Ch. 8]. The bias corresponds to the

difference between the expected value of the LS estimate

and the true feedback path impulse response, i.e.,

bias f̂ðtÞ
n o

¼ E f̂ðtÞ
n o

0ðnF�nF̂Þ�1

" #
� fðtÞ (65)

where Ef�g denotes the expectation operator. Under a

sufficient order assumption (i.e., nF̂ ¼ nF), the expected
value of the LS estimate can be shown to correspond to [81]

E
n
f̂ðtÞ
o
¼ fðtÞ þ E ðUTUÞ�1

UTv
n o

: (66)

The rightmost term in (66) can be understood to be

generally nonzero due to the closed-loop nature of the

system, which induces a correlation between the source

signal and the loudspeaker signal, and hence

bias
n̂
fðtÞ
o
¼ E ðUTUÞ�1

UTv
n o

6¼ 0: (67)

The resulting effect in AFC is that the adaptive filter does not

only predict and cancel the feedback component in the

microphone signal, but also (part of) the source signal

component. As a consequence, the feedback-compensated
signal d½t;f̂ðtÞ� is a distorted estimate of the source signal vðtÞ.
On the other hand, the variance of the LS estimate can be

obtained by considering its covariance matrix,8 which is

calculated as [137]

cov f̂ðtÞ
n o

¼ E
̂
fðtÞ � fðtÞ

�
f̂ðtÞ � fðtÞ
 �T

� �
(68)

¼ E UTR�1
v U

� �� 	�1
(69)

where the source signal covariance matrix Rv is defined as

Rv ¼ EfvvTg (70)

with

v ¼ vðtÞ vðt� 1Þ . . . vð1Þ½ �T: (71)

The interpretation of (69) can be related to the double-talk

problem occurring in AEC [138]. In AEC, when the

loudspeaker signal is active while the source signal is not,
the covariance matrix of the acoustic echo path LS estimate

is relatively small, since Rv 	 0. However, when both

signals are active at the same time (i.e., in a double-talk

situation), the covariance matrix may become large, which

may be observed in the adaptive filter performance as a

decrease in convergence speed, or even a divergence. This

problem becomes more severe as the source signal has a

larger degree of coloration, since then the source signal
covariance matrix Rv exhibits a denser structure [138]. In

AFC, the closed signal loop results in a continuous double-

talk situation, and then this is made even worse by the

correlation between the source and loudspeaker signal.

To prevent the adaptive filter from converging to a biased

solution, and to increase its convergence speed despite the

inevitable continuous double-talk situation, a decorrelation

procedure is typically included in the AFC approach, with the
aim of reducing the correlation between the source and

loudspeaker signal. We can distinguish between two types of

decorrelation [81], namely decorrelation in the closed signal

loop and decorrelation in the adaptive filtering circuit. The

former approach has the disadvantage of distorting the

loudspeaker signal, while the latter approach requires

somewhat more computations.

B. Realization

1) Adaptive Filtering: The adaptive calculation of the LS
estimate (61) of the acoustic feedback path impulse

response, and the subsequent calculation of the feedback-

compensated signal can be performed as follows:

" t;f̂ðt�1Þ
h i

¼ yðtÞ�uTðtÞf̂ðt�1Þ (72)

RðtÞ¼ �Rðt�1ÞþuðtÞuTðtÞ (73)

f̂ðtÞ¼ f̂ðt�1ÞþR�1ðtÞuðtÞ" t;f̂ðt�1Þ
h i

(74)

d t;f̂ðtÞ
h i

¼ yðtÞ�uTðtÞf̂ðtÞ: (75)

The algorithm in (72)–(74) is known as the recursive least

squares (RLS) algorithm [139, Ch. 13], with an exponential

forgetting factor �. Note that the (a priori) RLS residual

"½t;f̂ðt� 1Þ� in (72) differs from the (a posteriori) feedback-

compensated signal d½t;f̂ðtÞ�, which is subsequently processed

in the electroacoustic forward path, in that the former

depends on the previous estimate f̂ðt� 1Þ. Through the

8Note that the covariance matrix of the estimate f̂ðtÞ is in fact defined
as covf̂fðtÞg ¼ Efð̂fðtÞ � Ef̂fðtÞgÞð̂fðtÞ � Ef̂fðtÞgÞTg, which corresponds
to covf̂fðtÞg ¼ Efð̂fðtÞ � fðtÞÞð̂fðtÞ � fðtÞÞTg if Ef̂fðtÞg ¼ fðtÞ, i.e., if the
estimate is unbiased. However, in the analysis of closed-loop identification
methods it has been found more meaningful to work directly with the
covariance expression covf̂fðtÞg ¼ Efð̂fðtÞ � fðtÞÞð̂fðtÞ � fðtÞÞTg even if
Ef̂fðtÞg 6¼ fðtÞ; see, e.g., [137].
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application of the so-called matrix inversion lemma (MIL),
the explicit inversion of the loudspeaker signal correlation

matrix RðtÞ in (74) can be avoided, and hence the RLS

algorithm requires Oðn2
F̂
Þ multiplications per time update

[139, Ch. 13]. Fast RLS algorithms, requiring only OðnF̂Þ
multiplications per time update, have also been derived [140],

[141] and successfully applied to, e.g., AEC [142]–[144, Ch. 6].

These fast RLS algorithms, however, are based on the shift

invariance property of the loudspeaker signal vector defined
in (64), i.e., the difference between uðt� 1Þ and uðtÞ
consists in discarding the oldest sample value uðt� 1� nF̂Þ,
shifting the remaining sample values, and inserting the most

recent sample value uðtÞ in the first position. This shift

invariance property will generally not hold in the AFC

context due to the decorrelation that is applied, either in

the closed signal loop or in the adaptive filtering circuit,

which often involves a nonlinear or time-varying filtering
of the loudspeaker signal (see Section VI-B2).

Alternatively, a computationally cheaper adaptive algo-

rithm can be found in the underdetermined recursive least

squares (URLS) family [145]. The affine projection algorithm

(APA) provides an estimate of the acoustic feedback path

impulse response by using only the M most recent micro-

phone signal samples and loudspeaker signal vectors, i.e.,

EM t;f̂ðt� 1Þ
h i

¼yMðtÞ �UT
MðtÞf̂ðt� 1Þ (76)

f̂ðtÞ ¼f̂ðt� 1Þ
þ �UMðtÞ UT

MðtÞUMðtÞ þ �IM

� 	�1

� EM t;f̂ðt� 1Þ
h i

(77)

d t; f̂ðtÞ
h i

¼ yðtÞ � uTðtÞf̂ðtÞ (78)

where � represents the step size, �IM is an M�M identity

regularization matrix scaled with the regularization

parameter �, and

yMðtÞ ¼ yðtÞ . . . yðt�Mþ 1Þ½ �T (79)

UMðtÞ ¼ uðtÞ . . . uðt�Mþ 1Þ½ �: (80)

The APA requires OðMnF̂Þ multiplications per time update,

which is obviously much less than the RLS algorithm if the

APA projection order M� nF̂. Since the APA can be shown
to decorrelate input signals that admit an Mth-order all-pole

representation [146], relatively small values for the projec-

tion order have been successfully used in AEC applications

with speech signals (e.g., M 2 f2; . . . ; 50g [147], M ¼ 8

[148], M ¼ 10 [149]). Fast versions of the APA, requiring

only OðnF̂Þ þ OðMÞ multiplications per time update, have

also been derived [147]–[149], but again these algorithms

rely on the shift invariance property of the loudspeaker signal
vector, which need not be fulfilled in the AFC context.

Since the required adaptive filter order in room

acoustic applications may be very high, a computational

load of OðMnF̂Þmultiplications per time update may still be

too heavy to allow for a real-time application. For this

reason, in most of the existing AFC schemes, a projection

order M ¼ 1 is applied, which leads to the well-known

normalized least mean squares (NLMS) algorithm

" t;f̂ðt� 1Þ
h i

¼ yðtÞ � uTðtÞf̂ðt� 1Þ (81)

f̂ðtÞ ¼ f̂ðt� 1Þ þ � uðtÞ"ðtÞ
uTðtÞuðtÞ þ � (82)

d t; f̂ðtÞ
h i

¼ yðtÞ � uTðtÞf̂ðtÞ: (83)

The required number of multiplications per time update is

OðnF̂Þ, more specifically 4nF̂ þ 6 [if the calculation of the

feedback-compensated signal in (83) is also taken into

account]. The choice of the NLMS step size � is crucial to

obtain a good compromise between a stable and fast

convergence. In our own experience, step size values in the
range � ¼ 0.01–0.05 are best suited for speech applications

[101], [103], [105], while values around � ¼ 0:005 are

recommended when working with audio signals [111].

Finally, the choice of the adaptive filter order nF̂ is

obviously extremely important, regardless of which adaptive

filtering algorithm is used. It is clear that the choice of nF̂ has

a profound influence on the computational requirements of

the AFC approach. One could argue that it may be sufficient
to choose nF̂ such that the largest components in the acoustic

feedback path impulse response (originating from the early

reflections) can be modeled. Unfortunately, such an

approach would be inefficient for two reasons: first, large

impulse response components do not necessarily correspond

to large frequency response components and hence stability

may not be improved by only cancelling the early reflections.

Second, if the impulse response is undermodeled (i.e.,
nF̂ G nF) then an additional bias component will appear in

the LS estimate (in addition to the bias due to the source and

loudspeaker signal correlation) and moreover its variance

will increase [150]. The best compromise between compu-

tational complexity and feedback control performance

probably consists in choosing nF̂ just large enough to obtain

a satisfying MSG increase, and applying a technique for

reducing the bias and variance due to undermodeling [150]–
[152]. We should point out that the technique proposed by

Rombouts et al. [150] for consistently identifying under-

modeled RIRs is particularly interesting in the context of

AFC, since it additionally provides a decorrelation in the

adaptive filtering circuit.

We should emphasize that the above adaptive algorithms

are often not implemented as such, since both the robustness
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and the efficiency of these algorithms can be further improved
[103]. A robust adaptive filter implementation for AFC may

include the following features: an adaptation control that

freezes the adaptive filter coefficients during source signal

onsets [103], a foreground/background adaptive filter imple-

mentation to combine good tracking properties with a small

steady-state error [103], and a regularization method that

compensates for the coloration of the loudspeaker signal

[103], [105]. Moreover, the AFC efficiency in terms of
computational load and convergence speed can be improved

by considering a subband or frequency domain adaptive filter

implementation rather than the time domain implementa-

tions shown here [103].

2) Decorrelation: Decorrelation of the source and loud-

speaker signals in the closed signal loop can be achieved by

inserting a decorrelating signal operation in the electro-
acoustic forward path; see Fig. 12. We can distinguish

between the following approaches.

• Noise injection [64], [74], [83]–[86]: a white noise

signal nðtÞ is added to the feedback-compensated

signal after the electroacoustic forward path

processing (but usually before the forward path

amplification) [see Fig. 12(a)], i.e.,

uðtÞ ¼ KðtÞ Jðq; tÞd t; f̂ðtÞ
h i

þ nðtÞ
h i

: (84)

The acoustic feedback path identification can then

proceed in two ways: if the loudspeaker signal uðtÞ
[including the noise signal nðtÞ] is used as the input
signal to the adaptive filter, then the effect of the

noise injection is that the source and loudspeaker

signal cross-correlation is decreased, hence the bias

will be reduced but not completely eliminated. A

second possibility is to use the noise signal nðtÞ as the

adaptive filter input signal, which leads to an

unbiased estimate since the source signal and the
noise signal are uncorrelated. In this case, however,

the adaptive filter convergence will be rather slow

since not only the source signal, but also the source

signal component in the feedback signal acts as a

disturbance towards the feedback path identifica-

tion. With the aim of reducing the influence of the

noise injection on sound quality, the noise spectrum

can be shaped such as to render the noise less per-
ceptible, e.g., by A-weighting [84] or psychoacoustic

noise shaping [85], [86]. Unfortunately, noise

shaping decreases the decorrelation effect, making

the noise injection less effective in removing the bias.

• Time-varying processing [74], [87]–[89]: each of

the LPTV filters described in Section IV can be

used as a decorrelating filter in the electroacoustic

forward path [see Fig. 12(b)]

uðtÞ ¼ Gðq; tÞ Hðq; tÞd t; f̂ðtÞ
h ih i

: (85)

An FS decorrelating filter has an LPTV frequency

response as given by (26) and has successfully been

applied to AFC for speech applications [87]–[89].
While the perceptible signal distortion introduced

by the FS operation appears to be acceptable for

speech signals [89], the FS decorrelation technique

was found to be perceptually inadequate for audio

applications [86]. The sinusoidal PM and DM

filters, of which the LPTV frequency response is

given in (24) and (29), respectively, have also been

applied as decorrelation filters in AFC [74], [87],
[88]. Note that a beneficial side effect of using

LPTV decorrelation filters is that these filters also

stabilize the closed-loop system by smoothing the

loop gain (see Section IV).

Fig. 12. AFC with decorrelation in the closed signal loop. (a) Decorrelation by noise injection: the adaptive filter input signal can be either

the loudspeaker signal uðtÞ or the noise signal nðtÞ. (b) Decorrelation in the electroacoustic forward path: the decorrelation device

corresponds to an LPTV filter Hðq; tÞ, a nonlinear mapping Hf�; tg, or a processing delay q�d1 .
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• Nonlinear processing [74], [91]: in the context of
stereo AEC, the correlation between the stereo

channels, which leads to an identifiability problem

of the acoustic echo path models [153], has been

reduced by applying nonlinear decorrelating opera-

tions to the loudspeaker signals [90]. These non-

linear operations can also be used to reduce the

correlation between the source and loudspeaker

signals in an AFC application. In particular, half-
wave rectification has been successfully applied to

AFC decorrelation [74], [91] [see Fig. 12(b)], i.e.,

uðtÞ ¼Gðq; tÞ H d t; f̂ðtÞ
h i

; t
 �h i

(86)

¼Gðq; tÞ d t; f̂ðtÞ
h i2

4

þ �
d t; f̂ðtÞ
h i

þ d t; f̂ðtÞ
h i


 




2

0
@

1
A
3
5:

(87)

The parameter � can be tuned to obtain the best

compromise between decorrelation and percepti-

ble signal distortion.

• Forward path delay: in HA AFC applications,

inserting a processing delay of d1 samples in the
electroacoustic forward path has been proposed to

decorrelate the source and loudspeaker signals

[79], [92] [see Fig. 12(b)], i.e.,

uðtÞ ¼ Gðq; tÞd t� d1; f̂ðt� d1Þ
h i

: (88)

This approach is particularly useful for source signals

that have an autocorrelation function that decays
rapidly, e.g., voiceless speech signals, provided that

the delay value d1 is chosen accordingly.

Note that when applying decorrelation in the closed signal

loop, a tradeoff between bias reduction and sound quality
should always be sought by properly tuning the decorrelation

parameters. Usually, a perceptible signal distortion is

unavoidable, either because of the decorrelating signal

operation itself (when strong decorrelation is applied), or

because of the bias in the acoustic feedback path estimate

(when weak decorrelation is applied) [81].
Decorrelation in the adaptive filtering circuit does not

require the above tradeoff and generally, the stronger the

decorrelation, the better will be the attained sound quality.

Two such approaches have been proposed.

• Adaptive filter delay [93], [94]: due to the time

needed for the loudspeaker sound to propagate

through a direct coupling to the microphone, the
acoustic feedback path impulse response typically

exhibits an initial delay (sometimes referred to as

the Bdead time[; see Fig. 3), the value of which is

proportional to the loudspeaker–microphone dis-

tance. If this initial delay (or a lower bound for it)

is known a priori and corresponds to d2Ts s, then

the first d2 coefficients in the acoustic feedback

path model can be forced to zero, i.e.,

F̂ðq; tÞ ¼ f̂ ðd2ÞðtÞq�d2

þ f̂ ðd2þ1ÞðtÞq�ðd2þ1Þ þ . . .þ f̂ ðnF̂Þq�nF̂ : (89)

As a consequence, the first d2 rows in the expression

(61) for the LS estimate of the acoustic feedback path
impulse response need not be considered, and like-

wise for the bias vector in (67). If we now assume that

the source and loudspeaker signal cross-correlation

function is small for time lags larger than d2 samples,

then the remaining bias can be considered negligible.

• Decorrelating prefilters [81], [91], [97]: from a

system identification point of view, the bias in the

LS estimate of the acoustic feedback path model can
be eliminated by using an appropriate noise model in

the identification [137], i.e., a model of the signal

that disturbs the identification, more specifically the

source signal in the AFC context. If we assume a

(time-varying) parametric source signal model Hðq; tÞ

vðtÞ ¼ Hðq; tÞeðtÞ (90)

and that an estimate Ĥðq; tÞ of Hðq; tÞ is available,

then the unbiased identification approach consists in

prefiltering the loudspeaker and microphone signals
with the inverse source signal model estimate before

feeding these signals to the adaptive filtering algo-

rithm. Note that the source signal excitation signal

eðtÞ in (90) is assumed to be an uncorrelated signal

(i.e., white noise or a Dirac impulse). This approach

is depicted in Fig. 13(a), where the prefiltered loud-

speaker and microphone signals are calculated as

~y t; ĥðtÞ
h i

¼ Ĥ
�1ðq; tÞyðtÞ (91)

~u t; ĥðtÞ
h i

¼ Ĥ
�1ðq; tÞuðtÞ (92)

and ĥðtÞ contains the estimated source signal model

parameters. This approach was originally developed

for HA AFC applications [80], [95], [96] and later

on extended to room acoustic applications [81],

[91], [97].
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Both approaches to decorrelation in the adaptive filtering

circuit rely on additional information that is not necessarily

available a priori and may moreover be time varying, i.e., the

initial delay of the acoustic feedback path and the source

signal model. The problem of how to concurrently estimate

the initial delay and the model coefficients of the acoustic

feedback path impulse response has not yet been treated in

the literature. On the other hand, the concurrent estimation
of the source signal model and the acoustic feedback path

model has been studied extensively by Rombouts et al. [100]–

[102] for speech applications and by van Waterschoot and

Moonen [110], [111] for audio applications. For speech

source signals, the parametric source signal model preferably

consists of a cascade of two all-pole models [100], [101]

Hðq; tÞ ¼ 1

Aðq; tÞ
1

Cðq; tÞ (93)

with

Aðq; tÞ ¼ 1�
X1

i¼�1

�ðiÞðtÞq�K�ðl=DÞ�i (94)

Cðq; tÞ ¼ 1þ
XnC

i¼1

cðiÞðtÞq�i: (95)

The three-tap fractional pitch prediction model 1=Aðq; tÞ is

used to model the periodic speech components that stem

from the vibration of the vocal chords. Here, K þ l=D
represents the fractional pitch lag, with K the integer pitch

lag, D the interpolation ratio, and l 2 f0; . . . ;D� 1g the

fractional phase [154]. The all-pole model 1=Cðq; tÞ
represents the vocal tract response that produces the

formant speech components [155]. The cascade model in
(93)–(95) can also be used for monophonic audio signals,

while for polyphonic audio signals a cascade of a

constrained pole-zero model with an all-pole model

appears to be better suited [111], [156], i.e.,

Hðq; tÞ ¼ Bðq; tÞ
Aðq; tÞ

1

Cðq; tÞ (96)

with

Aðq; tÞ
Bðq; tÞ ¼

YnA=2

i¼1

1� 2	i cos 
iq
�1 þ 	2

i q�2

1� 2�i cos 
iq�1 þ �2
i q�2

: (97)

The constrained pole-zero model Bðq; tÞ=Aðq; tÞ then models

the tonal components in the audio signal, while the all-pole

model 1=Cðq; tÞ models the Bnoise-like[ components. The

constrained pole-zero model is usually parametrized using a

Fig. 13. (a) AFC with decorrelating prefilters in the adaptive filtering circuit: a linear parametric source signal model Hðq; tÞ is estimated,

and subsequently the microphone and loudspeaker signals are prefiltered with the inverse source signal model before being fed to

the adaptive filter. (b) AFC with postfiltering: the postfilter Hðq; tÞ can either be a spectral subtraction filter for residual feedback suppression,

or a bank of notch filters to avoid closed-loop instability.
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second-order sections structure, as shown in (97), where the

i correspond to the pole-zero angles, and 	i and �i are the

zero and pole radii, i ¼ 1; . . . ; nA=2.

The concurrent estimation of the source signal models

and the acoustic feedback path model can be performed

using a prediction error identification approach [98, Ch. 3],

[99, Ch. 7], which then leads to the so-called PEM-based

AFC algorithms proposed in [100]–[103], [110], and [111].

3) Postfiltering: Mainly owing to undermodeling and

steady-state as well as tracking errors, a misadjustment

between the AFC adaptive filter coefficients and the

acoustic feedback path impulse response will unavoidably

exist. As a result, the feedback signal xðtÞ will typically not

be completely canceled from the microphone signal, and

so the feedback-compensated signal contains a residual

feedback signal component r½t; f̂ðtÞ�

d t; f̂ðtÞ
h i

¼ vðtÞ þ Fðq; tÞ � F̂ðq; tÞ
� 	

uðtÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
¼�r t; f̂ðtÞ½ �

: (98)

A similar problem was previously encountered in AEC, and
residual echo suppression postfilters have successfully been

applied in this area [157]–[159]. These postfilters operate

on the echo-compensated signal and attempt to suppress

the residual echo component using a spectral subtraction

approach. Several attempts have been made to apply the

AEC postfiltering approach to the AFC scenario [66], [94],

resulting in the AFC scheme shown in Fig. 13(b). We

should emphasize that, again, the correlation between the
loudspeaker and source signal makes the residual feedback

suppression problem much harder in the AFC case as com-

pared to the AEC case. Since the postfiltering approach is

based on spectral subtraction, the postfilter is usually

designed directly in the frequency domain.

Janse and Belt [66] propose the procedure, shown

in (99)–(100) at the bottom of the page, to determine

the postfilter magnitude response, where jYð!k; tÞj,
jŶ½!k; t; f̂ðtÞ�j, and jD½!k; t; f̂ðtÞ�j denote the short-term

DFT magnitude spectra of the microphone signal, the

feedback signal estimate, and the feedback-compensated

signal, respectively, which are defined similarly to (40).

Ideally, the filter in (99) should behave as follows: when

the source signal component dominates in the short-term

magnitude spectrum of the microphone signal, the amount

of spectral subtraction should be small, while if the

feedback signal component dominates, the amount of
subtraction should be large [66]. The subtraction factor �
is chosen larger than one in case the estimated maximum

loop gain max! jGð!; tÞF̂ð!; tÞj � 1, while � G 1 if

max! jGð!; tÞF̂ð!; tÞj G 1. The first-order low-pass filtering

operation in (100) is performed to obtain a smoothly time-

varying postfilter behavior. Unfortunately, the postfilter

response in (99) also depends on an estimate of the short-

term residual feedback signal spectrum jR̂½!k; t; f̂ðtÞ�j, yet no
details are provided in [66] on how to obtain this estimate.

An alternative postfilter design procedure for residual

feedback suppression was proposed by Ortega et al. [94],

which is based on the observation that an optimal expression

for the postfilter [in the sense of forcing the closed-loop

frequency response in (10) to be exactly equal to the

electroacoustic forward path response Gð!; tÞ] is given by

Hð!; tÞ ¼ 1

1þ Gð!; tÞ Fð!; tÞ � F̂ð!; tÞ
� 	 (101)

¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sr !; t; f̂ðtÞ
h i

Sd !; t; f̂ðtÞ
h i

vuuut (102)

where Sr½!; t; f̂ðtÞ� and Sd½!; t; f̂ðtÞ� denote the short-term

power spectral density (PSD) of the residual feedback signal

and the feedback-compensated signal, respectively. Here,

Sd½!; t; f̂ðtÞ� is estimated from the feedback-compensated
signal d½t; f̂ðtÞ� using the periodogram followed by a

Mel-scale-based frequency smoothing. Finally, Sr½!; t; f̂ðtÞ�
is estimated recursively

Ŝr !; t; f̂ðt� 1Þ
h i
¼  þ 2�ð1� �Þ½ �Ŝr !; t� 1; f̂ðt� 2Þ

h i
þ ð1� Þ�2Ŝd !; t� 1; f̂ðt� 1Þ

h i

þ ð1� Þð1� �Þ2
Ŝ

2

r !; t� 1; f̂ðt� 2Þ
h i

Ŝd !; t� 1; f̂ðt� 1Þ
h i (103)

where the parameters � and  are chosen to be around 0.3

and 0.8, respectively [94]. Consequently, the first term on

the right-hand side of (103) dominates the other terms,

and hence it can be understood that the initialization of the

~Hð!k; tÞ


 

 ¼ max

Yð!k; tÞj j � � Ŷ !k; t; f̂ðtÞ
h i


 


þ R̂ !k; t; f̂ðtÞ

h i


 


 �
D !k; t; f̂ðtÞ
h i


 


 ; 0

8<
:

9=
; (99)

Hð!k; tÞj j ¼� Hð!k; t� 1Þj j þ ð1� �Þ ~Hð!k; tÞ


 

 (100)
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residual feedback signal PSD estimate at t ¼ 0 has a crucial
effect on the quality of the estimate in (103).

It should be noted that a postfilter may also be used in

the AFC scheme with the aim of preventing closed-loop

system instability rather than suppressing the residual

feedback signal. In this case, the postfilter should behave as

a bank of notch filters, operating at the critical frequencies

of the closed-loop system. Schmidt et al. [74], [106] propose

an ANF postfilter that does not directly use any information
from the AFC adaptive filter, and hence does not behave

differently from the ANF that operates without an AFC

(see Section III-B). Rombouts et al. [52], [103] propose a

postfilter based on a two-stage NHS method, in which the

NHS howling detection is replaced by a proactive detection

of critical frequencies by inspecting the estimated loop gain

jGð!; tÞF̂ð!; tÞj using the most recent AFC acoustic

feedback path estimate F̂ðq; tÞ.

C. Initialization
Similarly to the NHS method, an initialization procedure

that is performed during the startup of the sound reinforce-
ment system is useful to improve the performance of the AFC

method. The room acoustics information that is gathered

during the initialization can be elegantly incorporated in the

AFC adaptive filtering algorithm using a technique known as

regularization [105], [160]. The most straightforward

approach to regularization consists in calculating an offline

estimate of the acoustic feedback path impulse response, and

subsequently using this estimate as the initial parameter
vector f̂ð0Þ in any of the adaptive algorithms discussed in

Section VI-B1. While this approach may lead to a consider-

able improvement of the adaptive filter’s convergence speed,

it is nonrobust to changes in the acoustic feedback path

impulse response. More particularly, the impulse response

may be considerably different during initialization and

during operation of the system, e.g., due to the presence of an

audience on the room acoustics.
A more advanced approach to regularization consists in

identifying the acoustic feedback path model in a Bayesian

minimum mean square error (MMSE) framework instead

of in an LS framework [105]. The acoustic feedback path

impulse response fðtÞ is then viewed as a stochastic

quantity on which some prior knowledge may be available,

e.g., the mean EffðtÞg ¼ f0 and covariance matrix

covffðtÞg ¼ Rf . In the Bayesian MMSE framework, the
optimal impulse response estimate is then given by [105]

f̂ðtÞ ¼ f0 þ UTR�1
v UþR�1

f

� ��1
UTR�1

v ðy�Uf0Þ (104)

which, in contrast to the LS estimate in (61), depends both on

the acoustic feedback path statistics through f0 and Rf , and

on the source signal statistics through Rv defined in (70). In

the context of adaptive filtering, the mean of the acoustic

feedback path impulse response is usually chosen either as

f0 ¼ 0 or as f0 ¼ f̂ðt� 1Þ, which results in two well-known
types of regularization, more specifically, Tikhonov regular-

ization (TR) and Levenberg–Marquardt regularization

(LMR), respectively [105]. On the other hand, the covariance

matrix Rf is constructed using an initial impulse response

measurement or using the available room acoustic param-

eters such as the reverberation time and the loudspeaker–

microphone distance [105]. The resulting adaptive filtering

algorithms, known as TR-RLS, LMR-RLS, LMR-APA, and
LMR-NLMS, do not require significantly more computations

as compared to the original RLS, APA, and NLMS

algorithms, if the covariance matrix Rf is constructed to

be a diagonal matrix [105], [160].

D. Discussion
The AFC approach is widely considered to be the most

promising solution to the acoustic feedback problem. Its

most attractive property lies in the fact that the effect of
acoustic feedback can be completely canceled, provided that

the AFC algorithm converges to the desired solution, and

hence the MSG can be increased considerably. Experiments

have shown that MSG increases of 15–20 dB are practically

achievable [89], [103], which is two to three times more than

the MSG increases obtained with the PFC and NHS

approaches (see Sections IV-C and V-D). As a consequence,

a sound reinforcement system equipped with an AFC
method can generally operate at a reasonably large gain

margin and hence howling, ringing, and reverberation

artifacts can be avoided, resulting in a high sound quality.

We should note, however, that in terms of sound quality, the

choice of the decorrelation method is of crucial importance.

In particular, when applying decorrelation in the closed

signal loop, signal distortion appears to be unavoidable,

either because the decorrelation itself is perceptible, or
because the source signal is partially canceled when the

decorrelation is insufficient [81]. From this point of view, it

is highly desirable to perform the decorrelation in the

adaptive filtering circuit instead of in the closed signal loop.

In terms of robustness, the AFC approach has benefited

much from recent improvements such as postfiltering [66],

[93], [94], notch filtering [74], [103], [106]–[108], adapta-

tion control [103], and regularization [103], [105], [160].
The main disadvantage of the AFC approach is its

computational complexity, which is typically much higher

than the PFC and NHS complexity. Even when the cheapest

adaptive filtering algorithm is applied, i.e., the NLMS

algorithm which requires OðnF̂Þ multiplications per time

update, the AFC complexity may still exclude a real-time

implementation. The reason for this is twofold. First, since

the acoustic feedback path is modeled by its impulse res-
ponse, a very high adaptive filter order is typically required.

Second, since a sufficiently high sampling rate should be

used to obtain a good sound quality (especially for audio

applications), the impulse response is densely sampled hence

requiring many coefficients, and moreover, a large number
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of adaptive filter iterations has to be performed per second.
Nevertheless, several real-time AFC implementations for

single-channel systems have been reported. Goertz has tested

a real-time AFC setup with a 2646-tap adaptive filter

(i.e., modeling the first 60 ms of the acoustic feedback path

impulse response at fs ¼ 44.1 kHz) in a room with T60 ¼ 1.2 s,

thereby achieving a 5-dB MSG increase [84]. Rombouts et al.
have reported MSG increases up to 14 dB in a real-time

AFC experiment with a frequency domain adaptive filter of
order 2048, operating at a sampling frequency of 16 kHz in

a room with T60 ¼ 120 ms [103].

The high complexity also puts a limit on the general-

ization of the AFC approach to multichannel systems. Since

no results are available on how to exploit the fact that the

different acoustic feedback path impulse responses of a

multichannel system share some underlying room acoustic

properties, the state of the art in multichannel AFC consists
in applying S � L single-channel AFC algorithms in a system

having S microphones and L loudspeakers, hence the

resulting complexity also increases with a factor S � L.

VII. EVALUATION

A. Evaluated Algorithms
From the above exposition, it is clear that a multitude of

acoustic feedback control methods has been proposed. An

experimental evaluation of all the existing methods and

realizations is beyond the scope of this paper. We will

however provide an evaluation of a selection of methods and

realizations that we consider representative for the state of the

art. The evaluation is based on computer simulations rather

than real-time experiments, to make sure the simulation
scenario is exactly reproducible for the different algorithms.

From each of the three presented categories of feedback

control methods (i.e., PFC, NHS, and AFC methods), we will

select three different state-of-the-art algorithms.

As for PFC, we evaluate three of the PM techniques

described in Section IV-A: sinusoidal PM, FS, and

sinusoidal DM. The corresponding PFC algorithms are

denoted as PFC-PM, PFC-FS, and PFC-DM, respectively.
The PFC-PM and PFC-FS algorithms are realized as shown

in (33) and (35), respectively, where the discrete-time

Hilbert transform ŷðtÞ is estimated using the method

proposed in [115]. For the PFC-DM algorithm, we use a

Hamming-windowed and truncated linear interpolation

filter as given in (38), with an interpolation ratio D ¼ 8

and a filter length of 2I ¼ 32 taps. The PFC parameters are

tuned to provide a firm tradeoff between the resulting
MSG and signal distortion, and also taking into account the

parameter values suggested in the PFC literature. In the

PFC-FS algorithm, following [2], the modulation frequen-

cy is set to fm ¼ 5 Hz. In the PFC-PM and PFC-DM

algorithms, however, a lower value should be used to avoid

excessive signal distortion, hence for these two approaches

we set fm ¼ 1 Hz. In the PFC-PM algorithm, a modulation

index � ¼ 3:8 was found to produce better results than
� ¼ 2:4, while the PFC-DM algorithm is implemented

with a modulation depth of �� ¼ 32 samples and a delay

offset of �0 ¼ �� þ 2I ¼ 64 samples.

In the NHS approach, many different howling

detection criteria can be designed by combining the

spectral and temporal microphone signal features defined

in Section V-B1. An elaborate evaluation of each of these

features, both in terms of howling detection accuracy and
NHS feedback control performance, can be found in [62]

and [63]. Here, we will only consider the following three

approaches. In the first algorithm (denoted as NHS-1), the

howling detection is performed as suggested in [32] and

[34], using a combination of the PHPR and IPMP features

defined in (45) and (50), respectively. Howling is then

detected if for a certain frequency, both (46) is fulfilled

(with TPHPR ¼ 30 dB) and IPMP � 3=5 with QM ¼ 5.
The second algorithm (denoted as NHS-2) uses the PAPR

feature (42) for howling detection, following, e.g., [50]

and [51]. It was found that the PAPR threshold should

preferably have a different value in speech and audio

applications [62], [63], e.g., T
ðspeechÞ
PAPR ¼ 33 dB and

T
ðaudioÞ
PAPR ¼ 55 dB. Choosing T

ðaudioÞ
PAPR > T

ðspeechÞ
PAPR is recom-

mended since the tonal components in an audio signal are

much more easily misclassified as howling components.
Finally, in the third algorithm (denoted as NHS-3), we

apply the howling detection criterion proposed in [28]–[30],

which combines the PNPR and IMSD features, defined in

(47) and (51), respectively. According to [28]–[30], the

PNPR and IMSD features are used to calculate two secondary

features, namely the Bpeakness[ and the Bslopeness,[ which

are subsequently combined into a so-called feedback

existence probability (FEP) function as follows:

FEPð�!i; tÞ ¼ 0:7 � slopenessð�!i; tÞ þ 0:3 � peaknessð�!i; tÞ:
(105)

The relation between the PNPR and peakness features is

given in (49), while the calculation of the slopeness from
the IMSD is performed using a nonlinear mapping (which

is not explicitly given in [28]–[30]) that is chosen to be

slopenessð�!i; tÞ ¼ e� IMSDð�!i;tÞj j: (106)

Again, we found that a different value of the FEP threshold
should be used in speech and audio applications, e.g.,

T
ðspeechÞ
FEP ¼ 0:7 (as suggested in [28]–[30]) and T

ðaudioÞ
FEP ¼

0:95 [with howling being detected if FEPð�!i; tÞ � TFEP].

Since the howling detection in the NHS-1 and NHS-3

algorithms is more advanced as compared to the NHS-2

algorithm, we can expect a larger false alarm probability

when using the latter algorithm [50], [51], [62], [63]. To
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compensate for this effect, the notch filters applied in the
NHS-2 algorithm are given a very small bandwidth, i.e.,

1/60 octave, as suggested in [50] and [51]. The NHS-1 and

NHS-3 algorithms work with 1/10 octave notch filters,

following [32], [34], [52], and [103]. Also, the maximum

number of cascaded notch filters as defined in (53) is set to

nH=2 ¼ 12 in the NHS-1 and NHS-3 algorithms, and to

nH=2 ¼ 48 in the NHS-2 algorithm. Finally, we should

mention that all three NHS algorithms under consider-
ation apply a DFT-based frequency analysis as in (40), with

M ¼ 2048 at fs ¼ 16 kHz, or M ¼ 4096 at fs ¼ 44.1 kHz,

and with P ¼ M=2, from which N ¼ 3 candidate howling

components are identified by peak picking.

The AFC approach will be evaluated using three

different decorrelation methods; see Section VI-B2. We

refer to [82] for an evaluation of the decorrelation methods

that are not covered here. The first AFC algorithm
(denoted as AFC-NI) includes a decorrelation by noise

injection, in which a white noise signal is added to the

feedback-compensated signal before amplification, as

suggested in [64], [74], and [83]–[85]. The loudspeaker

signal is chosen as the input signal to the adaptive filter

[i.e., the switch in Fig. 12(a) is set to its vertical position].

The injected noise power is adjusted to be 10 dB below the

long-term feedback-compensated signal power, which
results in an adaptive filter convergence speed that is

comparable to the other AFC algorithms under consider-

ation. The second algorithm (denoted as AFC-FS) features

a decorrelation by a time-varying processing, more

specifically by FS, following [74] and [87]–[89]. The FS

operation is realized as in the PFC-FS algorithm, and the

same modulation frequency fm ¼ 5 Hz will be used. The

third algorithm (denoted as AFC-PF) is based on
decorrelating prefilters, as proposed in [81], [91], and

[97]. We will use a cascade source signal model that
consists of a pitch prediction model and an all-pole model,

as defined in (93)–(95), which are estimated concurrently

with the acoustic feedback path model using the

PEM-AFROW algorithm [100], [101], [103]. For this algo-

rithm to be applicable for both speech and audio source

signals, the search range for the pitch lag K should be

chosen large enough, e.g., K 2 f½fs=1000�; . . . ; ½fs=100�g
[111]. The fractional delay in the pitch prediction model (94)
is approximated by a linear interpolation filter similar to the

interpolation filter in the PFC-DM algorithm. The all-pole

model order is set to nC ¼ 20, and both source signal models

are estimated using 50% overlapping data windows of length

M ¼ 320 at fs ¼ 16 kHz in case of speech source signals

[100], [101], and of length M ¼ 2048 at fs ¼ 44.1 kHz for

audio source signals [111]. Moreover, a processing delay of

half the data window length is inserted in the electroacoustic
forward path, as suggested in [100], [101], and [111]. In all

three AFC algorithms, the acoustic feedback path model

order is equal to the length of the feedback path impulse

response, i.e., nF̂ ¼ nF, and the NLMS algorithm (81)–(83)

is used to update the adaptive filter coefficients. The NLMS

step size is chosen to be � ¼ 0:02 for speech source signals

and � ¼ 0:005 for audio source signals, while the regular-

ization parameter is set to � ¼ 10�6.

B. Evaluation Procedure
We will evaluate the performance of each of the nine

algorithms described above in two simulation scenarios: a
30-s simulation at fs ¼ 16 kHz with a speech source signal,

and a 60-s simulation at fs ¼ 44.1 kHz with an audio source

signal. The speech signal is plotted in Fig. 14(a) and is

taken from an interview with two male Dutch-speaking

subjects that was digitally broadcast by the Flemish Radio

Fig. 14. Source signals used in the evaluation of acoustic feedback control methods: (a) speech source signal (fs ¼ 16 kHz),

(b) music source signal (fs ¼ 44.1 kHz).
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and Television Network (VRT), resampled to fs ¼ 16 kHz.

The audio signal is an excerpt from a CD recording of the

Partita No. 2 in D minor (Allemande) for solo violin by
J. S. Bach, and is shown in Fig. 14(b). These signals were

scaled to have a root mean square (RMS) value of�55 dBV,

which corresponds to the output voltage of a typical micro-

phone used in sound reinforcement applications.

Each simulation consists of four equally long phases, as

shown in Fig. 15. In the first phase, the electroacoustic

forward path broadband gain factor KðtÞ, defined in (14), is set

to a value K1 that would result in a 3-dB gain margin if no
acoustic feedback control were performed. In particular, this

first phase should allow the AFC algorithms to partially

converge before the gain is increased beyond the point of

instability. In the second phase, the gain 20 log10 KðtÞ is then

linearly increased up to a value 20 log10 K2 ¼ 20 log10 K1þ
�K beyond the point of instability (where �K is defined on a

decibel-scale for ease of notation). Since the different acoustic

feedback control methods stabilize the closed-loop system to a
different degree, the maximum gain increase �K that can be

allowed while maintaining a stable operation [which should

not be confused with the MSG defined in (16)] differs

depending on which method is being used. More specifically,

we have found that the maximum gain increase is around

�K ¼ 3 dB for the PFC algorithms, �K ¼ 5 dB for the NHS

algorithms, and �K ¼ 10 dB for the AFC algorithms. In the

third and fourth phases of the simulation, the gain factor is
fixed to K2, and at the end of the third phase, an acoustic

feedback path change is simulated. The acoustic feedback path

used in the first three simulation phases corresponds to the

RIR shown in Fig. 3, while the feedback path in the fourth

phase is equal to the RIR measured in the same room as the

first RIR, after a 1-m displacement of the microphone.

Our goal is to evaluate the acoustic feedback control

methods based on three general objectives: the achievable
amplification, the sound quality, and the reliability. These

objectives can be quantified by a number of performance

measures, which are calculated during the third and fourth

simulation phases, since these phases correspond to the
preferential mode of operation for the sound reinforcement

system. The achievable amplification is measured by the MSG

and the MSG increase, which by using (16) are defined as

MSGðtÞ[dB]

¼ �20 log10 max
!2PH

Hð!; tÞJð!; tÞFð!; tÞj j
� �

(107)

�MSGðtÞ[dB]

¼ �20 log10

max!2PH
Hð!; tÞJð!; tÞFð!; tÞj j

max!2P Jð!; tÞFð!; tÞj j

� �
(108)

for the PFC and NHS methods, where Hð!; tÞ represents the

frequency response of the PM filter or the bank of adjustable

notch filters, respectively, and

PH ¼ f! jff Hð!; tÞGð!; tÞFð!; tÞ ¼ n2�g:

In case of the AFC method, these measures are defined

using (16) and (60) as follows:

MSGðtÞ[dB]

¼ �20 log10 max
!2P F̂

Jð!; tÞ Fð!; tÞ � F̂ð!; tÞ
� 	

 

� �

(109)

�MSGðtÞ[dB]

¼ �20 log10

max!2P F̂
Jð!; tÞ Fð!; tÞ � F̂ð!; tÞ

� 	

 


max!2P Jð!; tÞFð!; tÞj j

" #
:

(110)

Fig. 15. Electroacoustic forward path gain 20 log10 KðtÞ versus time for the acoustic feedback control simulations.
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We will use the instantaneous value of the MSGðtÞ, as well
as the mean and maximum value of the �MSGðtÞ, as a

performance measure in the evaluation.

An objective measure for quantifying the sound quality
resulting from acoustic feedback control was proposed in

the context of HA AFC in [161]. This measure, known as

the frequency-weighted log-spectral signal distortion (SD),

is defined as9

SDðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ fs=2

0

wERBðfÞ 10 log10

Sdðf ; tÞ
Svðf ; tÞ

� �2

df

s
(111)

where Sdðf ; tÞ and Svðf ; tÞ denote the short-term PSD of the

feedback-compensated signal and source signal, respec-

tively, and wERBðfÞ is a weighting function that gives equal

weight to each auditory critical band in the Nyquist

interval, following Table 2 of the ANSI S3.5-1997 standard
[162]. The short-term PSD is estimated as the squared

magnitude of the short-term DFT, which is calculated using

50% overlapping data windows of length M ¼ 2048 at fs ¼
16 kHz, or M ¼ 4096 at fs ¼ 44.1 kHz. The integration in

(111) is then approximated by a summation over the DFT

frequency bins. Both the mean and maximum value of the

SD measure will be used in the evaluation.

Finally, the reliability is quantified using two performance
measures: the howling occurence probability (HOP) and the

time to recover from instability (TRI). These measures rely

on an estimate of the time intervals during which howling

occurs in the simulation. Howling occurrences are manually

identified using the following procedure:

1) a rough estimate of the howling time intervals is

obtained by listening to the feedback-compensated

signal;
2) a spectrogram of the feedback-compensated signal

is plotted for each of the time intervals identified

in the first step, and the frequency bin(s) in which

howling occurs are visually identified from the

spectrogram;

3) a time-varying PAPR feature is calculated for each

of the time intervals identified in the first step,

where the peak PSD is estimated by averaging the
power in the howling frequency bins identified in

the second step;

4) the time interval during which howling occurs is

then defined by the time points on either side of

the PAPR maximum value, at which the PAPR

has decreased to a value that is 3 dB below the

maximum value.

From the time points identified in the last step of the above
procedure, we can estimate the time duration �ti (s) of

each howling occurrence, i ¼ 1; . . . ;NHO, with NHO the

number of howling occurrences estimated in the first step

of the above procedure. The HOP and TRI measures are

then defined as follows:

HOP(%) ¼
PNHO

i¼1 �ti

T
(112)

TRI(s) ¼
PNHO

i¼1 �ti

NHO
(113)

where T (s) denotes the length of the simulation.

C. Simulation Results
The instantaneous value of the MSGðtÞ measure versus

time is displayed in Fig. 16 (where the left column contains

the results obtained with the speech source signal, and the

right column gives the results for the audio source signal).

These MSGðtÞ curves have been smoothed with a one-pole

low-pass filter to improve the clarity of the figures. The

instantaneous value of the electroacoustic forward path gain

20 log10 KðtÞ and the MSG values obtained without acoustic
feedback control are also shown (where BMSG F1ðqÞ[ and

BMSG F2ðqÞ[ denote the MSG before and after the acoustic

feedback path change, respectively). In the PFC simulation

results shown in Fig. 16(a) and (b), the periodic behavior of

the PM filters is clearly visible from the MSG curves. It can

also be observed that these algorithms behave in a

deterministic way, in the sense that their performance is

independent of the instantaneous source signal and electro-
acoustic forward path gain values. The PFC-DM algorithm

generally performs somewhat worse compared to the other

two PFC algorithms, while the PFC-PM algorithm perfor-

mance can be seen to slightly improve at a higher sampling

frequency. From the NHS simulation results shown in

Fig. 16(c) and (d), the howling detection performance of the

different NHS algorithms can also be judged. An instanta-

neous increase in the MSG curves indeed corresponds to the
activation of a new notch filter (or the adjustment of an

existing notch filter), while an MSG decrease occurs at the

acoustic feedback path change. Ideally, no notch filters

should be activated before the gain value 20 log10 KðtÞ
exceeds the instantaneous MSG curves. However, this ideal

behavior is exhibited only by the NHS-1 algorithm in the

speech simulation. In all other cases, some notch filters are

activated earlier, which indicates that some tonal source
signal components are wrongly identified as howling

components. The behavior of the different NHS algorithms

in terms of the MSGðtÞ measure is comparable for speech

source signals, while the NHS-1 and NHS-2 algorithms

behave quite differently from the NHS-3 algorithm in the

audio simulation. We should stress that the high MSG values

obtained with the NHS-1 and NHS-2 algorithms in the audio

9Note that in a real-time experiment, the source signal is not
available, hence its PSD Svð!; tÞ cannot be calculated. The SD measure
can then be calculated by comparing the loudspeaker signal PSD with the
PSD of a reference signal that is obtained in a secondary experiment, in
the absence of acoustic feedback [161].
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Fig. 16. Instantaneous MSG versus time for simulations with speech (left column) and audio (right column) source signals:

(a) and (b) PFC methods (DK ¼ 3 dB), (c), (d) NHS methods (DK ¼ 5 dB), (e), (f) AFC methods (DK ¼ 10 dB). Note the

scale difference on the vertical axis between (a)–(b), (c)–(d), and (e)–(f).
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simulation are in fact caused by an excessive amount of notch
filtering that is due to the poor howling detection

performance and leads to a broadband attenuation of the

microphone signal. Hence the resulting sound quality

obtained with these methods is extremely poor for audio

applications (see the discussion on the results in Table 2).

Finally, the simulation results obtained with the AFC

algorithms are shown in Fig. 16(e) and (f). In the speech

simulation, the MSG performance of the AFC-NI and
AFC-PF algorithms appears to be better compared to the

AFC-FS algorithm. In the audio simulation, the AFC-NI

algorithm initially outperforms the other algorithms,

however, the AFC-PF algorithm eventually provides the

highest MSG value. All three AFC algorithms appear to react

in a relatively robust way to the acoustic feedback path

change in the fourth phase of the simulation, except for the

AFC-NI algorithm in the audio simulation.
The performance measures calculated during the third

and fourth simulation phases are shown in Tables 1 and 2

for the speech and audio simulations, respectively. Some

general observations can be made concerning the perfor-

mance of the different acoustic feedback control methods.

The achievable amplification in terms of the MSG increase

is relatively low for the PFC algorithms, and highest for the

AFC algorithms, which is consistent with the MSG increase
values reported in the literature. It can also be observed

that, for the NHS and AFC algorithms, the MSG increase is

larger when the electroacoustic forward path gain is raised

to a higher value. This effect can be explained by noting that
more notch filters are activated as the gain is increased,

while the AFC convergence is known to benefit from a gain

increase since the power ratio of the feedback signal and

source signal then also increases [103], [111]. In terms of

sound quality, the SD performance measure reveals that the

perceptual signal distortion is worse for the PFC algorithms

and for the AFC-NI algorithm. The other AFC algorithms

provide a much higher sound quality, and generally
perform somewhat better than the NHS algorithms. As

mentioned earlier, the NHS-1 and NHS-2 algorithms result

in an extremely poor sound quality in audio applications,

which is due to the poor howling detection performance.

The reliability of the evaluated algorithms is seen to be

slightly worse in the audio simulation as compared to the

speech simulation, especially for the PFC algorithms.

Within each acoustic feedback control method, the
relative performance of the different algorithms can be

compared using the measures in Tables 1 and 2. Among the

PFC algorithms, the PFC-PM algorithm should generally

be preferred since it performs best in terms of nearly all

performance measures. Among the NHS algorithms, the

NHS-3 algorithm is the only algorithm that is suited for

audio applications, and moreover, in terms of achievable

amplification and sound quality, this algorithm outper-
forms the NHS-1 and NHS-2 algorithms for speech

applications also. We should note, however, that the

NHS-3 howling detection method is computationally more

Table 1 Performance Measures for Comparative PFC, NHS, and AFC Simulations: Speech Source Signal
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demanding compared to the other NHS howling detection

methods. Among the AFC algorithms, the AFC-NI

algorithm yields the highest MSG increase in the speech

simulation, which however comes at the cost of a poor

sound quality. The AFC-PF algorithm provides the best

sound quality and still allows for a relatively high MSG

increase. In the audio simulation, the performance of the

AFC-NI and AFC-FS algorithms is highly fluctuating,
which can be observed from the discrepancy between the

mean and maximum MSG values. The AFC-PF algorithm,

on the other hand, produces a more steady MSG behavior

in the audio simulation. The superior sound quality of the

AFC-PF algorithm compared to all other evaluated

algorithms results from the fact that the decorrelation is

applied in the adaptive filtering circuit instead of in the

closed signal loop. Note that the reliability of the AFC
algorithms can be further improved by including addi-

tional features such as adaptation control, foreground/

background adaptive filtering, regularization, and post-

filtering; see [103] for an overview.

The feedback-compensated signals obtained in the

different simulations are all available for download,10 such

that the sound quality can be assessed subjectively by the

reader. Also, the source signals and acoustic feedback path
impulse responses used in the simulations can be down-

loaded for benchmarking purposes.

VIII . CONCLUSION AND
FUTURE CHALLENGES

In this paper, we have attempted to provide a compre-

hensive overview of five decades of research in acoustic

feedback control. The available literature has been
reviewed following a classification of the state-of-the-art

solutions into four categories: PM methods, gain reduction

methods, spatial filtering methods, and room modeling

methods. We have also provided an in-depth treatment of

three widely used acoustic feedback control methods,

namely PFC, NHS, and AFC, thereby discussing concep-

tual as well as realization issues. Finally, several different

realizations of these three methods have been evaluated
and compared, in terms of their achievable amplification,

sound quality, and reliability.

From the simulation results presented in this paper, we

can conclude that the AFC method is superior to the PFC and

NHS methods in terms of achievable amplification and sound

quality, while its reliability is comparable to the reliability

of the PFC and NHS methods. The AFC method should

preferably be combined with a decorrelation approach that
operates in the adaptive filtering circuit, e.g., using

decorrelating prefilters (AFC-PF), since this approach

appears to be beneficial w.r.t. the achievable amplification

and sound quality. We have found the AFC-PF approach

to be capable of providing an average MSG increase of

approximately 9 dB, and a maximum MSG increase around

12 dB.

10ftp://ftp.esat.kuleuven.be/pub/sista/vanwaterschoot/abstracts/08-13.
html

Table 2 Performance Measures for Comparative PFC, NHS, and AFC Simulations: Audio Source Signal
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Looking into future research challenges in acoustic
feedback control, it appears that there is little room for

improvement in the PFC and NHS methods. Since these

methods aim at smoothing the loop gain, a theoretical

upper bound for the achievable MSG increase is given by

the ratio of the peak and average magnitude response of

the acoustic feedback path, which was found to be

typically around 10 dB [2]. In practice, however, this

upper bound is generally not achieved since the allowable
values of the PFC modulation frequency and modulation

depth are bounded by constraints on the signal distortion,

while the number of active notch filters in the NHS

method should be limited to avoid a broadband attenu-

ation that ultimately affects sound quality. From our

comparative simulation results, we may conclude that the

best PFC solution consists in the use of a sinusoidal PM at

low modulation frequency, while the preferable NHS
solution is based on combining the howling detection

method proposed by Osmanovic et al. [28]–[30] with a

state-of-the-art biquadratic notch filter design method,

e.g., the pole-zero placement technique recently proposed

in [125].

On the other hand, we believe that since the AFC

method appears to produce promising results, the main

challenges for future research in acoustic feedback control
lie in further increasing the AFC reliability and reducing its

computational complexity. In terms of reliability, recent

research has pointed out that so-called hybrid AFC

methods, in which AFC is combined with other methods

for acoustic feedback control, are far more robust compared

to the traditional AFC approach. However, we believe that

in the existing hybrid AFC methods, the cooperation

between the different methods is still suboptimal. For
example, in the combined AFC and postfiltering methods

proposed in [66], [93], and [94], the postfilter design is

solely based on the feedback-compensated signal spectrum,

while it is known from AEC that the joint design of a

cancellation filter and a postfilter generally results in a

better performance [158], [159]. A related issue is the

combination of AFC with a gain reduction method: in [74]

and [106]–[108], the AFC and ANF filters are adapted
independently, while in the combined AFC and AEQ

approach proposed in [66] and in the combined AFC and

NHS approach proposed in [103], the AEQ/NHS design is

based on the most recent AFC estimate. Similarly to the

joint AFC and postfilter design, it can be expected that a

joint estimation of the AFC and gain reduction filter

coefficients is to be preferred over a decoupled estimation.

Finally, a similar remark can be made on the joint design
of an AFC and a spatial filtering method, which would

probably outperform the state-of-the-art approach of

AFC combined with a fixed beamformer [74] or an adap-

tive beamformer steered by the feedback-compensated

signal [66].

The greatest challenge in AFC, however, consists in

reducing the computational complexity. Since typically an

already cheap NLMS-type algorithm is used, a significant
complexity reduction in the AFC adaptive filtering

algorithm cannot be expected. The fundamental problem

lies in the fact that in AFC, the acoustic feedback path is

traditionally modeled using its impulse response, which

typically has a large number of coefficients. This is

especially so when a high sampling frequency is applied

(e.g., in audio applications). The impulse response is then

more densely sampled and in addition more adaptive filter
updates have to be performed per second. However, from a

stability point of view, it may suffice to only model the

peaks in the acoustic feedback path magnitude response

instead of the complete impulse response. This may be

achieved with frequency domain adaptive filtering

(FDAF). However, since the frequency domain models

currently used in FDAF have a fixed and uniform

frequency resolution, the required FDAF filter order
should still be high to guarantee that the magnitude peaks

are modeled with sufficient accuracy; see, e.g., the FDAF

experimental results in [103]. Another possibility for

reducing the acoustic feedback path model complexity

consists in using a time domain model different from the

FIR model. Since the peaks in the acoustic feedback path

magnitude response can be modeled as narrowband

resonances, an IIR (or pole-zero) model seems to be an
appropriate choice. The use of such models in room

acoustics has both been recommended [134], [163], [164]

and discouraged [165], [166], however, no results on the

use of IIR models in AFC are available. The appeal of using

such models in room acoustic applications is related to the

conjecture that the IIR model denominator coefficients

can in fact be assumed time invariant in a certain acoustic

environment, regardless of the loudspeaker and micro-
phone positions [134]. A related model, which also exploits

the assumption of time-invariant room acoustic resonance

frequencies, is based on the use of orthogonal basis

functions such as the discrete-time Laguerre or Kautz

functions, which have been evaluated in an AEC context in

[167] and [168].

Another great challenge in acoustic feedback control,

and in AFC in particular, is to generalize the methods
proposed in a single-channel context to multichannel

systems. Since the number of acoustic feedback paths in a

multichannel system equals the number of loudspeakers

times the number of microphones, the AFC computational

complexity can be expected to increase very quickly in a

multichannel context. Again, the use of IIR models or

models based on orthogonal basis functions may bring

some relief, since, following the arguments in [134] and
[168], these models could then share a common denom-

inator. Another problem arising in multichannel AFC is

related to the identifiability of the acoustic feedback

path models in case the loudspeaker signals are correlated.

A similar problem occurs in multichannel AEC, and has

received quite some attention in the literature; see, e.g.,

[153] and [169]. h
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