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Reinhard Wilhelm’s career in Computer Science spans more than a third of a cen-
tury. During this time, he has made numerous research contributions in the areas of pro-
gramming languages, compilers and compiler generators, static program analysis, pro-
gram transformation, algorithm animation, and real-time systems; co-founded a com-
pany to transfer some of these ideas to industry; held the Chair for Programming Lan-
guages and Compiler Construction at Saarland University; and served since its incep-
tion as the Scientific Director of the International Conference and Research Center for
Computer Science at Schloß Dagstuhl.

1 Research Activities

1.1 Foundations of Programming and Programming Languages

Reinhard’s work in the area of programming languages is unusual in that he has had an
interest in, and made contributions in,all styles of programming languages (imperative,
functional, logic, parallel, object-oriented, and constraint-oriented) [14–17, 20, 19, 21,
22, 24–26, 31, 77].

1.2 Compilers, Compiler Generators, and Compilation Algorithms

Compilersconvert a program or specification written in some language into a form that
allows it to be executed on a computer or network of computers.Compiler generators
are tools for creating compilers themselves (or components of compilers) from speci-
fications. From the number of his publications on these subjects, and their distribution
in time, it is easy to see that Reinhard’s longest-held interest and deepest attachment in
Computer Science has been to the area of compilers [32], including compiler generators
[27–30] and the algorithms needed to accomplish the tasks required in various phases
of compilation (see below).

Attribute Grammars. Attribute grammars are a language-description formalism that
was introduced by Donald Knuth in 1968.4 In an attribute grammar, a language and its
properties are specified by giving

– a context-free grammar for the language,
– sets of “attributes” (annotations) to be attached to nodes of the grammar’s derivation

trees, and

4 D.E. Knuth: Semantics of context-free languages. Math. Syst. Theory 2(2): 127-145 (1968).



– rules that describe how information from one node’s attributes affects the attributes
of other nodes.

Reinhard’s research in this area concerned analysis and applications of attribute gram-
mars [33–41, 60, 61]. Reinhard also spearheaded the implementation of three of the
most influential compiler-generation systems that were based on attribute grammars:
MUG1 [28], MUG2 [29, 30], and OPTRAN [38, 77, 40, 41, 72].

Code Generation via Transformational Grammars/Tree Automata. The code-ge-
neration phase of a compiler turns an intermediate representation of a program into a se-
quence of machine-code instructions. One code-generation subtask is code selection—
the actual selection of the instructions to be emitted. In a sequence of papers [44, 46,
48], Reinhard together with Helmut Seidl developed the connections between the code-
selection problem and the theories of regular-tree grammars and finite tree automata.
This work provided a sound theoretical basis for code selection, generalized and im-
proved existing methods, and furthered the understanding of how to generate code-
selection components of compilers from machine descriptions.

Other Compilation Algorithms. Other compilation issues with which Reinhard has
been concerned include table compression [47], graph reduction [42], code optimization
[43, 49], and virtual machines [50, 51].

1.3 Static Program Analysis

One of the areas in which Reinhard has worked for multiple decades, and made many
important contributions, isstatic program analysis(also known as “dataflow analysis”
or “abstract interpretation”). Static analysis is the basic technique used in optimizing
compilers and other programming tools for obtaining information about the possible
states that a program can reach during execution, but without actually running the pro-
gram on specific inputs. Instead, static-analysis techniques explore a program’s behav-
ior for all possible inputs to determine (an approximation of)all possible states that the
program can reach. To make this feasible, the program is “run in the aggregate”—i.e.,
on descriptors that represent collections of many states. The fundamental theory that
provides the foundation for such techniques is that ofabstract interpretation, enunci-
ated in 1977 by Patrick and Radhia Cousot.5

Reinhard’s work in the area of static analysis includes [52–58, 61, 59], as well as
many other papers mentioned below.

Grammar Flow Analysis. In two papers with U. M̈oncke [60, 61], Reinhard proposed
the technique of “grammar flow analysis”. This work generalized the concepts and algo-
rithms of (intraprocedural) dataflow analysis—which generally is applied to graph data
structures—to a method for obtaining information about properties of derivation trees

5 P. Cousot, R. Cousot: Abstract interpretation: A unified lattice model for static analysis of
programs by construction or approximation of fixpoints. POPL 1977: 238-252.



of the nonterminals in context-free grammars (but without actually building the gram-
mar’s derivation trees). Not only does this generalization have important applications
in interprocedural dataflow analysis, but Möncke and Wilhelm also showed how gram-
mar flow analysis has applications in many other areas of compilers—ranging from
static-semantic analysis to code generation.

Shape Analysis. In a series of papers with M. Sagiv, T. Reps, and others, (e.g., [62–
71]), Reinhard has addressed one of the major remaining challenges in static analysis
of program behavior—sometimes calledshape analysis—namely, how to check proper-
ties of programs that manipulate linked data structures (i.e., programs that use dynamic
allocation and freeing of storage cells, and destructive updating of structure fields—as
happens pervasively in languages such as C, C++, and Java). In such programs, data
structures can grow and shrink dynamically, with no fixed upper bound on their size
or number. The analysis problem is complicated even more by the fact that such lan-
guages also permit fields of dynamically allocated objects to be destructively updated.
In the case of thread-based languages, such as Java, the number of threads can also
grow and shrink dynamically—again with no fixed upper bound on size or number.
These features create considerable difficulties for any method that tries to check pro-
gram properties, and this subject is considered to be one of the most challenging areas
of program analysis.

A key issue when analyzing programs that use such features is how to create finite-
sized descriptors of memory configurations, such that the descriptors

– abstract away certain details, but
– retain enough key information so that the analysis can identify interesting properties

that hold.
One of the crucial obstacles is that dynamically-allocated storage cells have no static
names, and the number of such objects is, in general, unbounded.

The Sagiv-Reps-Wilhelm approach [67] provides a solution to the problem of de-
vising finite-sized descriptors of the infinite number of storage configurations that can
arise at a point in the program. Moreover, it also provides a way to tune the precision
of the descriptors in use, which is important both for reducing the time required to run
an analysis, and for reducing the number of false positives that an analysis may report.
From a static-analysis perspective, the work is novel because of the way that it uses
3-valued logic to address these issues.

1.4 Program Transformation/Rewriting

The heart of many compilation steps (such as optimization and code generation) is
tree transformationor rewriting. Reinhard’s work in this area has concerned systems
for program transformation and optimization—originally formalized using attribute-
grammar-based notations and implemented as rewriting of attributed abstract-syntax
trees [72–75, 77]. Later work addressed these problems using a specialized functional
notation for specifying patterns and transformations [78].



1.5 Algorithm Animation and Visualization

Algorithm animationconcerns how to create visual presentations of computations. This
area has been another of Reinhard’s long-term interests [79–83]. He has worked on such
varied problems as the depiction of compilation steps [83], finite-state automata [82],
and abstract interpretation [79, 80].

1.6 Timing Analysis for Real-Time Systems

In a series of papers with various authors (beginning with [84]), Reinhard spearheaded
a new approach to predicting the timing behavior of processors that are equipped with
cache memory. Because of the substantial differences exhibited by modern processors
between the latency for an access that goes to main memory versus an access that can be
resolved in the cache, cache behavior has to be taken into account to predict a program’s
execution time. Classical methods based on experimental measurement provide only
soft guarantees: any measurement-based approach, via either hardware or software,
only determines the execution time for the specific inputs of the test suite. Moreover,
software-based monitoring alters the code, thereby influencing the cache behavior—and
hence the performance—of the program whose performance one is trying to measure.

The behavior-prediction techniques that Reinhard has helped to devise make use of
static program analysis, which (as noted above) provides a way to obtain information
about the possible states that a program reaches during execution, but without actually
running the program on specific inputs. Using this approach, Reinhard and his col-
leagues have shown that it is possible to determine the worst-case cache behavior (i.e.,
to identify what could be in the cache at each point in the program) [84–89], as well as
to bound the worst-case running time of real-time programs and to check the program
for the possibility of cache conflicts that could affect time-critical parts [90–98]. The
advantage of their approach is that the predictions obtained using their techniques are
valid for all inputs. From a static-analysis perspective, the work often combines “may”
and “must” information in an unusual way.

An additional area of concern has been with processor models—e.g., with such
issues as the semantics of processors and how to specify them—as well as with gaining
an understanding of which real-time systems are time-predictable [99–103].

2 Technology Transfer

Reinhard has been successful in making the work on timing analysis for real-time sys-
tems accessible to the embedded-systems and real-time communities, thereby demon-
strating how static program analysis can be applied to the problems that arise in these
domains. This work also forms the basis for the products of a company that Reinhard
co-founded (AbsInt Angewandte Informatik GmbH, Saarbruecken, Germany [104]).
Their tool has been successfully used to certify time-critical subsystems of the Airbus
A380 plane.



3 Pedagogical Activities

Reinhard Wilhelm holds the Chair for Programming Languages and Compiler Con-
struction at Saarland University, where he has supervised twenty-five Ph.D. theses and
nearly one hundred fifty Masters/Diploma theses.

Reinhard’s textbook (“Compiler Design”), co-authored with D. Maurer and pub-
lished in German [10], French [11], and English [12], is successfully used in many
graduate and undergraduate compiler courses. The book is noteworthy for the way that it
presents the problems of compiling imperative languages, functional languages, object-
oriented languages, and logic-programming languages in a way that draws out their
commonalities. The book covers in depth many difficult aspects of compilation, such
as bottom-up parsing with error recovery, attribute grammars, and abstract interpreta-
tion. Compared with other textbooks, Reinhard’s book provides the most theoretically
well-grounded treatment of the problems that arise in writing compilers.

Recently, Reinhard also participated in an effort to design a graduate curriculum on
embedded software and systems [13].

4 Schloß Dagstuhl

Reinhard has also performed a notable service to the international Computer Science
community by having served since its inception as the Scientific Director of the Inter-
national Conference and Research Center for Computer Science at Schloß Dagstuhl.
Dagstuhl was set up in 1990 along the lines of the famous conference center for Math-
ematics at Oberwolfach. Dagstuhl hosts several kinds of activities, but predominantly
“Dagstuhl Seminars”, which are week-long intensive seminars involving lectures, group
discussions, software demonstrations, etc. By now, Dagstuhl Seminars have been held
in a large number of different subject areas of Computer Science. There are about forty
of these every year, each with somewhere between twenty and sixty participants from
all over the world.

Reinhard has been involved with Dagstuhl from the start, and as the founding Sci-
entific Director, his imprint is to be found on all aspects of its operation, including not
just the choice of seminar topics and attention to maintaining the highest scientific stan-
dards, but also the original renovation of Schloß Dagstuhl, the design and construction
of a major second building, the solicitation of donations from industry and charita-
ble foundations, the arrangement of a special funding program for junior researchers
(young faculty and graduate students), and the list could go on and on. Many weeks, he
even leads the traditional Wednesday mid-week hike.

Reinhard has made Dagstuhl a very special place for Computer Scientists by his
quiet, but skillful, way of using his “bully pulpit” to nudge the Computer Science com-
munity into fruitful and interesting interactions:

– He has made seminars that bring together groups that have common interests, but
that for one reason or another have had relatively limited contact, a Dagstuhl spe-
cialty.

– He attends at least one day of each Dagstuhl seminar to monitor progress and offer
advice to that week’s organizers about possible mid-course corrections.



– He actively solicits Seminars on new and promising topics.
– During the planning stages of Seminars, he keeps an eye out for potential attendees

who might have been overlooked, but who would especially profit from and/or
contribute to the activities of a Seminar.
Dagstuhl and its attendees have also benefited from Reinhard’s careful—and tasteful—

attention to detail, which goes far beyond the scientific aspects of the establishment: the
choice of music scores and musical instruments in Dagstuhl’s music room; the organiz-
ing of displays of modern art in the Dagstuhl buildings and on the Dagstuhl grounds;
even the choice of wine in the famous Dagstuhl Wine Cellar, where participants are
encouraged to repair for the evening for both technical and non-technical conversation.

5 A Partial List of Reinhard Wilhelm’s Collaborators

L. Almeida, M. Alt, H.-J. Bach, M. Baston, J. Bauer, G. Becker, Y. Ben-Asher, A.
Benveniste, C. Berg, J. B̈orstler, P. G. Bouillon, B. Bouyssounouse, B. Braune, F. War-
ren Burton, G. C. Buttazzo, P. Caspi, J. Ciesinger, V. Claus, I. Crnkovic, W. Damm,
S. Diehl, J. Engblom, A. A. Evstiougov-Babaev, C. Fecht, C. Ferdinand, G. Fohler, F.
Fontaine, N. Francez, N. Fritz, H. Ganzinger, M. Garcı́a-Valls, R. Giegerich, I. Glasner,
H. Hagen, R. Heckmann, E. Hoffmann, D. Johannes, D. Kästner, A. Kerren, H. Kopetz,
B. Kuhn, W. Lahner, Y. Lakhnech, M. Langenbach, F. Laroussinie, L. Lavagno, T.
Lev-Ami, G. Lipari, P. Lipps, J. Loeckx, P. Lucas, A. Lucks-Baus, F. Maraninchi, F.
Martin, D. Maurer, K. Mehlhorn, J. Messerschmidt, U. Möncke, T. M̈uldner, F. M̈uller,
R. Nollmann, H.-G. Oberhauser, M. Olk, O. Parshin, P. Peti, J. Antonio de la Puente, M.
Raber, A. Rakib, F. Randimbivololona, T. Rauber, T. Remmel, T. Reps, N. Rinetzky,
K. Ripken, B. Robinet, M. Rodeh, G. Rünger, M. Sagiv, G. Sander, A. L. Sangiovanni-
Vincentelli, N. Scaife, M. Schmidt, J. Schneider, A. Schuster, R. Seidel, H. Seidl, M.
Sicks, J. Sifakis, R. de Simone, J. Souyris, O. Spaniol, H. Theiling, S. Thesing, L.
Thiele, W. Thome, M. T̈orngren, P. Veŕıssimo, B. Weisgerber, A.J. Wellings, D.B.
Whalley, S. Wilhelm, T.A.C. Willemse, E. Yahav, W. Yi, G. Yorsh.

Acknowledgments

We would like to thank Angelika M̈uller, Rosi Bardohl, Annette Beyer, and all of
the Dagstuhl staff for the splendid job they did organizing and hosting the Reinhard
Wilhelm 60th-Birthday Celebratory Symposium. We would also like to thank Patrick
Cousot for furnishing us with the list of references to Reinhard’s publications that he as-
sembled for the presentation of Reinhard’s work at the Saarland University celebration
of Reinhard’s birthday.

References

1. R. Wilhelm. Informatics: 10 Years Back. 10 Years Ahead. Lecture Notes in Computer
Science 2000. Springer, Berlin, Germany, 2001.

2. R. Wilhelm: Compiler Construction, 10th International Conference, CC 2001 Held as Part of
the Joint European Conferences on Theory and Practice of Software, ETAPS 2001 Genova,
Italy, April 2-6, 2001, Proceedings Springer 2001



3. R. Wilhelm: Informatik: Grundlagen - Amwendungen - Perspektiven [Forum ”Perspektiven
der Informatik”, Dagstuhl, November 1993] Verlag C. H. Beck 1996

4. R. Wilhelm: Generische und generative Methoden. Perspektiven der Informatik 1993: 84-85
5. R. Wilhelm, H. Hagen: Programmiersprachen. Perspektiven der Informatik 1993: 86-90
6. V. Claus, R. Wilhelm: Einleitung. Perspektiven der Informatik 1993: 9-12
7. R. Wilhelm, O. Spaniol: Parallele und verteilte Systeme. Perspektiven der Informatik 1993:

90-94
8. B. Robinet, R. Wilhelm: ESOP 86, European Symposium on Programming, Saarbrücken,

Federal Republic of Germany, March 17-19, 1986, Proceedings, LNCS 213, Springer 1986
9. R. Wilhelm: GI - 10. Jahrestagung, Saarbrücken, 30. September - 2. Oktober 1980, Proceed-

ings Springer 1980
10. R. Wilhelm and D. Maurer.̈Ubersetzerbau - Theorie, Konstruktion, Generierung. Springer,

Berlin, Germany, 1992, 2. Auflage Springer 1997
11. R. Wilhelm and D. Maurer.Les Compilateurs, th́eorie, construction, ǵeńeration. Masson,
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