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Sensitive spectroscopic instrumentation is now sufficiently portable to be used in field experiments
involving terrestrial light sources as well as for astronomical observations. We report the results of
a 20 night investigation of a phenomenon known as “Marfa lights” with the aid of a
Schmidt-Cassegrain telescope and a CCD-array spectrometer. We show that the combination of
computer azimuth and altitude logging, video recording, and continuous spectroscopy provides
enough data for unequivocal identification of false positives such as distant streetlamps, automotive
headlamps, and fires. We demonstrate that spectroscopic analysis of atmospheric molecular oxygen
absorption can be used to determine distances of continuum-spectrum sources with an accuracy of
6% or better for distances of 4 km or greater. We also used astronomical objects for both directional
references and approximate estimation of the system noise level in terms of minimum usable light
flux. © 2009 American Association of Physics Teachers.
�DOI: 10.1119/1.3130609�
I. INTRODUCTION

The combination of a portable telescope and a sensitive,
rugged CCD-array spectrometer is a powerful means of ana-
lyzing light from remote sources. Although the use of such
instrumentation has been traditionally limited to astronomy,
there are terrestrial light sources whose nature also merits
investigation. One such source is the phenomenon known as
“Marfa lights,” named for the small West Texas town near
which the lights are reported to appear.1,2

In documentation going back to the 1800s, hundreds of
witnesses attest to seeing lights in or near Mitchell Flats, an
area between Marfa and the larger nearby town of Alpine.
These lights appear at times and places where no conven-
tional explanation for light sources is known. The lights re-
portedly appear only between sunset and sunrise, move at
varying speeds, can rise and fall, separate and merge, often
vary in color and intensity, and can last up to several hours.
Observers have obtained numerous photographs and few
video recordings of the lights, but these records are of lim-
ited usefulness in a study of scientific claims concerning
their nature.

The only publication on this subject addressed primarily to
a scientific audience was a report of a two-night investigation
done by the Society of Physics Students at the University of
Texas at Dallas in 2005.3 The students concluded that all the
moving lights they observed could be explained as automo-
tive headlights. One of us �Stephan� presented a paper at the
Texas Section Spring 2006 meeting of the American Physical
Society in which we discounted various exotic causes for the
lights such as antimatter and tiny evaporating black holes.4

Because the existence of Marfa lights is contested, they
are a good subject for an experimental study using modern
portable spectroscopic instrumentation. We have not yet ob-
tained enough data to reach an unequivocal conclusion about
the nature of Marfa lights. In searches for new high-energy
particles, observers often collect large amounts of data and
remove false positives. If all the events turn out to be false

positives, the existence of the unknown particle is not dis-
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proved. Instead, the most that can be claimed is that the
experiment sets an upper bound on the frequency with which
the particle might occur under the prevailing experimental
conditions. We approached our observations of Marfa lights
in this spirit.

We designed and executed a 20 night field experiment in
May and June 2008 at the Marfa Light View Park, a facility
erected by the Texas Department of Transportation on US
Highway 90 between Marfa and Alpine for the convenience
of observers. During this time, no objects were sighted that
met the criteria of Marfa lights. We obtained spectra of doz-
ens of objects, some of which could have been mistaken for
lights of unknown origin by casual observers. In every case
we witnessed, an examination of position, movement, and
spectral data allowed us to explain the observation in terms
of well-understood natural or artificial phenomena such as
headlights or biomass fires. However, it would be premature
to conclude from the results of this limited study that genu-
ine Marfa lights do not occur.

We will first describe our setup and procedure, including
the use of astronomical objects to ascertain both the position
accuracy and the optical sensitivity of the system. Then we
present a case study that shows that visible wavelength ab-
sorption bands due to molecular oxygen can be used to esti-
mate the distance to an object emitting continuum radiation.
We show that this technique produces distance estimates
with an accuracy of 6% or better for distances of about 4 km
or greater. We then present data on the estimated frequency
of occurrence of Marfa lights and the resources required for
further investigations.

II. SETUP AND PROCEDURE

Because Marfa lights vary in reported brightness down to
an intensity comparable to that of the brighter stars, we de-
signed our instrumentation to be capable of producing spec-
tra with adequate signal-to-noise ratios from light sources
equivalent in visible intensity to stars with a magnitude of 2

or brighter. Simultaneously with optical spectra, we obtained
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a video image of the object to allow for manual tracking and
video recording, with all data time stamped with the time
data available from a GPS receiver. A simplified system dia-
gram is shown in Fig. 1.

The telescope is a Celestron CPC-800 Schmidt-Cassegrain
design with a 203 mm aperture. It was equipped with a 1-X
finding sight and 8-X finding scope for initial sighting of
objects of interest. We designed a splitter/imager system that
was attached to the visual back of the telescope. The splitter/
imager used a 75% reflectivity beam splitter mirror that di-
rected most of the incoming light to two planoconvex lenses,
which focused the beam onto a 1 mm diameter fiber-optic
cable leading to an Ocean Optics QE65000 CCD-array spec-
trometer. This spectrometer uses a 1024 pixel CCD equipped
with a 50 �m slit. This slit width produces a resolution of
about 3 nm �full width at half maximum �FWHM�� when
resolving a single atomic line. The size of the image pro-
duced by the splitter/imager on the fiber end was designed so
that 50% or more of the peak on-axis optical power from a
point source enters the fiber as long as the telescope is
pointed to within �5 arc min of the source. Because the
video camera used a 1/3 in. chip giving a field of view that
was approximately 5�7.5 arc min, the fiber image size en-
sured that any luminous source visible through the camera
could also produce a spectrum if its intensity was sufficient.

The camera was a low-light monochrome CCD unit �Su-
per Circuits PC164C� designed for surveillance purposes,
and fed analog NTSC video both to a monitor screen and to
a videocassette recorder for logging. A GPS receiver con-
nected to a video data-insertion device �KIWI OSD� pro-
duced a display on the monitor and VCR tape that showed
the GMT time and serial number of each frame of the VCR
recording. This arrangement allowed comparison of our data
with other GPS-time-synchronized data.

The spectrometer and telescope were controlled and moni-
tored with a notebook computer. All telescope control was
manual, although a tracking feature could be added without
much additional hardware. Custom software logged the azi-
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Fig. 1. Simplified diagram of telescope-camera-spectrometer setup.
muth and altitude data continuously from the telescope’s mo-
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torized elevation-azimuth mount every 0.7 s. Although the
telescope mount read out data with a resolution of less than
10 s of arc, gear backlash and other factors limit the true
readout direction accuracy to about 0.08°–0.16°. The posi-
tion data were also time stamped with GPS-synchronized
time codes.

The spectrometer was set to capture a complete spectrum
covering the 200–900 nm spectral range. A 10 s exposure
provided adequate integration time for dim objects without
saturating the CCD on bright objects. Accordingly, the spec-
trometer captured light from whatever was in the video
monitor’s field of view every 10 s during each night’s ob-
serving period. To obtain a spectrum usable for absolute cali-
bration and flux-intensity measurement, the object had to be
exactly centered in the camera’s field of view. We were able
to center objects with this degree of precision only if they
were either stationary or moving very slowly.

Power sources are one of the most important consider-
ations in a field experiment where commercial power is not
available. Two 17 AH �amp-hour� 12 V power packs using
gel-type lead-acid batteries turned out to be inadequate, so
they were supplemented with a 110 AH deep-discharge lead-
acid battery, which we recharged during the day. This com-
bination allowed continuous operation of the setup for at
least 5 h. Operations generally commenced around the time
of local sunset �between 8:30 and 8:45 p.m. CDT� and con-
tinued until midnight. Because the setup could not be left in
place at the Marfa Light View Shelter for the duration of the
study, it had to be disassembled and transported offsite at the
end of each observation session. Portability was therefore a
prime consideration.

III. CALIBRATION

A. Azimuth and altitude

Ideally, the location of an observed object should be es-
tablished in three dimensions with an accuracy that allows
determination of its height above the local ground. Luminous
objects within 1 or 2 m of the ground have a much higher
likelihood of being anthropogenic �for example, vehicle
lights or flashlights�, and moving objects that are more than 3
or 4 m above the ground are almost certainly airborne, espe-
cially when the ruggedness of the West Texas terrain is taken
into consideration.

Even if an observation provides azimuth data with respect
to true north and altitude data with respect to the true hori-
zon, this data allows location of the object only along a line
radiating from the observing station. Although triangulation
from a second station would provide distance data, limited
resources did not permit this approach. Instead, we devel-
oped two independent distance-measurement methods that
apply well to objects that emit continuous spectra and are
likely to be confined to paved roads. The headlamps of mo-
torized vehicles were the most commonly observed mobile
light source, and the results of our two independent distance-
measurement methods agree well for this type of source.
Other moving light sources we saw, such as locomotive
headlamps and fireflies, were easy to distinguish without the
use of instrumentation.

On nights when weather conditions permitted observations
of Polaris, we carefully centered it in the view screen to log
its position data and obtain spectra. Every night we also ob-
served a stationary light on a microwave relay tower and

used it as our working direction reference because it was
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always visible regardless of cloud cover. To obtain a measure
of the system’s directional accuracy, we first corrected the
raw altitude and azimuth data by observing the images of
both Polaris and the microwave tower light on a video screen
calibrated in arc min. We then derived correction factors to
be added to the raw coordinates for Polaris to force the mea-
sured Polaris coordinates to agree with the actual coordinates
of Polaris at the time, obtained from STARRY NIGHT
software.5 �Because the telescope position and zero point of
the coordinate circles changed each night, a different set of
correction factors had to be used each night.� We used these
correction factors to correct the raw coordinate data for the
microwave tower light. A sample of six azimuth and eleva-
tion bearings taken on the microwave tower light taken dur-
ing six separate nights showed an average measured azi-
muthal bearing of 229.211° with a standard deviation of
5.5 arc min. The measured elevation was �0.507° with a
standard deviation of 10.1 arc min. The true azimuthal bear-
ing from our observation point to the microwave tower, as
determined from independent geographic information system
�GIS� data and onsite GPS-referenced measurements of the
tower location, was 229.2° �0.1°, so the azimuth data agree
very well with the GIS data. Because the height of the tower
light was not known, no independent data are available to
compare with the altitude measurements. One possible rea-
son that the altitude data’s standard deviation is about twice
that of the azimuth data �10.1 versus 5.5 arc min� is that
atmospheric refraction effects operate primarily in a vertical
plane and may cause deviations of a few arc min in the ap-
parent altitude of the microwave tower light from one night
to the next. These calibration checks indicate that the direc-
tional accuracy of the system for objects such as the micro-
wave tower light near the horizon is 16.5 arc min in azimuth
and 30.3 arc min in altitude �3 standard deviations� when
calibrated with Polaris. At a distance of 10 km, these angular
errors cause a horizontal distance error of about 50 m and a
vertical error of about 90 m. This degree of accuracy was
acceptable for identifying all the objects we studied.

B. Relative and absolute intensity

If properly calibrated with light sources of known absolute
intensity, a telescope-spectrometer setup such as the one we
used in these experiments is capable of measuring the abso-
lute light flux received from an object in a given wavelength
range. Because we had no such absolute calibration source
available, we were unable to perform an absolute calibration
meeting the standards of accuracy that prevail in astronomi-
cal photometry.6 We were able to use our Polaris sightings to
test the night-to-night repeatability of the system’s intensity
measurements and to estimate the intensity of the system’s
minimum detectable signal. These data will prove useful in
future efforts at absolute calibration, which would require a
ground-based primary standard-intensity source such as that
employed by Tüg et al.7 or a secondary standard calibrated
against such a primary source.

The first step in astronomical photometry involves obtain-
ing the instrumental magnitude of the object whose absolute
intensity is desired. If A is a measure of the total light flux
from the object in a designated wavelength range, the instru-

mental magnitude mI is defined to be

699 Am. J. Phys., Vol. 77, No. 8, August 2009
mI = − 2.5 log10�A� . �1�

The negative sign occurs because brighter stars have lower
�positive� magnitudes than dimmer stars.

Because the value of A depends on the wavelength range
chosen, magnitudes are always stated with respect to a par-
ticular wavelength range. The commonly available tables of
star’s magnitudes are often expressed in terms of V, the star’s
magnitude in the visual wavelength band. The exact form of
the V passband function is based on historical factors and is
given in numerous sources, for example, Bessell.8 This func-
tion peaks around 540 nm and has a FWHM of about 100
nm. To simplify our calculations, we approximated the V
passband as a rectangular window whose value is unity from
500 to 590 nm and 0 otherwise.

To reduce the raw spectrometer readings for Polaris to
instrumental magnitudes, we first subtracted a dark spectrum
taken shortly after each Polaris observation �during telescope
slewing when the instrument was not focused on a particular
object�. This subtraction compensated for any spectrometer
dark-current drift because power limitations prevented us
from operating the spectrometer’s CCD array in a cooled
controlled-temperature mode, and dark current is a sensitive
function of array temperature. An example of the spectrum
of Polaris taken on June 3 and corrected for dark current is
shown in Fig. 2. Although the signal-to-noise ratio is only
about 6:1, such a spectrum would still be usable for many
purposes such as discriminating between a continuum source
such as a star or an incandescent lamp, and a line or band
source such as excited gas molecules or atoms.

After subtraction of the dark spectra, we converted several
of our Polaris spectra to instrumental magnitudes by setting
A in Eq. �1� equal to the average spectrometer count per
pixel in the 500–590 nm band. Six measurements of Polaris
on six different observing nights yielded a mean instrumental
magnitude of �5.37 with a standard deviation of 0.14. One
observation on 29 May 2008 was dimmer by 0.74 magnitude
and not included in the average. �Possibly some thin clouds
were present that night which reduced the reading.� The con-
sistency of the magnitude measurements of Polaris indicate
that the system is stable enough to produce instrumental
magnitude data that are repeatable to better than 0.2 magni-
tude despite the handicap of disassembly and reassembly ev-
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Fig. 2. Spectrum of Polaris taken on 3 June 2008 �after dark spectrum
subtracted from the raw data�.
ery night.

699Stephan et al.



A rough estimate of the minimum detectable light flux can
be obtained from Fig. 2 and information about the magni-
tudes of Polaris and Vega, a star that was not observed but is
used as a reference-magnitude star in astronomical photom-
etry. The absolute calibration of Vega by Tüg et al.7 yielded
a value of 1013 photons cm−2 s−1 in a 0.1 nm band centered
at 544 nm for their Flagstaff observatory’s location. Because
Vega’s magnitude is about 0, we estimate that Polaris’s flux
with its visual magnitude of 2 is about 10−�2/2.5�=0.16 times
Vega’s flux, which would give about 160 photons cm−2 s−1

in a 0.1 nm band from Polaris. As we have seen from Fig. 2,
the flux from Polaris observed at our site is near the mini-
mum detectable signal level and produces a signal-to-noise
ratio of about 6:1. Therefore, we conclude that we can be
able to analyze any light source that produces a flux of at
least �160 photons cm−2 s−1 in a 0.1 nm band at our observ-
ing site. Most objects of interest produced intensities well in
excess of this value and allowed us to obtain spectra with
good to excellent signal-to-noise ratios.

IV. DISTANCE MEASUREMENTS USING OXYGEN
ABSORPTION BAND

Molecular oxygen has a spectroscopic absorption band in
the 760 nm region due to the b 1�g

+−X 3�g
− transition be-

tween the ground state and an excited state. This band was
first noted by Fraunhofer in the solar spectrum and is often
referred to as the Fraunhofer A band.9 Because the depth of
the absorption “notch” caused by this band is a monotoni-
cally increasing function of the optical depth of the atmo-
sphere between the source and the observer, it has been used
for various remote-sensing purposes such as determining
cloud heights from satellites.10 We found that sufficient ab-
sorption occurs in this band over path lengths as short as 1
km to permit estimation of the source-to-observer distance of
continuum sources.

Our distance-estimation algorithm is a two-step process.
In the first step, we use experimental data points that lie
outside absorption bands to obtain a cubic polynomial fit to a
small portion of the underlying continuum spectrum. We
then use this polynomial to transform our raw data into a
transmission function �expt whose value outside the absorp-
tion bands is approximately unity. Using expressions and
tables derived by Pierluissi and Tsai10 for their model of
atmospheric transmittance in the A band, we can use the
variables of atmospheric pressure, temperature, and optical
path length to obtain a predicted or model transmission func-
tion �MOD. Next, we adjust the optical path length used in the
model transmission function �MOD until the root-mean-square
error between the experimental and model transmission func-
tions is minimized. The path length that gives the minimum
root-mean-square error between the two functions is the es-
timated distance to the source. Our algorithm thus produces a
reasonably accurate estimate of the optical path length,
which converts directly to distance if the atmospheric condi-
tions are known. Because we also took barometric pressure
and temperature data during our observations, we were able
to apply this algorithm with good results.

When a source was known to be located on a road, its
location could often be established independently by means
of GIS and azimuth data. In these cases we could compare
the distance calculated by the atmospheric oxygen-band ab-
sorption and GIS-azimuth approaches. These two methods

agree within �1.4 km or better for the examples we discuss.
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The Marfa Light View Park has a line-of-sight view of
both Highway 90 �on which it is located� and portions of
Highway 67, which runs south of Marfa toward the town of
Presidio on the US-Mexico border. The most distant segment
of Highway 67 that is visible from the park is about 38 km
away. After the sun sets and most drivers have turned on
their headlights, points of yellow-white light are easily seen
over lines of sight this long. Atmospheric scintillation, which
is always present to some extent, causes distortion and en-
largement of the headlights as viewed either by the naked
eye or through a telescope. Consequently, even with tele-
scope optics the typical pair of headlights merges to present
a blurry and changing outline which does not resemble head-
lights. Figure 3 is a portion of a video frame taken during 22
May 2008 and is a representative of the typical quality of
“seeing” over paths of these lengths. Even though the source
was relatively close �17 km�, scintillation makes it impos-
sible to resolve the image into two separate points of light.
Note that due to internal reflections, the beam splitter optics
superimpose a spurious “ghost” image of any bright object
on the camera focal plane. This image was easy to recognize
because it was always displaced a constant distance verti-
cally above the true image. Because it was dimmer, the ghost
image proved helpful in some instances when the main im-
age was overexposed. The ghost image is clearly visible
above the true image in Fig. 3.

On 28 May 2008, unusual atmospheric conditions pro-
duced a night of exceptionally good seeing. Figure 4 shows a

Fig. 3. Portion of video frame taken at 3:41:58 UTC 23 May 2008 �10:41:58
p.m. 22 May 2008 CDT�, showing the appearance of a headlight pair at a
distance of about 17 km during typical seeing conditions. Resolution into
individual headlight images is impossible. The “ghost” image displaced up-
ward from the large bright image is an artifact of the beam splitter system,
and appears in all images of bright objects.

Fig. 4. Portion of video frame taken at 2:34:29 UTC 29 May 2008 �9:34:29
p.m. 28 May 2008 CDT� during period of exceptionally good “seeing” at a
distance of about 31 km. Note that image of headlights to right is clearly
resolved, especially in the less-exposed ghost image displaced vertically
upward from the main image. The second pair of dots to upper left of

headlights are tail lights of another vehicle receding to upper left.
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video frame of lights on two different vehicles about 31 km
away from the observation point, nearly twice the distance of
the headlights in Fig. 3. The separate headlights can now be
resolved, especially in the less-exposed ghost image directly
above the bright pair of dots in the lower right of the frame.
The second pair of dots in the upper left is the true image of
the taillights of a receding car going in the opposite direction
to the headlights in the lower right. We encountered seeing of
this quality on only one night out of 20. Fortunately, scintil-
lation has little direct effect on the quality of visible light
spectra, so even if the image of an unknown object scintil-
lates badly, its spectrum is still usable.

The spectrum of a typical incandescent automotive head-
lamp is that of a tungsten-filament source at a temperature in
the 2500–3000 K range. Over the wavelengths transmitted
by the glass used in headlamps, the source is continuous and
should show few if any narrowband features. However, dur-
ing our initial field observations we noted that all headlight
spectra showed absorption bands. Figure 5 shows a raw spec-
trum taken on 24 May 2008 directly from the spectrometer
and corrected only for a zero offset. It is a continuum spec-
trum except for several molecular absorption bands, the
strongest of which are near 690 and 760 nm. We now de-
scribe in more detail how we used the 760 nm absorption
band in our distance-measurement algorithm.

Because the exact shape of the underlying continuum
spectrum varies from source to source, each spectrum must
be analyzed independently. After correcting the raw data for
dark current with a dark-spectrum reference and converting
wavelengths to wavenumbers k=1 / �wavelength
� in centimeters�, we use experimental spectral data points
outside the absorption bands to derive a cubic polynomial
P�k� which fits the continuum spectrum �except for the ab-
sorption bands� over the limited wavelength range from
636.47 nm �15712 cm−1� to 799.46 nm �12508 cm−1�. �The
wavelength-to-wavenumber conversion is for convenience in
performing calculations because the transmission model data
of Pierluissi and Tsai uses wavenumbers.� The cubic polyno-
mial is our model for the source spectrum as it would appear
to our spectrometer without the absorption bands. Figure 6
shows a portion of the data in Fig. 5 replotted versus wave-
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Fig. 5. Headlight spectrum obtained on 24 May 2008 and corrected only for
zero offset. Note the molecular oxygen absorption bands at 690 and 760 nm.
number, along with the cubic polynomial fit to the data out-
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side the absorption bands. The data points used for the poly-
nomial fit were selected manually to lie outside the
absorption bands.

Next, we derived an experimental transmittance function
�expt�ki� for each of 32 wavenumbers �i=1–32� covering the
760 nm Fraunhofer A absorption band, specifically from
13267 to 12870 cm−1. The 32 data points correspond to the
32 pixels provided by the QE65000 spectrometer output over
this selected width. The average resolution of the spectrom-
eter is about 3 nm and the pixels are spaced about 0.75 nm
apart in this region. If the raw spectrometer data in counts
per wavenumber pixel �corrected only for the dark-spectrum
background� are designated as D�ki�, then the experimental
transmittance function is

�expt�ki� =
D�ki�
P�ki�

, �2�

where i=1–32. Equation �2� normalizes the experimental
function �expt�ki� so that its maximum value is approximately
unity outside the absorption bands.

Pierluissi and Tsai10 published tables and equations for the
Fraunhofer A absorption band based on least-squares fits to
experimental data. Their model allows one to calculate an
expected model transmission function �MOD given the values
of several variables, the most important of which are the
wavenumber k �cm−1� and the optical path length d �m�. The
model function also includes a dependence on air pressure
and temperature, so we used our meteorological observations
of these quantities to derive each model transmission func-
tion for a particular case. We calculated �MOD�k ,d� in incre-
ments of 0.1 km �or 0.01 km for some of the shorter dis-
tances� over the appropriate range �typically from 1 km or
less to 100 km�, and for the 32 wavenumbers interpolated
from the measured data. Finally, we plotted the root-mean-
square error between the experimental and model transmis-
sion functions as a function of distance d,

��d� = ��i=1
N ��expt�ki,d� − �MOD�ki,d��2

N
�1/2

, �3�

which shows a smooth minimum at the distance that mini-
mizes the error between the modeled and experimental trans-
mission functions �see Fig. 7�. The distance that minimizes
this error is our best estimate of the distance involved. Figure
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Fig. 6. Corrected experimental data �solid line� for the 24 May 2008 spec-
trum taken on 21:20:35 CDT, together with the cubic polynomial �dashed
line� used to convert data to experimental transmission function �expt.
8 shows a comparison of the data-derived transmission func-
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tion and the Pierluissi and Tsai model function which corre-
sponds to the minimum-error distance of 4.57 km shown in
Fig. 7. Although this algorithm requires considerable effort,
attempts to use simpler methods, such as measuring only the
single minimum data point in the A-band curve or its width
between fixed levels, failed to produce accurate results.

To check the accuracy of this method we used sightings of
headlights in which the source’s location was known from
GIS data. The distance to vehicles on US Highway 67 can
usually be determined within �0.5 km or better if the true
bearing from the Marfa Light View Park is known, because
the vehicle is located at the intersection of a bearing line and
the two-lane highway. Such independent GIS distance mea-
surements were made for six observations at GIS-calculated
distances varying from less than 1–35 km, and compared
with the distances estimated from our absorption-band algo-
rithm. The results are shown in Table I.

As expected, longer distances lead to deeper absorption
bands and greater accuracy. The observation at the greatest
distance in Table I �35.65 km according to the GIS method�
was taken on 14 May 2008, and the distance for that obser-
vation as measured with the absorption algorithm agrees
with the GIS distance within 4%. The agreement is within
6% or better for distances in the 4 km range. Absorption is so
small at a distance of less than 1 km �for example, the 26
May 2008 observation� that the distance error is on the order
of the actual distance, but in absolute terms the absorption
algorithm is still only 0.25 km in error compared to the GIS
distance. An object this close can probably be located by

0 20 40 60 80 100
0

0.1

0.2

0.3

Distance (km)

RM
S
Er
ro
r(
ar
bit
ra
ry
un
its
)

Minimum RMS error at 4.57 km

Fig. 7. RMS error ��d� in Eq. �3� as a function of the distance d for an
observation of headlights on 24 May 2008 at 21:20:35 CDT. The minimum
occurs at d=4.57 km.

Table I. Comparison of headlight distances measured by oxygen absorption

Date �CDT� Time �CDT�
True Azimuth

�deg�

D
c

76

14 May 21:42:23 230.6
22 May 23:39:54 256.0
24 May 21:20:35 97.6
24 May 21:28:55 96.3
24 May 21:30:35 96.3
26 May 22:50:39 288.9
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other means, such as the use of elevation data and back-
ground scenery, so the absorption algorithm is useful mainly
for distances exceeding 1 km.

We have shown that the 760 nm oxygen absorption band
can be used to estimate distances of light sources with con-
tinuum spectra that include this band. When this approach is
compared to independent distance measurements using GIS
data, the agreement is 6% or better for distances greater than
about 3–4 km.

V. DIRECT SPECTRAL IDENTIFICATION
OF SOURCES

The direct identification of the type of light source from its
observed spectrum is often straightforward. The easiest
sources to identify are fixed streetlamps or exterior vapor
lamps containing mercury or sodium because these elements
have characteristic emission lines which are easily discerned.
High pressure sodium lamps show significant pressure
broadening and self-absorption, which allows for discrimina-
tion between high and low pressure sodium lamps.

A less well-known type of emission was observed twice
during our stay. On the night of 16 May 2008 we observed a
flickering stationary yellowish light south of the observing
station and obtained its spectrum. Telescopic investigation
showed a large irregular light source near some remote ranch
buildings, suggestive of a bonfire or burning brush. On 4
June 2008 extensive grass fires took place north of our sta-
tion, and we also obtained spectra of them. As Fig. 9 shows,
both spectra reveal an intense double peak in the 767–770
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nm in the near-IR region, in addition to the usual absorption
bands we noted in other continuum sources. This double
peak is due to potassium, and is commonly known to occur
in biomass fires. Spectroscopy using this emission pair has
been used to detect forest fires with orbiting satellites.11

VI. CONCLUSIONS AND RECOMMENDATIONS

Although we did not observe any objects during our 20
night stay that met the criteria for genuine Marfa lights, we
showed that the combination of a portable telescope and
CCD-array spectrometer can yield enough data to allow us to
draw unequivocal conclusions on the origin of all light
sources that were bright enough to produce spectra with an
adequate signal-to-noise ratio. Stellar positions and intensi-
ties were used to calibrate the altitude, azimuth, and approxi-
mate sensitivity of the system for the visual band �500–590
nm�, and we used the depth of the Fraunhofer A band due to
atmospheric oxygen to determine the distance of several con-
tinuum sources. The accuracy of this type of distance mea-
surement was verified with GIS distance data.

One of us �Bunnell� has maintained a set of unmanned
observation stations using low-light video cameras trained on
various portions of Mitchell Flats for several years.12 These
units are typically aimed away from frequently traveled
roads to avoid false positives, and so may not capture all
events of interest. This system of unmanned cameras proved
useful for high-altitude atmospheric research when it cap-
tured images of the first gigantic jet ever recorded over con-
tinental North America.13 �A gigantic jet is a high-altitude
atmospheric phenomenon associated with thunderstorms.�
Recovery and inspection of these digital recordings, which
cover most nights during 2000–2008, have yielded numerous
images whose motion and estimated intensity meet the crite-
ria of genuine Marfa lights. These criteria include erratic off
and on periods, gradual and sudden brightening, dimming,
and eccentric motion not characteristic of automotive head-
lights, location in regions difficult to access by vehicle, split-
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ting, merging, and other motion- and duration-related factors.
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Although spectral information is not currently obtainable
from these monochrome camera data, these records are use-
ful for making estimates of the phenomenon’s frequency of
occurrence. An analysis of these data shows that between
November 2000 and May 2008, about 40 incidents were re-
corded that apparently fit the criteria for genuine Marfa
lights. Because the incidents tend to occur in clusters �for
example, several in a single night�, the number of nights in
which such objects were recorded was only 25, which is
about 0.9% of the total number of nights monitored with the
camera system. We conclude that a much more extended
effort will be required to be reasonably certain of obtaining a
spectrum of an object that meets the reported characteristics
of genuine Marfa lights. These statistics help explain why
our results during our 20 night stay are understandable in
terms of the known phenomena and will serve as a guide for
future efforts in this area.
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