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Abstract

We present a genre classification framework
for audio music based on a symbolic classifi-
cation system. Audio signals are transformed
to a symbolic representation of harmony us-
ing a chord transcription algorithm, by com-
puting Harmonic Pitch Class Profiles. Then,
language models built from a groundtruth of
chord progressions for each genre are used to
perform classification. We show that chord
progressions are a suitable feature to repre-
sent musical genre, as they capture the har-
monic rules relevant in each musical period
or style.

1. Genre classification

Organization of large music repositories is a tedious
and time-intensive task for which music genre is an im-
portant meta-data. Automatic genre and style classi-
fication have become popular topics in Music Informa-
tion Retrieval (MIR) research because musical genres
are categorical labels created by humans to character-
ize pieces of music and this nature provides the genre
meta-data with a high semantic and cultural informa-
tion to the music items in the collection.

Traditionally, the research domain of genre classifica-
tion has been divided into the audio and symbolic
music analysis and retrieval domains. Nevertheless,
some authors have paid attention recently on making
use of the best of both worlds. The work by Lidy et
al. (Lidy et al., 2007) deals with audio to MIDI tran-
scription in order to extract features from both signals
and then combine the decisions of the different clas-
sifiers. On the other hand, Cataltepe and coworkers’
approach (Cataltepe et al., 2007) is just the opposite:

to synthesize audio from MIDI and then analyze both
signals to integrate the classifications.

Our proposal is to use tonal harmonic information
to distinguish between musical genres. The underly-
ing hypothesis is that each musical genre makes use
of different rules that allow or forbid specific chord
progressions. As it can be found in (Piston, 1987),
some rules that were almost forbidden in a period
have been accepted afterwards. Also, it is well known
that pop-rock tunes mainly follow the classical tonic-
subdominant-dominant chord sequence, whereas jazz
harmony books propose different series of chord pro-
gressions as a standard.

The goal of this work is to classify digital audio mu-
sic using a language modelling system trained from
a groundtruth of chord progressions, bridging the gap
between audio and symbolic by means of a chord tran-
scription algorithm.

2. Chord transcription

The Pitch Class Profile (PCP) measure has been used
in automatic chord recognition or key extraction since
its introduction by Fujishima (Fujishima, 1999). The
perception of musical pitch has two main attributes:
height and chroma. Pitch height moves vertically in
octaves telling which octave a note belongs to, while
chroma tells its position in relation to others within an
octave. A chromagram or a pitch class profile is a 12-
dimensional vector representation of a chroma, which
represents the relative intensity in each of twelve semi-
tones in a chromatic scale. Since a chord is composed
of a set of tones, and its label is only determined by
the position of those tones in a chroma, regardless of
their heights, chromagram seems to be an ideal feature
to represent a musical chord.
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Table 1. Classification accuracy percentages using different
n-gram lengths.

Data set 2-grams  3-grams  4-grams
3 classes 54.4 61.1 61.1
popular vs. jazz 70.9 83.4 83.4
academic vs. jazz 75.0 75.0 75.0
academic vs. popular 56.7 66.7 66.7

In this paper we have obtained the Harmonic Pitch
Class Profile (HCPC) by applying the algorithm in
(Gémez & Herrera, 2004), which deviates from Fu-
jishima’s PCP measure by distributing spectral peak
contributions to several adjacent HCPC bins and tak-
ing a peaks harmonics into account. The feature vec-
tors are then processed to obtain a symbolic represen-
tation of chords in the form of triads. Thus, each song
is represented as a string of chord progressions, with
an alphabet of 24 symbols (major and minor triads).

3. Language models

We have used a language modelling approach to clas-
sify chord progressions (Camastra & Vinciarelli, 2008).
The idea is to capture the different use of chord pro-
gressions in each style by using n-grams of chords
taken from a training set. Thus, a language model is
built for each genre in the training set, and these mod-
els are evaluated against a new set of songs. These
songs are then labelled with the genre of the model
with the highest probability of having generated it.

4. Experiments

Two different data sets were used in the experiments.
As a training set we used a groundtruth of chord pro-
gressions, obtained from a set of 761 symbolic music
files belonging to three genres: academic (comprising
baroque, classical and romanticism), jazz and popu-
lar. For testing the system we used a set of 12 audio
files from the same genres, from which we obtained the
chord progressions by applying the chord transcription
algorithm described in section 2.

Table 1 shows the classification accuracy of the system
when using different n-gram sizes and configurations
of the data sets (all-against-all and binary classifiers).
As expected, better results were obtained when clas-
sifying jazz music against the other two styles. This
is consistent with the fact that the differences in har-
mony between these styles are usually bigger than they
are between academic and popular music. Also, results

tend to improve when using larger n-grams, as they are
more capable to capture the typical structures present
in each style.

5. Conclusions and future work

We have shown the feasibility of classifying digital au-
dio music by genre using a symbolic classification sys-
tem. For this, a chord transcription algorithm was
used to obtain the chord progressions present in each
song. The results show a good performance when clas-
sifying between harmonically distant genres, while it
is more difficult to distinguish when they make use of
more similar chord progressions. Nevertheless, we are
convinced that these results can be improved by us-
ing a richer chord vocabulary, to better represent the
slight differences in harmony that are lost when using
only chord triads. Also, a bigger set of audio files will
be constructed to deeply test this approach.
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