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ABSTRACT
Wireless mesh networks promise to deliver resilient connec-
tivity among network nodes, allowing data to be relayed
seamlessly between mobile clients and infrastructure. Rout-
ing is the vital process in archiving self-configuration, self-
healing and, to some degree, self-optimization. However,
the heterogeneity of network nodes and highly dynamic net-
work topologies create new challenges for developing effi-
cient and adaptive routing solutions. The increasing amount
and complexity of information that routing solutions have
to consider, in order to cope with the changing network sit-
uation and/or user requirements, is a key challenge. We
propose adopting a reconfigurable context management sys-
tem to simplify the task of accessing a variety of informa-
tion required by adaptive routing protocols and to hide the
low-level complexities of information sources management.
In addition, we show how our middleware supports fault-
tolerance of various information failures, freeing protocol
developers to concentrate on improving the routing mech-
anism and the metric information model of routing.

General Terms
Context-Aware Routing
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Wireless Mesh Networks (WMNs) [1] have demostrated
their potential in a variety of application domains, from
community networks to public safety and crisis management
[16]. A WMN can be classified as a client, infrastructure
or hybrid mesh. In the latter case, both mobile client de-
vices and infrastructure nodes (mesh routers) provide rout-
ing and forwarding functionality. WMNs are intended to be
self-organizing, possessing self-configuring, self-healing and
some degrees of self-optimizing abilities, which are the cor-
nerstones of the autonomic computing paradigm [13]. Ear-
lier solutions [1, 5, 18, 19, 20] used multi-hop, multi-channel,
multi-path and multi-radio approaches to address specific
challenges in WMNs: (i) to enlarge network coverage; (ii)
to minimize radio interference; (iii) to maximize network ca-
pacity; and (iv) to improve network reliability. Routing pro-
tocols play a vital role in managing the formation, configura-
tion and maintenance of the topology of the network, while
routing metrics, which the protocols define, are responsible
for determining the creation of paths in the network.

In the process of discovering optimal paths from source
to destination nodes, a variety of information is exploited,
evaluated and considered by the routing metrics to gen-
erate estimated weights for possible alternative routes in
the network. Information regarding network nodes (type,
hop count), radio interfaces (transmission range, channel)
and/or medium of transmission (Signal-Noise-Ratio, inter-
ference) is commonly considered in existing routing proto-
cols [20]. These parameters are carefully selected, gathered,
evaluated and added to the protocols (normally hard-wired
in implementation) in order to achieve optimal configura-
tion under specific conditions. However, there are several
problems with this approach. First, hard-wiring of parame-
ters directly into the route selection process is not a flexible
approach as it is difficult or impossible to introduce new
parameters after the protocol is designed and deployed; sec-
ond, sources of information are normally prone to various
failures (e.g., disconnection, physical damage), so routing
protocols must provide mechanisms to withstand these fail-
ures and to reconfigure the failed sources where possible;
furthermore, information gathered from heterogenous infor-
mation sources can be ambiguous and erratic, which means
routing protocols must verify the correctness of information
and/or ensure an acceptable quality of this information.

WMNs are increasingly deployed in hazardous and highly



dynamic scenarios, such as fire-fighting, where a wide range
of environmental factors have a substantial influence over
network performance (such as the impact of fire and high
temperature on signal propagation in different frequency
bands). By tapping into this environmental information us-
ing heterogeneous information sources (e.g., sensors of vary-
ing types), routing protocols can potentially dynamically
adapt to changing situations, thereby improving reliability,
robustness and real capacity. We draw upon research from
the field of context-aware computing, in which applications
adapt to the changing environment, as a promising way to
address these challenges.

In context-aware computing, applications use information
gleaned from the environment and users (termed context in-
formation) to adapt their behavior to changes in the com-
puting environment or user circumstances. Routing in WMNs
can be treated as a context-aware application, which is re-
quired to adapt to changes in the network topology, node
status and/or external interference. A variety of context in-
formation reflecting these changes can be applied to routing
protocols to improve network performance. One example
that lends credence to the treatment of routing as a context-
aware application is the use of knowledge about node mobil-
ity to dynamically adjust the time out parameter (indicates
how long a route stays valid) of a route in the routing ta-
ble to minimize the number of route discovery requests in
protocols such as AODV [17].

In this paper, we explore various challenges in developing
effective and adaptive routing protocols for WMNs and pro-
pose a model- and standards-based architectural approach to
address the challenges of accessing a variety of information
and managing heterogenous information sources. We argue
that the use of a context management system will offer a
high-level and easy-to-use information abstraction layer for
experimenting, prototyping and developing adaptive routing
protocols and metrics.

The rest of this paper is organized as follows: Section 2
gives an overview of routing in WMNs and discusses the
needs of adaptive routing. An overview of our autonomic
context management system (ACoMS) will be discussed in
Section 3. In Section 4, we illustrate our approach to support
context-aware routing with existing routing metrics and one
example hybrid metric, which is followed by a qualitative
evaluation and discussion in Section 5. Section 6 discusses
current approaches to support context-aware routing. Fi-
nally, we conclude the paper and discuss our plan for future
work.

2. ROUTING
Developing efficient and robust routing protocols for WMNs

has been a research challenge for many years due to the het-
erogeneity of network nodes and the dynamic nature of net-
work topologies. Essentially, routing is the process of select-
ing paths between sources and destinations through an ar-
bitrary number of intermediary nodes in a network to allow
the establishment of high-level application communication.
The routing protocol can determine the paths by assigning
a cost/weight to each potential path from the source to the
destination, where the weights are computed using one or
more routing metrics, and then select the lowest cost path.
Therefore, routing consists of two fundamental components:
routing protocols and routing metrics.

Routing Protocols manage the formation, configura-
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Figure 1: Classification of Example Metric Informa-
tion

tion and maintenance of the topology of a network; in other
words, they define the mechanism of how routes should be
created, maintained and updated. Routing protocols for
WMNs can be categorized into two types [20] : proactive
routing, in which every node in the network maintains one
or more tables of routing information to other network nodes
and consistently keeps an up-to-date view of the whole net-
work; and reactive routing, whereby the paths from source
nodes to destination nodes will be created only when there
are requests for transmission/forwarding of packets from the
sources.

Routing Metrics are a vital factor in determining the
efficiency and robustness of the routing protocols, since they
are the element computing the weight of a particular route
using relevant parameters. For this reason, the paper focuses
on the problems of gathering parameter values in current
routing metrics design.

A number of routing metrics have been proposed and stud-
ied, they include: Hop Count, ETX [3], ETT [5], WCETT
[5], MIC [20] and iAware [19]. In general, the evolution
of routing metrics from ETX to iAware has been achieved
by adding extra parameters (or metric information) to the
predecessor, with each new parameter capturing some addi-
tional aspect of bandwidth, neighboring channels or external
interference. Figure 1 shows a classification of example met-
ric information adopted by current routing protocols. Hop-
Count, LinkCongestion, LinkQuality, LinkCapacity and Re-
transmissionCnt are traditional parameters incorporated in
many existing metrics. This information is generally simple
to obtain from network nodes or packet headers. In contrast,
higher level information, such as PowerLevel, Mobility and
TransmissionCost, are receiving more attention in modern
routing protocols [6, 12, 15]. The more information a rout-
ing metric considers the more complete is its understanding
of the network and external factors; it follows, therefore,
that the routing protocol is better able to support adaptive
routing. However, in current approaches, this higher level
information is usually complex and prone to various failures,
incurs greater processing costs, and increases code complex-
ity in the protocols making convergence, maintenance and
simplicity requirements harder to guarantee.

In this paper, we show how an information abstraction
layer, in the form of a context management system, can sim-
plify access to a variety of information sources and mediate
the complexities of information source discovery, manage-
ment and reconfiguration. The decoupled information layer
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will also provide a modular architecture and encourage reuse
of components for resource management as well as data pre-
processing models, so that the functions of monitoring and
reconfiguring the information gathering and pre-processing
tasks is provided by this abstraction layer rather than in-
dividual routing protocols. This approach frees protocol
designers from concerns about low-level information access
complexities and allows them to concentrate on the actual
routing mechanism or the design of the routing metric.

3. AUTONOMIC CONTEXT MANAGEMENT
SYSTEM

To achieve the goal of simplifying access to a variety of
information and mediating complexities in low-level infor-
mation gathering, processing, management and dissemina-
tion, we propose the use of our autonomic context man-
agement system - ACoMS. Figure 2 illustrates the architec-
ture of context-aware systems consisting of context-aware
applications (various routing protocols), context information
sources (sensors, probing services) and ACoMS. The ACoMS
middleware processes, manages and evaluates information
gathered from heterogenous context sources, and makes this
information available to high-level applications; in this case,
they are the routing protocols with different routing met-
rics. In this paper, only the components of ACoMS neces-
sary for supporting context-aware routing are explained in
depth. Further information about ACoMS can be found in
our other paper [10].

The Context Models capture the relevant concepts and
relations required by context-aware applications - they ab-
stract raw data gathered from the sources of context infor-
mation (e.g., sensors, probing services). Such raw data may
need to be pre-processed to acquire the form defined by the
context model. If run-time replacement of a context infor-
mation source is needed or the sources of context information
are to be dynamically configured/activated when the appli-
cations start then a mapping is created from the context
model to the appropriate source of raw context data. This
raw data, possibly after being pre-processed, should provide
the required higher level context information and associated
metadata. We adopted our own fact-based context mod-
eling approach [8, 9], which defines not only the types of

context information required by the application, but also its
metadata. This metadata includes the classification of infor-
mation types into sensed, static, user-provided, and derived
types, and Quality of Information (QoI). Informed by these
context models, ACoMS maintains appropriate sources of
information and pre-processes information into the repre-
sentation the applications (the routing protocol in our case)
require.

The Application Context Subscription Manager
manages a collection of subscriptions that detail the type
of context information required by the applications in addi-
tion to QoI and Quality of Service (QoS) constraints (in-
cluding the frequency and granularity of information the
applications need and some further constraints). Taken to-
gether, these application subscriptions inform ACoMS about
the context provisioning and monitoring strategies it should
employ.

The Context Source Manager manages low-level com-
munications with context sources, and provides context source
discovery, registration and configuration services. Context
sources (physical or virtual) are self-describing with regard
to their identification, characteristics and capabilities through
the use of SensorML1 descriptions or Transducer Electronic
Data Sheet (TEDS) (an element of the IEEE 1451 standards
family2) in the case of resource poor context sources [11].
When sources describe themselves using TEDS, ACoMS trans-
lates the TEDS description to SensorML. The context source
manager pre-processes raw context data to high-level con-
text information facts through a chain of dynamically as-
signed and standards-based process models [10]. The use of
two well-defined and increasingly well-accepted sensor de-
scription standards in ACoMS enhances the overall interop-
erability of the system.

The Adaptation Manager stores higher-level context
abstractions called situations, which are often a more appro-
priate representation for applications to use than context
facts, along with preferences and triggering rules for indi-
vidual applications [8]. The adaptation rules are triggered
when specified situations are entered or exited (or possibly
entered or exited). Situations, preferences and triggering
rules provide a powerful and flexible approach to adapta-
tion in applications. These elements are discussed in greater
detail in the next section.

The Reconfiguration Manager performs cross-layer
context monitoring throughout the system and reorganizes,
in co-ordination with the Context Source Manager, the map-
pings between context fact types in the context models and
appropriate sources. This is the component in ACoMS that
delivers its self-healing capabilities.

4. CONTEXT-AWARE ROUTING IN WMNS
We now discuss how ACoMS, with reference to the ele-

ments described above, can support adaptive and context-
aware routing. To retain focus on the overall goals of our
proposal, we limit our example to a simple context model
and associated situations and preferences.

4.1 Context Model
Figure 3 (a) shows the context models for three represen-

tative routing metrics:

1http://vast.nsstc.uah.edu/SensorML/
2http://ieee1451.nist.gov/
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context model of a hybrid metric for context-aware routing.

• HopCount measures the number of hops between the
source and destination nodes.

• ETT [5] is based on ETX [3], which is a link quality
metric that considers the number of re-transimission
required for a successful delivery of a frame over the
wireless links. ETT augment ETX by taking into ac-
count differences in the link rate and capacity. It is
defined as follows:

ETT = ETX ×
S

B

where S denotes the average size of a packet and B is
the current link bandwidth.

• iAware [19] is an advanced metric, which incorporates
a relatively complex interference model. For a path p,
iAware is defined as follows:

iAware(p) = (1 − α) ×
n

X

i=1

iAwarei + α × max
16i6k

Xj

where the component Xj is the sum of the ETT [5]
value of links that are on channel j in a system that has
k orthogonal channels and α is a 0 6 α 6 1 tunable
parameter, while the iAwarei value is calculated by
the combination of ETT value, Signal to Interference
Noise Ratio (SINR) and Signal to Noise Ratio (SNR)
[19].

The context models shown in Figure 3 (a) capture infor-
mation relevant to these existing routing metrics. These
models indicate the characteristics of the metric parameters
and how these parameters relate to each other. For example,
the radio interfaces attached to a node are modeled as pro-
filed, while the parameters gleaned from the radio interface
are sensed. Profiled information is user-supplied, and can be
assumed to be initially very reliable; but profiled informa-
tion often becomes out of date. Sensed context information
is usually highly dynamic and prone to noise and sensing er-
rors. The classification of information types allows context
information to be managed and processed according to the
characteristics of its type.

The hybrid context model, shown as an example, in Figure
3 (b) merges the models shown in Figure 3 (a) and captures
some additional higher level parameters such as Mobility,
TrustLevel and TrafficPriority. This model enables us to
choose between the metrics described above, depending on
the availability and quality of different parameter values.
The hybrid model annotates the LinkCapacity and Signal-
Noise-Ratio with QoI metadata to indicate, in this case, the
Certainty of the information. This selection of a particular
metric is made via the application of our preference model,
described in detail below.

4.2 Preferences
By using Henricksen’s and Indulska’s preference model [8]

in ACoMS, the hard-wiring approach used in most current
routing protocols can be abandoned in favour of a more flex-



ible alternative. Our solution allows developers, adminis-
trators and (when appropriate) users to define preferences
which assign scores to the available routing metrics. The
scores range from 0 to 1, or are one of the following special
values: veto (♮), indifference (⊥), obligation (∧) or unde-
fined (?). Usually, preferences are combined into preference
sets, which can be merged upon evaluation using an aggrega-
tion function such as average and weighted-average. In this
fashion, arbitrarily sophisticated preferences can be defined.
We show three possible preference rules that select an ap-
propriate routing metric taking into account the availability
and evaluation of context information. They are defined as
follows:

p1 =

when usesHopCount(n) ∧ highMobility(n, ngb)

rate 0.9

p2 =

when usesETT (n)∧ lowMobility(n, ngb)

∧ Important(priority)

rate 0.7

p3 =

when usesETT (n)∧ highMobility(n, ngb)

∧ ¬Important(priority)

rate ♮

where n and ngb are network nodes and their neighbors
correspondingly. These example preferences assign scores to
metrics based on the mobility level of the network. Draves
et al [4] show that the HopCount metric out-performs other
more advanced metrics in highly dynamic network. This is
encoded as a preference in the form of rule p1, which assigns
a score of 0.9 to the HopCount metric when the network
topology is changing frequently. The ETT metric, on the
other hand, can be applied when the network is relatively
static and reliability of packet delivery is required. Rule p2
assigns a score of 0.7 to the ETT metric in less dynamic
scenarios. Finally, rule p3 shows an example in which the
ETT metric is vetoed to exclude its use in highly mobile
circumstances.

The elements for defining these preferences are situations.
They represent higher level or abstract context by combining
basic context facts conform to the context models in Figure
3. Several situations can be defined for our approach, but
two of which are shown, as examples, below:

usesETT (n) :

∃m • NodeSupports[n,m]•

m = ′′

ETT
′′

highMobility(n, ngb) :

∃ratio • NeighborOf [n, ngb, ratio]•

ratio = ′′

high
′′

For a node n, usesETT(n) holds true when this node sup-
ports the ETT metric, while the latter definition states that
nodes have high mobility if their neighbor list is changing
rapidly.

By adopting the situation abstractions as well as prefer-
ence models, protocol developers can easily express rules to
dynamically change the behavior of the protocols without
the need to modify the protocol implementation.

5. DISCUSSION
The primary proposal made in this paper is to view rout-

ing in WMNs as a context-aware application that retrieves
relevant context information from the context manager syn-
chronously or asynchronously (i.e., via notifications). In
this section, we will discuss the advantages of using a con-
text management approach in adaptive routing for WMNs.
We focus specifically on the application of our own recon-
figurable context management middleware, ACoMS, to the
problem of routing.

5.1 Ease of Information Access
ACoMS was designed as an information abstraction layer

with autonomic characteristics (self-configuring, self-healing
and self-optimizing) for multiple context-aware applications.
It is responsible for discovering, configuring and managing
sources of information in the manner discussed earlier, and
for gathering, pre-processing and evaluating raw sensor data
conforming to the context models. Moving these responsi-
bilities to a middleware layer relieves the individual appli-
cations from having to perform these duties, and often re-
sults in smaller and simpler applications. This also means
that development time can be significantly reduced. Each
of these advantages apply to our context-aware routing pro-
posal, in which hard-coding of metrics and specific access
mechanisms for different information sources is replaced by
a generic access mechanism from the perspective of the rout-
ing protocol.

5.2 Modular Architecture
The abstraction of information sources via a context man-

agement system greatly simplifies the task of adding new
context sources and new types of context sources, since the
mechanism by which the routing protocol accesses informa-
tion is the same for all types of information (i.e., the routing
protocol needs only to interface with the context manager,
rather than separate information sources). This loose cou-
pling means that reconfiguration of information sources at
the middleware layer remains transparent to the routing pro-
tocols and enables more sophisticated solutions to be devel-
oped at each layer.

5.3 Rapid Prototyping
When the context manager is coupled with a preference

model, as discussed earlier, it becomes possible to introduce
new information types and modify the behaviour of the rout-
ing protocol without modifying a single line of source code
of the routing protocol. Instead, when the context model
is updated to reflect the addition of new kinds of informa-
tion sources, only the preferences need to be modified, and
these modifications can be made by administrators or users
at runtime (i.e., without the need to reboot the router). One
possibility that flows from this design is the ability to easily
experiment with various information sources and metrics.
The example shown in section 4.2 depicts only one possi-
ble combination of preferences for choosing an appropriate
metric.

5.4 Adaptive Context Source Management
As adaptive routing protocols become more sophisticated,

using information from an increasing number of local or re-
mote sources, the need arises to dynamically reconfigure the
sources of particular kinds of information. When routers



are mobile, this is particularly true of information sourced
remotely, or information sourced from sensors whose qual-
ities change depending on the environment. For example,
in a hybrid WMN, some nodes are configured as clients and
others are configured as routers. By using location infor-
mation, nodes could self-configure themselves as clients or
routers. Over time, a router that notices it has not moved
could configure itself as a mesh router, while a node that
notices it moves constantly could configure itself as a mesh
client. Note that to achieve this scenario, a node’s neighbour
list alone does not suffice to determine whether it is the local
node that is mobile or the node’s neighbours. Therefore, we
need some other way of inferring mobility. One possibility
is to use location information gathered from a locally at-
tached GPS device and from the neighbouring nodes. GPS
provides fairly high quality information in many outdoor
environments, but performs poorly indoors and in outdoor
environments surrounded by tall buildings or trees. Another
source of location information is an indoor positioning sys-
tem such as Cricket3. It is clear that the appropriate choice
depends on the environment in which the router is deployed.
A mobile router (which may be mobile in the absolute sense,
but may not be mobile relative to other nodes in the net-
work) may need to switch from one source of location infor-
mation to another when the quality provided by the current
source drops to an unsatisfactory level or when the source
fails altogether.

ACoMS is developed specifically to cater to these dynamic
circumstances, and performs the task of reconfiguring the
sets of context sources when required. This process is hidden
from the application.

5.5 QoS and QoI Guarantees
Based on the QoS and QoI requirements described in the

context provisioning subscriptions, ACoMS allocates appro-
priate context sources for these context requests and pre-
processes, if necessary, raw sensor data through a process
chain defined in SensorML [11].

The appropriate allocation of context sources guarantees
the system-level QoS by activating only required sources of
information, this contributes to the overall optimization in
lowering network traffic and resource usage and extending
the operation life-time of the system when remote context
sources are in use (as in temperature sensors that could pro-
vide forewarning of degraded link quality) . ACoMS also
takes into account the QoI of each of the context sources, pri-
oritising those context sources that can deliver higher quality
information when composing a process chain and selecting
context sources.

6. RELATED WORK
The existing approaches to context-aware routing fall into

one of three broad categories: model-less, hard-coded solu-
tions; modular abstraction architectures; and profile-based
solutions. We give a brief overview of each of these ap-
proaches.

Dumitrescu and Guo [6] propose a context-assisted rout-
ing protocol for inter-vehicle wireless communication. Simi-
lar to other geo-location based routing approaches [12], loca-
tion information is gathered from common location services
(e.g., GPS) and exploited in the route computation pro-

3http://cricket.csail.mit.edu/

cess. In addition, some higher level context information is
also considered in their approach, including: (i) the use of
fixed road infrastructure to prevent topology holes along the
paths; (ii) availability of fixed network infrastructures (road-
side access points) to improve network performance and ca-
pacity; and (iii) current road traffic conditions to predict the
load of the network. Mascolo and Musolesi [15] apply their
SCAR algorithm to achieve adaptive routing in delay toler-
ant sensor networks. Their work is based on prediction of
the future evolution of the system to select the best carriers
for packet delivery. Using three types of context information
- (i) degree of connectivity changes over a period of time be-
tween two nodes; (ii) co-location of nodes to their sinks; and
(iii) battery level of the nodes - SCAR computes a delivery
probability for each node in the network, and relays packets
to nodes with higher estimated delivery probability along
the paths toward the sinks.

These approaches are mainly focused on model-less and
closed systems, which constrain them to small and simple
networks. The required metric parameters are predeter-
mined during development of the routing protocols; there-
fore to incorporate new information types and management
modules for those information types, the protocols need to
be reimplemented. The heterogenous and dynamic nature
of WMNs demand more resilient and robust solutions. It
is true that the aforementioned solutions can be modified
accordingly to meet specific circumstances; however, the
complexities created by the increasing amount of metric in-
formation and deployment in a range of environments will
eventually overwhelm these approaches.

More modular architectures have been proposed by Bat-
tenfeld et al. [2] and Kohler et al. [14]. They aim to cre-
ate loosely coupled systems for future adaptive routing. In
these approaches, the routing task is modularized into in-
formation and protocol layers. The information abstraction
layer provides the required information for multiple routing
protocols freeing designers from the low-level concerns of
information gathering and tolerance to information source
failures. However, these solutions are designed for specific
network scenarios allowing only limited types of adaptations
via a set of customized interfaces.

Finally, profile-based routing was proposed by Hansen et
al. [7]. They point out that information contained in stan-
dardized device profiles, including device type, power sup-
ply, interface, rate of transmission, etc., can be utilized in
the routing process to increase service availability and per-
formance. At this time, a detailed description of their ap-
proach is unavailable.

7. CONCLUSION AND FUTURE WORK
In this paper, we explored the concept of a high-level in-

formation abstraction layer for the development of adaptive
routing in WMNs and discussed the requirements of such
a middleware approach. We proposed the use of our auto-
nomic context management system, ACoMS, which is a mid-
dleware for context-aware computing designed to provide
context provisioning services and context source re/configuration
to multiple high-level context-aware applications.

ACoMS acts as the information abstraction layer for pro-
visioning context information to support context-awareness
in routing for WMNs. It simplifies the use of a variety of
information sources in routing protocols, and enables experi-
mentation, prototyping and development of complex routing



protocols and metrics. ACoMS provides self-configuration of
context sources required by routing protocols and run-time
replacement of failed/disconnected context sources, provid-
ing a degree of fault tolerance. Defective context sources
can be replaced by sensors of a different type provided that
their sensed data can be pre-processed to the required type
of context information.

Our next task is to perform a quantitive evaluation of our
approach using simulations and our hybrid wireless mesh
network testbed. As we experiment with the integration of
new kinds of context information, we foresee the opportunity
to choose dynamically between different routing protocols in
addition to selecting between metrics.
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