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WHO OWNS AND CONTROLS PERSONAL INFORMATION IN NATIONAL DATA
NETWORKS? WHY NOT LET INDIVIDUALS OWN THE INFORMATION ABOUT
THEMSELVES AND DECIDE HOW THE INFORMATION IS USED? A REGULAT-
ED NATIONAL INFORMATION MARKET COULD ALLOW PERSONAL INFOR-

ROTECTING individual
information privacy is a widely
accepted value in democratic
societies—without which the
concept of democra-
cy based on individ-
ual choice makes
little sense [1, 7]. Since the 1960s, many nations have
developed privacy protection laws and regulations to
guard against unfettered government and private use
of personal information. While these protections are
important first steps in protecting privacy, existing
laws and their conceptual foundations have become
outdated because of changes in technology. New con-
cepts and methods of privacy protection are needed
to address the contemporary and near-future techno-
logical environment.

By 2000, technological developments are likely to
make existing legal frameworks for protecting privacy
even more outdated than today. For instance, the Clin-
ton Administration’s proposed National Data Network
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MATION TO BE BOUGHT AND SOLD,
CONFERRING ON THE SELLER THE RIGHT
TO DETERMINE HOW MUCH INFORMATION
IS DIVULGED.

and the prototype National Research and Education
Network, which are important components of the
High-Performance Computing Act of 1991, are des-
tined to contain a great deal of personal information,
including medical, genetic, insurance, retail purchase,
and financial records. This personal information will
reside on thousands of file servers—public and pri-
vate—largely beyond the control of existing privacy
laws. While these networks offer society important ben-
efits, like remote diagnosis of disease, lower medical
costs, and lower financial transaction costs, such net
works will also make it less expensive and much easier
to engage in privacy invasion on a scale never before
possible. Who should own and control this personal
information in future national networks? What
accounting should be made to individuals for use of
their private information on national networks? Who
could be liable for misinformation and the injuries
that may result? Current laws and conceptual frame-
works do not answer these questions. National data
networks also offer opportunities for developing new
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concepts and methods of protecting privacy and secu-
rity in a network-intensive 21st century.

Rethinking Privacy

The premise of this article is that to ensure the pro-
tection of individual privacy beyond 2000 we should
consider market-based mechanisms based on individ-
ual ownership of personal information and a National
Information Market (NIM) in which individuals can
receive fair compensation for the use of information
about themselves. This step is necessary because of the
continued erosion of privacy brought about by tech-
nological change, institutional forces, and the increas-
ingly outdated legal foundation of privacy protection.
Together, these forces have eroded individuals’ con-
trol over the flow of information about themselves.
Today, the cost of invading individual privacy is far
lower than the true social cost of invading that priva-
cy. While market-based approaches cannot solve all
our privacy problems, they can help strengthen indi-
vidual control over personal information while

* Federal and state statutes

The common law protects individuals against the
intrusions of other private parties. Most jurisdictions
recognize one or more commor-law actions that allow
private parties to seek redress for invasion of privacy.
There are four types of privacy torts:

* Intrusion on solitude

¢ Public disclosure of private facts

¢ Publicity placing a person in a false light

* Appropriation of a person’s name or likeness for
commercial purposes [17, 21].

The common-law right to privacy has its origins in a
famous article by Warren and Brandeis [23] that
sought to extend growing common-law protections of
person and property at the end of the 19th century.
Warren and Brandeis defined a new “right to be let
alone”™—a right to privacy based not on property or

strengthening (not replacing) the legal founda-
tions of privacy protection. In the end, privacy
should be easily achieved, and there should be as
much use of private personal information for
commercial purposes as is socially efficient.
Today, personal privacy is expensive and in short
supply, while the use of personal information is
wasteful and inefficient.

Privacy is the moral claim of individuals to be
left alone and to control the flow of information
about themselves [5, 7, 12, 23, 24]. Privacy is also
a social value reflected in founding documents,
like the Constitution, and a political statement
reflected in the laws. There is also a behavioral
reality of privacy—the day-to-day routine prac-
tices for handling personal information. The
behavioral reality of privacy stands apart from the
moral claims, political statements, and laws—and
must be considered separately.

Privacy Laws Affecting the Federal Government

* Freedom of Information Act, 1968 as Amended (5 USC 552)
* Privacy Act of 1974 as Amended (5 USC 552a)

* Right to Financial Privacy Act of 1978

* Electronic Communications Privacy Act of 1986

» Computer Security Act of 1987

» Computer Matching and Privacy Protection Act of 1988

* Federal Managers Financial Integrity Act of 1982

Privacy Laws Affecting Private Institutions

« Fair Credit Reporting Act of 1970

+ Family Educational Rights and Privacy Act of 1978
* Privacy Protection Act of 1980

* Cable Communications Policy Act of 1984

* Video Privacy Protection Act of 1988

When individuals claim that information about
them is private, they generally mean they do not
want the information shared with others or they per-
sonally would like to control the dissemination of this
information, sharing it with some but not with others.
These claims are sometimes strongly supported by cul-
tural assumptions, making it odious for individuals or
organizations to deny the claims.

Nevertheless, translating thesc general cultural value
statements and individual claims to information control
into law has been difficult because all societies involve
competing claims by government and private organiza-
tions demanding access to information about individu-
als for the sake of national security, public health, law
enforcement, commerce, or other valued social ends.

There are three primary sources of privacy protec-
tion in U.S, law:

® The common law
¢ The Constitution

Figure 1. Federal privacy laws in the U.S.

contract but on a more general, inherent right of the
individual that applied to “the personal appearance,
sayings, acts, and to personal relations, domestic or
otherwise” [22].

The second major source of privacy law is the fed-
eral Constitution, which protects against governmen-
tal intrusions into private life. Although “privacy” is
not mentioned in the Constitution, jurists and legal
scholars have found privacy protections in the First
Amendment, which protects freedom of expression;
the Fourth Amendment, which protects the privacy of
one’s personal papers and effects; the Fifth Amend-
ment, which protects against compulsory self-incrimi-
nation; the Ninth Amendment, which leaves to the
people rights not specifically mentioned in the Con-
stitution; and the 14th Amendment, which protects
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against deprivation of life, liberty, or property with-
out due process of law.

Federal and state statutes form a third source of
privacy protection. In general, statutes protect indi-
viduals against governmental intrusions and uses of
information, although increasingly the use of person-
al information by private organizations is also the sub-
ject of legislation. In some instances, state statutes
provide stronger protections than federal statutes
against government and private-party intrusions [8].

In the U.S,, there are 12 major pieces of federal
legislation specifically regulating the collection, use,
management, and dissemination of personal infor-
mation by the federal government and private orga-
nizations (see Figure 1).

The seven major pieces of privacy legislation
involving the federal government set forth the due
process rules federal officials must follow when deal-
ing with personal information. The most important
contribution of these laws is that they prevent federal
officials from rummaging through your bank records

ical science have all concluded that the existing set of
privacy laws do not protect privacy well and that pri-
vacy law is far behind the developmental trajectory of
information technology [7, 12, 16, 18]. Private com-
panies’ attempts to preserve the privacy of their cus-
tomers and employees have also met with limited
success [19]. Our view is that the conceptual founda-
tions of privacy need rethinking in the U.S., especial-
ly for the statutory approach to protecting privacy
based on a now outmoded doctrine called “fair infor-
mation practices.”

The existing legal approach to privacy in the U.S.—
whether common law, Constitutional, or statutory—
has many well-known limitations. Common-law torts
have been particularly ineffective for providing priva-
¢y to individuals. Common-law claims for protection
from being placed in a false light and from the reve-
lation of embarrassing facts interfere with constitu-
tional protections of free speech and expression. The
common-law tort of appropriation has been quite
effective in protecting celebrities from the appropria-

espite the enormous legal

armament that has evolved over

nearly 100 years in the U.S., most

citizens feel thewr privacy has declined.

without a warrant, listening to your electronic com-
munications without a warrant, or cutting off benefits
simply because of a computer match. The federal leg-
islation also sets forth standards of computer security
involving personal financial information. The Privacy
Act of 1974 applies to all federal records and sets
forth the rules the government must follow when
managing personal information. The Freedom of
Information Act of 1968 is included here because it
severely limits federal government claims that infor-
mation it holds is “private” and cannot be shared with
the public.

Despite the enormous legal armament that has
evolved over nearly 100 years in the U.S., most citi-
zens feel their privacy has declined. A survey spon-
sored by Equifax (of Atlanta), one of the world's
largest collectors and purveyors of personal financial
information, found in 1994 that 76% of U.S. citizens
believe they have lost all control over personal infor-
mation. The law review literature, as well as public
surveys, argues that computer technology is a major
threat to privacy. The legal literature itself is highly
critical of the existing legal apparatus for protecting
privacy, citing the piecemeal, record-system approach
to protecting privacy and the absence of meaningful
enforcement mechanisms [21]. Scholars from diverse
backgrounds in history, sociology, business, and polit-
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tion of their likenesses, voices, and styles. Unfortu-
nately, while celebrities have successfully claimed a
property-based privacy interest in their personal infor-
mation—including likenesses and voices—ordinary
citizens have not been as successful. Here, we explore
options for extending common law property rights to
the personal information of ordinary citizens.
Constitutional privacy protections are on weak
ground simply because “privacy” per se is not men-
tioned in the Constitution and therefore must be
inferred or derived from other enumerated rights
and from judicial interpretation of what the Found-
ing Fathers meant or intended in their original state-
ments. The privacy required to think, believe, and
worship is protected by the First Amendment’s pro-
tections of expression and thought; the privacy of
one’s home and personal effects is protected by the
Fourth Amendment. Somewhat less secure is deci-
sional and behavioral privacy regarding highly per-
sonal matters, like sexual behavior, abortion, birth
control, and medical treatment. In these areas, the
state often claims superiority. There are no constitu-
tional protections for any information you reveal in
professional or business transactions—electronic or
otherwise—even if such information refers to highly
personal matters, like your genetic structure, medical
and mental condition, or consumption patterns.
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* Medical records
* Genetic records
* Insurance files
* Credit card retail transactions
Personnel records
Rental and real estate records
Financial records
Most state government records
(e.g., motor vehicle, business records)
Most local government records
(e.g., tax receipts, real estate records)
* Criminal records
* Employment records
* Welfare files
* Phone bills
* Workman's Compensation
* Mortgage records

Figure 2. Major record systems not subject to federal
privacy protection

Efforts by the Supreme Court to move away from a
“home’- or place-based view of privacy toward a more
general view based on a “reasonable expectation of
privacy” as expressed in Katz vs. U.S. 389 U.S. 347
(1967) have met with mixed success.!

Privacy advocates in the U.S. have sought refuge in
new laws to protect privacy in the computer age. How-
ever, many scholars argue that federal and state
statutes protecting individuals ‘against intrusions by
government officials are confusing, piecemeal, and
riddled with loopholes [12, 18]. Among the signiti-
cant limitations of this legislation is that it generally
limits the behavior only of federal or state officials,
and then only mildly. In some states, local officials,
private citizens, and organizations may rummage
through your bank records or eavesdrop on your cel-
lular phone conversations. And federal agencies have
found legal loopholes permitting them to widely share
personal information within the government without
your personal informed consent and contrary to the
original purpose for which the information was gath-
ered. The only absolute federal privacy protection is
the prohibition in the Privacy Act of 1974 against fed-
eral officials’ gathering information on citizens’ exer-
cise of their First Amendment rights. In the belief that
all record systems are different, U.S. legislation has
been piecemeal, moving from one record system to

another rather than seeking to define an overall right
to privacy. Thus, legislation covers communications
privacy, bank record privacy, video rental privacy, and
more. Perhaps the most important limitation of this
legislation is that enforcement is left entirely to indi-
viduals, who must recover damages in court. There
are no enforcement agencies.

While states have been somewhat more aggressive
in defining a general right to privacy (some in their
constitutions) and more aggressive in protecting
against government agent snooping® and employer
snooping into the private lives of emplovees or job
applicants, state legislation suffers from the same lim-
itations as federal legislation. State legislation is
piecemeal, takes a record-system approach, and is
largely based on an outmoded doctrine. Perhaps the
most dangerous aspect of privacy protection in the
states is that it varies wildly from state to state. Privacy
invaders may simply move to “open-record” states
where there are few protections and export data to
“closed-record” states [8].

Figure 1 shows that private institutions have for the
most part been exempt from privacy legislation. The
only exceptions—and thev are important excep-
tions—are the credit data, education, cable, and
retail video industries, in which citizens are guaran-
teed at least due-process access to their records and
some protection against dissemination of records.
For instance, retail video stores are prohibited from
disclosing video rental records to anyone without a
court order or the renter’s personal consent.

With these exceptions, there are generally no fed-
eral laws offering protection for the vast storehouse
of personal information gathered by the private and
public sectors. Figure 2 lists some of the major record
systems—private and public—accessible by private
organizations and individuals.

An estimated 200 information superbureaus rou-
tinely compile these basic records, collate the infor-
mation, and then resell it to government agencies,
private businesses, and individuals. Among the
records offered for a fee are bank balances, rental his-
tories, retail purchases, social security earnings, crimi-
nal records, credit card charges, unlisted phone
numbers, recent phone calls, and other information.
Combined, the information helps develop “data
images” of individuals sold to direct marketers, private
individuals, investigators, and government organiza-
tions.* There are no laws regulating superbureaus per
se, although some regulations have been issued by the
Fair Trade Commission limiting the use of credit data;
one state forced a credit agency to pay a small fine for
disseminating false credit reports.

Laws are not always good indicators or predictors

1Since Katz vs. U.S. (1967), the Supreme Court has sought to ensure that the Fourth Amendment protects people—not just places, like homes, as original-
Iv conceived in Bovd vs. U.S. (1886) and in the property-based natural rights view of individual rights.

2You have litde privacy from government snooping in an open field, in a telephone booth. or from technologically remote surveillance techniques, such as
aerial swiveillance, pen registers, which monitor incoming and outgoing phone calls, and remote electronic cavesdropping: if you e homeless, your

effects may be searched without a warrant (Traver {21]. Section 6, 1995).

Data image” was first by defined by the anthor [12] as a high-resolution digital image of an individual in a sociery with a powerful, widespread national

information svstem.
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of behavior. Speeding is against the law, as is software
theft, yet millions of adult citizens knowingly violate
these laws. Likewise with privacy legislation. While the
privacy legislation of the last 20 years has made an
important contribution toward defining privacy, many
scholars conclude that the umbrella of privacy protec-
tion has failed to keep pace with the growth in com-
puterized records; the laws are more loophole than
law; and in practice, with some exceptions, there are
few meaningful limitations in the U.S. on the flow of
personal information. Surveys of public opinion have
documented a growing public concern over the loss of
privacy and a growing demand for stronger legislation.

The Market for Personal Information

There is already a lively market in the U.S. for per-
sonal information—dominated by large institutional
data gatherers, with only a small role for individuals.
Personal information is a valuable asset to private and
governmental institutions, which use it to reduce
their costs of operation.

The existing market for personal information is
based on the notion that the gathering institution
owns the personal information and that individuals
have at best an interest in—not ownership of—infor-
mation about themselves [22]}. The 400 million cred-
it records maintained by the three largest credit
agencies, the 700 million annual drug prescription
records, the 100 million computerized medical
records, the 600 million personal records estimated
to be owned by the 200 largest superbureaus, and the
5 billion records maintained (and often sold) by the
federal government, as well as the billions of records
maintained and stored by state and local govern-
ments, all have market value, demonstrated every day
in the market.

It is common, especially in the legal literature, (o
blame information technology for this state of aftairs
[21]. But the inability of privacy legislation to curtail
the flow of personal information or to give individu-
als a strong sense of control over the flow of their own
information reflects a deeper failure to understand
the information market or to bring economic per-
spectives to bear on the problem, and a policy failure
lasting more than 20 years.

Virtually all American and European privacy legis-
lation is based on a regulatory regime called Fair
Information Practices (FIPs), first set out in a 1973
report by an advisory committee to the Secretary of
the Department of Health, Education, and Welfare
(now the Department of Health and Human Ser-
vices) [22]. There are five fair information principles:

* There shall be no personal record systems whose
existence is secret;

¢ Individuals have rights of access, inspection,
review, and amendment to systems containing
information about them;

¢ There must be a way for individuals to prevent the use
of information about themselves gathered for one
purpose for another purpose without their consent;
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¢ Organizations and managers of systems are respon-
sible for the damage done by systems and for their
reliability and security; and

* Governments have the right to intervene in the
information relationships among private parties.

A key advance of the FIPs doctrine is recognition
that individuals have an interest in records contain-
ing personal information about themselves, even
though those records are created by third parties.
The report argued that this idea followed from
“mutuality of record-generating relationships™—the
fact that both parties in a transaction need to create
and store records.

What is the nature of this “interest” and how can
individuals and societies protect it? Is it a property
interest? The Advisory Committee did not recommend
a new enforcement agency, an ombudsman, or indi-
vidual ownership of information, arguing instead that
privacy laws should be enforced by individuals seeking
redress in the courts for damages done through inva-
sion of privacy and by building statutory incentives for
large institutions to comply with the FIPs.

Many European nations, as well as other nations,
including Canada, have followed the Committee’s
lead in defining privacy, although they often choose
to enforce their privacy laws by creating privacy com-
missions or data protection agencies [3, 6]. Whether
or not people in these nations have more personal
privacy is open to question.

Unfortunately, the FIPs doctrine is seriously
flawed. The FIPs doctrine was based on the techn()—
logical reality of the 1960s, in which a small number
of large-scale mainframe databases operated by the
federal and state governments or by large financial
institutions were the primary threats to privacy. It was
conceivable that an individual could know all the
databases in which his or her personal information
appeared. But today, large-scale database systems
with millions of records are operated by PC-based
networks (individual PCs now rival 1960s mainframe
capacities). Large-scale databases have become so
ubiquitous that individuals have no possibility of
knowing all the database systems in which their per-
sonal information appears. Hence, the “no secret sys-
tems” principle, which originated in an era when only
large-scale institutions possessed databases, is techno-
logically out of date.

A cascade of serious problems follows. For exam-
ple, not knowing about so many systems makes it
impossible to gain access to or to review or correct
information in them. It is also impossible to give
“informed consent” for third-party use of private
information. And it has become impossible to know if
managers of systems are holding personal informa-
tion securely and reliably, and hence difficult to hold
these people accountable or liable.

The FIPs regime does not take into account other
forces in modern society militating against individu-
als” having social space to think, read, write, conspire,
and innovate. For instance, the creators of the FIPs
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regime in the late 1960s could not possibly under-
stand the competitive pressures insurance, financial
service, medical, and credit-granting businesses face
today—and the resulting information intensity of
these markets. The FIPs do not take into account the
systemic nature of the problem of information—how
much it costs, who pays, how much it is worth, and
who owns it.

The FIPs perspective does not take into account
harm to the entire society, focusing instead on indi-
vidual injury. Imagine if we conceptualized and
enforced environmental laws by relying on the courts
to estimate the perceived damages done to individu-
als by polluters.

Perhaps the most significant weakness of the FIPs
regime is its failure to specify a stronger form of the
interest individuals have in their personal information.
Under FIPs, individuals have only limited rights to
control their personal information-—rights usually lim-
ited to inspection, challenge, and review. There is little
or no individual control over the collection and use of
personal information. A much stronger form of inter-
est would be a property interest, rather than a mere
judicial or administrative interest. Under the legal
regime of property, individuals have nearly unlimited
control over disposition, use, storage, and sale.

Theories of Social Order

Due process, individual rights, and limitations on the
power of the state and private organizations are key
ingredients in Age-of-Enlightenment theories of social
order. These perspectives have preserved the little pri-
vacy we have left. But other theories of social order
have different views of information and privacy that is
important to keep in mind when formulating new poli-
cies. In some of these other theories, progress depends
on nearly unfettered exchange of information and the
reduction of any barriers to the flow of information—
including privacy protections [15]. But in other theo-
ries, the unfettered exchange of information can
create social costs for which individuals must be com-
pensated in a rational market system in which we can
find new grounds for the support of privacy.

In a perfect world characterized by perfect infor-
mation and perfect information shared by all, capital
and labor are combined at their most socially effi-
cient levels to produce the wealth of nations. In this
most felicitous world of 19th-century economic
thought, symmetry of information among market
participants—capitalists, laborers, and consumers—is
the lubricant of social and economic progress. Infor-
mation also plays a critical role in the production
process (as opposed to the market process), because
it is embodied in labor as knowledge and in capital,
which is just a physical instantiation of social knowl-
edge and informaton. Information technology is like
any other capital investment. Presumably cheaper
than labor (and more productive), information tech-
nology replaces labor in the production function,
making labor and overall production more efficient
and the society wealthier.

What's wrong with this theory of the firm and mar-
kets is that it bears little resemblance to reality and
lacks predictive power. As it turns out, information is
not symmetrically distributed (hence markets don’t
function as predicted) and information technology
is not freely substitutable for labor (hence produc-
tivity in information-based firms does not follow typ-
ical patterns). New social theories have been
proposed to deal with the asymmetric distribution of
information.

A number of new theories of social order are con-
cerned with problems arising from asymmetries in the
distribution of information and a more realistic view of
its distribution. These theories play a large role in edu-
cation and research in contemporary finance, micro-
economics, accounting, and
management/organizational behavior. Agency theory
focuses on the dilemma of firm owners (principals)
who must hire agents (managers) to run their firms
[11]. The firm is a nexus of contracts among self-inter-
ested individuals in which the agents have most of the
information and the principals find it costly or impos-
sible to monitor the real behavior of their agents.
Firms—and, by implication, societies—experience
agency costs as they attempt to build more complex
monitoring mechanisms. Social welfare declines as
these investments produce no additional output. Infor-
mation systems appear in agency theory as a low-cost
monitoring tool that permits firms to grow without
increasing agency costs. For agency theorists, privacy—
or any restriction on information flow by agents—is a
costly extravagance raising the costs of management.

Asymmetries in information also drive transaction
cost models of social order. Why do firms or organi-
zatjons exist? Rather than hire people, why don’t
firms rely on markets to supply their needs—markets
in which contractors compete with one another? In
transaction cost theory, the answer is that in markets,
participants have unequal access to information on
the quality of the market’s goods and providers [25].
It’s costly to participate in markets: contracts have to
be written and monitored, goods evaluated, and
funds recovered for failure. Firms grow in size as a
way of reducing transaction costs. Information tech-
nology appears in this theory as a platform for elec-
tronic markets in which the costs of obtaining price,
supply, and quantity information, and the costs of
monitoring compliance with contracts could be
reduced. As a result, firms could rely more on mar-
kets and less on their own growth. Likewise, firms
could shrink in size (number of employees) as they
expand business by contracting out vital services. For
transaction theorists, privacy raises the costs of gath-
ering information in the market and reduces overall
social welfare.

Other contemporary theories—adverse selection
and moral hazard—focus on market failures caused
by asymmetries in information. Consider adverse
selection (market situations in which the bad drive
out the good) due to asymmetries in information.
Because insurance companies can never be sure
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about any individual’s health (they lack enough
detailed information) and because unhealthy people
need insurance most, the insured pool becomes a col-
lection of unhealthy people forcing insurance com-
panies to raise rates. Healthy people drop
out—refusing to pay high rates and recognizing they
rarely get sick anyway—and soon it becomes uneco-
nomical to insure the insured pool.

Or consider moral hazard (so called because indi-
viduals can alter their behavior, potentially creating a
hazard, once they have paid a premium insuring
against the consequences of their actions). Because
insurance companies cannot monitor how many
miles people really drive (information asymmetry),
drivers know they can drive as many miles as they
want once they have paid the insurance premium.

Direct * Opening unsolicited mail

* Responding to telephone, email, and
other unsolicited communication

Indirect * Maintaining excessively large mail and
communication facilities to cope with
unsolicited mail

Tangible -« Loss of productive and leisure time

* Loss of control over information about
oneself, feelings of helplessness, feelings
of mistrust toward government and
large private organizations

Intangible

Figure 3. Information coping costs

Drivers assume that any additional accident costs they
incur will be spread over a large group and that their
perceived marginal cost of driving is lower than what
it actually is. This situation forces insurance compa-
nies to raise rates on all drivers, encouraging wasteful,
accident-increasing driving for all.

These theories leave the theoretical status of priva-
cy as a desirable social goal somewhat ambiguous,
presenting the dilemma of progress vs. privacy.
According to these theories, the restriction of infor-
mation flows caused by privacy laws leads to a decline
in social welfare [15]. Face it: Privacy is indeed about
creating and maintaining asymmetries in the distrib-
ution of information. At first glance it seems micro-
economics is not friendly territory for privacy
protection. But there is some salvation in the notion
of externalities.

The British economist A. C. Pigou warned in 1932

that when manufacturers did not bear the full costs of

making their goods (when they could instead “exter-
nalize” some costs by making others pay), the market
price of the goods would be less than their real costs,
leading to excess production and social inefficiency
[14]. Pigou noted that society permitted manufactur-
ers to externalize many costs of production: the
health damages done to workers, environmental
damages, and loss in aesthetic and other nonmone-
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tary values. If emissions from a chemical factory
destroyed the paint on nearby autos, chemicals were
being produced at less than their true social cost and
were selling at a lower price than they would other-
wise. There could be external benefits as well, for
instance, when people plant gardens on their front
lawns and others cnjoy them without paying any-
thing. This problem came to be known among econ-
omists as the problem of positive and negative
externalities.

For Pigou and many contemporary economists,
the remedy to the ploblem of external costs is to

mternflhze the cost, that is, impose a tax on the

chemical manufacturer equal to the external costs.
When they are charged for the damaqe they create,
so the theor\ goes, polluters raise prices (foncmg
consumers to pay the full cost of their production),
shift to nonpolluting technologies, or reduce pro-
duction,

One problem with this approach is determining
the size of the externality. Ideally, one would want to
charge a tax on polluters equal to the external costs.
But calculating the external cost is difficult enough
when dealing with such tangible externalities as dam-
ages to individuals and structures; it is even more
complicatcd when aesthetic values are involved. How
much is a sunny sky worth? What losses in psycholog-
ical self-worth and well -being occur because of a pol-
luted physical environment?

Political problems also arise. Why should we tax a
socially obnoxious behavior, permitting “rich” people
and firms who can afford the tax to pollute? If the
behavior is obnoxious, why not outlaw the behavior
or closely regulate it using standards and enforce-
ment through criminal and civil sanctions?

These questions have no easy answers. It may be
much cheaper to permit some small level of obnox-
ious behavior for those willing to pay rather than ban
it entirely and launch a huge bureaucratic effort.
Enforcing the Clean Air Act of 1990 is predicted to
cost billions of dollars through 2000, force uneco-
nomical production technology into general use, and
result in an excessively high cost/benefit ratio. In
contrast, an casy-to-administer carbon tax of $100 a
ton, coupled with the creation of a market in “pollu-
tion rights,” may accomplish the same overall level of
clean air at greatly reduced cost. Each polluter would
be able to choose the best, most economical means of
compliance with the law in order to reduce its taxes.
This market approach is far superior to bureaucratic
dictates that all polluters use the same “approved”
technology. In Illinois, for instance, a market-based
approach to pollution has resulted in a 75% reduc-
tion in the cost of compliance with acid rain regula-
tions compared to a traditional regulatory approach
[13].

Given that an efficient information- and knowl-
edge-intensive economy requires the reduction of
information asymmetries where possible within
socially acceptable limits, can we apply the concept of
externalities to achieve a high level of privacy protec-
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tion at a minimal enforcement cost? We can if we
extend some of the thinking from information eco-
nomics and externalities outlined earlier.

Market Contexts

Markets don’t just happen. They arise in a context of

social, moral, and political understandings. Some-
times markets need to be created, encouraged, mon-
itored, and regulated by governments. A legitimate
and useful role of government is to create the condi-
tions for markets to function.

In the case of information privacy, markets either
have failed to function because of a legal framework
that denies individuals a property right to their per-
sonal information or have been eliminated by collu-
sion among large market participants benefitting
from the externalities created in the current situa-
tion. Privacy invasion is partly the result of market
failure. Privacy invasion occurs whenever personal
information of any kind is obtained and used without
the consent of the individual. We should structure
personal information markets in such a way that indi-
vidual consent is required before any personal infor-
mation is used, just as we structure financial markets
so individual consent is required for transference and
use of personal property and financial assets. Cur-
rently, personal information markets are not struc-
tured to ensure individual consent.

If markets were allowed to function more eflec-
tively, there would be less privacy invasion. Such fail-
ure in personal information markets produces several
results:

* The cost of using personal information to invade
the privacy of individuals is far lower than the true
social cost because part of the cost of invading pri-
vacy is borne by the individual whose privacy is
invaded. Other costs (regulatory agencies, congres-
sional hearings, federally funded study groups,
and a small industry of privacy experts) are creat-
ed, and the government is forced to pay the costs
based on general revenue taxes. In addition, cur-
rent government communication and postal regu-
lations subsidize the invasion of privacy by
maintaining artificially low prices in key communi-
cation markets required by privacy invaders.

¢ Large public and private institutions make far

greater use of privacy-invading techniques than

they would otherwise.

Public welfare declines because of the inefficient

allocation of tangible resources and a decline in

individual self-confidence and public morale. In
the end, we are swamped and overwhelmed by
activities we do not approve of that are costly and
obnoxious. We tend to blame the te(,hnology for
what is an institutional situation we have created.

In what sense does privacy invasion impose a cost
on individuals whose privacy is invaded? There are
many kinds of costs: direct, indirect, tangible, and
intangible. Many invasions of privacy in a mass society

occur through the secondary and tertiary uses of
information gathered in the ordinary conduct of
business and government. A “secondary use” of infor-
mation is any use beyond the purpose for which the
information was originally gathered. For instance,
when a direct marketing organization asks for vour
credit card number, that is a primary use of informa-
tion. The information supports a valid transaction.
However, the subsequent selling of that information
to database marketing organizations interested in
knowing your credit card number and what you pur-
chased is a seccondary use.

Under current law, individuals largely lose control
of information gathered about them in the course of
legitimate transactions. While few people object to
the primary use of information to support a transac-
tion, the question is, what happens to the informa-
tion gathered in the transaction? The answer: Once
gathered, the information is beyond individual con-
trol. Sometimes this loss of control is sanctified by
weak “informed consent” clauses often tied to a par-
ticular benefit (e.g., to receive public benefits, citi-
zens agree the information they give may be used for
other purposes).

Once individuals lose control of information
about themselves and ownership of the information,
the information is then used freely by other institu-
tions to market and communicate with and about
individuals. Individuals must cope with this onslaught
of communication and incur “coping costs.” Figure 3
highlights some of the coping costs.

The solution to this problem is not stronger priva-
cy laws—often called for by well-meaning privacy
advocates—or new regulations or creation of a data
protection agency, however helpful these things may
be. We should instead strengthen and make more fair
the existing information markets.

A National Information Market
One possibility is creation of an National Information
Market, or NIM, in which information about individ-
uals is bought and sold at a market clearing price
freely arrived at, in which supply equals demand.
Institutions gathering information about individuals
would be allowed to sell baskets of information to
other institutions willing to pay for it. Each basket
would contain selected standard information on, say,
1.000 persons (e.g., name and address), basic demo-
graphics where available, and specialized information
(e.g., health, financial, and occupational). Different
markets might specialize in different kinds of infor-
mation (e.g., financial assets, credit data, health, gov-
ernment, and general marketing). Buying
information baskets would confer the right to use the
information for commercial purposes other than that
for which it was originally collected. Information-
using organizations would offer to buy the baskets of
information at a price based on the anticipated
future revenues each basket represented.

Figure 4 outlines how an NIM might work. The
process is similar to the flows of financial assets in
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as well as any brokers involved.

Organizational users of personal
information (e.g., credit-granting agen-
cies, medical institutions, insurance
agencies, government agencies, and
retailers) would buy baskets of informa-
tion on the Exchange, either directly or
through brokers acting as intermedi-
aries. Private placements and nonmar-
ket transactions would also be possible.
Individuals and organizations might
transact information off the market,
with individuals granting organizations
rights to use information about them in
return for a fee. For instance, organiza-
tions that collect credit histories
could—with the consent of individuals,
probably involving payment—sell bas-
kets of this information on the
Exchange.

Payments for private placement sales
of personal information could be
cleared through a National Informa-
tion Accounts Clearinghouse (NIAC),
established by Congress for the pur-

Figure 4. How a National Information Market would
work

depository institutions connecting individual con-
sumers, retailers, creditors, and banks; it also borrows
some concepts, like bundling of financial instruments
into baskets, from the collateralized mortgage market,
in which thousands of mortgages are pooled and used
to develop financial instruments called collateralized
mortgage obligations (referred to as tranches).
Individuals would establish information accounts
and deposit their information assets and informa-
tion rights in a local information bank, which could
be any local financial institution interested in mov-
ing into the information business. Depositors would
grant potential users of personal information the
right to use it after buying the rights in the market.
The local information bank would pool local depos-
itor assets into an information pool and carve up
the pool into marketable information baskets, or
tranches. These baskets would contain key personal
information (e.g., credit, medical, educational, and
income) on groups of individuals. The local bank
would sell the baskets on a “National Information
Exchange.” Buying a basket confers on the buyer
the right to use the information for commercial
purposes—for a defined period. Like a stock
exchange, the Exchange would bring together buy-
ers and sellers of information in a forum (physical
or electronic) for the purpose of transacting at a
market clearing price. When the transaction was
complete, funds would flow back to the local depos-
itory institutions, ultimately crediting depositors’
accounts, minus, of course, information-handling
charges for both the local banks and the Exchange,
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pose of permitting individuals to collect
fees for the use of their private information (a system
similar to that established in the music industry,
whereby individual artists can collect fees based on
use of their music). The NIAC would also act as an
audit mechanism, tracking the use of all secondary,
commercial use of personal information and main-
taining a record for individuals about who purchased
information about them, where the purchase took
place, and where the information was used.

The NIM would be the only legal avenue for the
transfer of information about individuals being used
for secondary purposes, that is, for purposes and
institutions other than those for which the informa-
tion was originally gathered. Thus, MasterCard could
use information on your credit history for the pur-
pose of authorization of future MasterCard purchas-
es (a primary use), but it could not sell your history of
credit card purchases to other institutions, like TRW
Credit Data, without your permission—and most like-
ly some payment. The NIM would be self-supporting
with a transfer tax charged and the revenue used to
support the market’s infrastructure, enforcement of
rules, and monitoring activities.

A key aspect of an NIM would be development of
National Information Accounts (NIAs) for suppliers
(individuals and institutions) and buyers (informa-
tion brokers, institutions, and individuals). Every par-
ticipating citizen would be assigned an NIA with a
unique identifier number and barcode symbol. The
NIA would help individuals keep track of who is using
their information by informing the account whenev-
er the individual’s name is sold as part of a basket of
information. Every secondary use of personal infor-
mation must be authorized by the individual at some
point and an NIA informed (and credited if
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Social and Legal Issues
* People should not be allowed to sell a basic right.

* Property is regressive; only the rich and powerful would benefit (equity).

* A revolution in American property law would be required.

* Government privacy regulation is required, as in auto safety, because
markets do not respond to social and individual needs for privacy.

Economic Issues

* An NIM would raise business transaction costs and inhibit trade.

* An NIM would experience high administrative costs.

* Individual privacy leads to market fraud; there is too much privacy already.

tion fiduciaries could be recruited
from the ranks of information supera-
gencies and local credit and informa-
tion bureaus.

Would governments have to pay for
information thev need to administer
programsr Generally, no. The concept
of an NIM applies (ml\ to secondary
and tertary uses of information. The
information collected by the govern-
ment in the course of conducting busi-
ness with citizens could be used to

Figure 5. Issues in and objections to market-based privacy

required). The greatest threat to individual privacy—
use of personal information by organizations without
the knowledge or consent of the individual—would
be minimized through NIAs, because to use personal
information without consent would be a crime, just as
the appropriation of another’s tangible property is a
crime.
The NIA has several purposes:

¢ Personal accounts—Ilike bank accounts—ensure
that some percentage ot the purchase price of
information sold on the market is returned to
individuals as revenue to compensate them for
their cost of dealing with privacy invasion.

* No commercial unsolicited mail could flow
through the system without a unique NIA identifi-
er barcode, permitting automatic crediting of NIA
accounts.

* A complete computer-based audit trail for person-
al information would be available for commerce—
a long-sought objective of privacy reformers [4].

Citizens calling a toll-free number could find their
account balances and perhaps trace the flow of infor-
mation about themselves (e.g., how did Brown Harri-
man Investment Banking, which just contacted me
through an unsolicited phone call, get my bank bal-
ance information from the Bank of New \ork. ). An

NIAC could empower individuals to trace the flow of

information about themselves.

From a societal point of view, it is only through
national accounts that external costs of an informa-
tion-driven economy are properly internalized. From
an individual point of view, an NIA restorcs some
measure of real control-—and the subjective percep-
tion of control and order—to the tlow of informa-
tion.

Because most people would not have the time or
interest to participate directly in information mar-
kets, a role would emerge for information fiduciaries,
or agents acting on their behalf who assume certain
legal responsibilities. Like banks, they would accept
deposits of information from depositors and seek to
maximize the return on sales of that information in
national markets or elsewhere in return for a fee, pos-
sibly a percentage of the total returns. Such informa-

administer programs without cost.

However, if a government sells the

information to third partics or secks
information from sources outside government pro-
grams, it would be trcated as simply another market
participant, pay for information received, and be
compensated for information sold. In either event,
individual citizens would receive a fair percentage of
these transactions. For law enforcement and national
security purposes, these restrictions could be waived.

Objections

I have presented the same ideas that are in this arti-
cle to market research and advertising executives, pri-
vacy policy advocates, privacy scholars, and social
science scholars from the fields of economics, sociol-
ogy, and political science. While there is much sup-
port for these ideas, surprisingly. market rescarch,
advertising executives, and others have raised objec-
tions to the notions that individuals should own their
personal information and that NIMs based on trad-
ing personal information would advance the cause of
privacy (see Figure 5).

Lets look at each of these issues:

* Selling a basic right. In the existing unfair informa-
tion markets, individuals give up or lose control of
their personal information as a matter of course every
day, sometimes under threat of not receiving a bene-
fit. Surely these same individuals could charge for this
information, which they currently give away or have
stripped away without violation of any Constitutional
privilege. It is by no means clear that “privacy” is an
unqualitied Constitutional right. The Constitution
only explicitly protects the privacy of onc’s papers
and personal effects; this protection is generally inter-
preted by the Supreme Court as the privacy of one’s
home. The Constitution makes no mention of per-
sonal information in one’s data image, although
many legal scholars believe such privacy can be
inferred {rom the Constitution and its history. In any
event, people can and do choose to give up their
Constitutional rights under selected circumstances all
the time. For instance, people may choose to give up
some freedom of speech to achieve greater social har-
mony.

* An inequitable property regime. The property
regime is regressive and meqlutal)le In an NIM,
some people will sell their privacy, the poor more
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than the rich. Rich people may receive much more
for the right to invade their privacy, but because they
are rich, most will not care to sell their privacy and
most will charge excessively high prices, ensuring a
nonsale, or simply withdraw from the market to pre-
serve their privacy. Information from middle-income
groups will be in high demand, and these individuals
will seek out the best prices.

The ability of large information-using institutions
to dominate the proposed new NIM is also dubious.
As it now stands, individuals have no institutions to
represent their interests in the existing information
market. Professionally operated local information
depository institutions would be a powerful econom-
ic and legal representative for individuals. It is likely
that existing consumer banking corporations would
be capable of and interested in becoming local infor-
mation depositories. In this manner, individuals
could be as well represented in the information mar-
ket as they are in financial markets by such giants as
Merrill Lynch and Citibank. Currently, individuals
have no such protection at all in the existing infor-
mation markets.

Finally, to those who argue that property is an elit-
ist institution incapable of protecting the rights of
people who own no property, I agree that property is
not equally distributed. Nevertheless, everyone pos-
sesses information about themselves that would be
valuable under some circumstances to others for
commercial purposes. Everyone possesses his or her
own reputation and data image. In this sense, basing
privacy on the value of one’s name is egalitarian.
Even the poor possess their identity. In the current
regime of privacy protection, not even the wealthy
can protect their personal information.

The point is that overall privacy invasion will
decline and there will be a net increase in privacy
because the cost of invading privacy will go up. Peo-
ple will have a greater understanding of the flow of
information in the society (the NIM would make it
visible), the flow will be more institutonalized and
less secret, and they will experience more control
over the fate of their own information. The concept
of a market includes the potential to withdraw to
totally protect one’s privacy.

* A revolution in property law. No revolution in
American property law is required to support an NIM
or the ownership of one’s personal information. On
the contrary, the connection between privacy and
property has strong historical precedents [2]. Prop-
erty law is quite flexible in recognizing value in a vari-
ety of tangible and intangible assets, including one’s
personal image. Personal information—from genetic
codes to credit history to medical information—has
many of the key characteristics of property as defined
in American law and in the Hohfeldian theory of
property [1, 10]. For instance, since the 19th century,
the courts have recognized the claims of celebrities to
a property interest in their photographic images and
the right of celebrities to seek compensation whenev-
er such an image is used for a commercial purpose.
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What is needed is the extension of a property interest
to the digital data images of ordinary individuals.
Today’s “data images” of individuals have as much
resolution as many photographic images. How can a
property interest be granted to protect photographic
images but not extend to data images?

* More regulation. Government regulation is
required to achieve satisfactory levels of privacy. One
theory of government is that government is required
by the failure of markets (e.g., to regulate natural
monopolies or to correct asymmetries in information
by forcing disclosure of information, as in financial
markets). Yet another theory holds that markets fail
when governments regulate [20]. Many privacy advo-
cates argue for more regulation, more laws, more
enforcement agencies, and more standards being
imposed on everyone [4, 6, 12]. With some notable
exceptions, described earlier, the regulatory
approach to privacy has not worked well [19].

Would markets work any better to protect privacy?
Social policy analysts may well question whether mar-
kets can solve the problem of privacy invasion any
better than markets solved the problem of automo-
bile safety. For instance, auto makers did not
respond well to market demands for such automo-
bile safety features as air bags. Rather, the solution
was regulated by government. Also, in a “free mar-
ket,” wouldn’t large institutions dominate the terms
of transactions?

Our approach is empirical, not dogmatic. While
automobile safety is a visible threat to people, and no
doubt important, protecting one’s property and
ensuring a fair return on one’s assets is a proven moti-
vator in free economies. Told that personal informa-
tion is an asset worth real money in an NIM,
individuals might easily be convinced to demand a
proper institutional foundation for ensuring a fair
return on their assets. And there is some reason to
believe individuals pursuing their own self-interest
can protect their assets over the long term better than
governments can. Morcover, auto safety features—as
manufacturers pointed out—generally meant money
out of pocket for consumers. An NIM—properly
structured—should mean money info the pocket for
millions of people, or at least a sense of justice. There
is indeed a proper role for government, namely
ensuring that the NIM operates fairly.
¢ Increased transaction costs. Those who argue that
transaction costs would rise and inhibit trade are igno-
rant of the enormous cost of the existing set of
arrangements, under which individuals have lost vir-
tually all control over their personal information and
are therefore included in marketing databases in
which they do not want to be and from which they do
not want to receive information. Nevertheless, owners
of marketing databases send (or call) millions of indi-
viduals substantial information, most of which is
promptly tossed out or ignored, causing a waste of bil-
lions of dollars. For instance, according to the Direct
Marketing Association in New York, about 14.5 billion
catalogs were distributed to homes in 1994
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Researchers have found that 75% of these catalogs are
tossed out within five seconds of receipt. Millions ot
telephone solicitations are also ignored. The precise
cost of the wasteful system of nonconsensual databas-
es is unknown, but it may approach $50 billion annu-
ally, adding significantly to market transaction costs.
Much of this waste could be avoided in a market-based
system of privacy because only consensual databases
would exist. Consensual databases could be based on
individual ownership of personal information, and
they could be operated for pennies per transaction.
For this reason, many marketing and advertising exec-
utives support consensual databases.

¢ Costly NIM operations. The costs of operating an
NIM should be much less than the costs of operating
credit card or debit card systems. Owners of personal
information would voluntarily submit, correct, and
update information; users of personal information
would make inquiries to national repositories to iden-
tify individuals and costs, then submit payments to
individuals for using their information via the same
route. The record complexity would be quite low
compared to that of, say, credit or debit record sys-
tems. The costs of operating a system of NIMs may
well be less than the waste generated by the existing
system.

An NIM will be selfsupporting, based on fees

charged to market participants. As it turns out, infor-
mation technologies are marvelously efficient and
powertul at keeping accounts and useful in creating
electronic markets involving huge transaction vol-
umes for pennies per transaction.
* Too much privacy already. Some economists ana-
lyzing privacy have reached opposite conclusions
from ours [9, 20]. Some legal scholars, writing from
an economic perspective, argue that too much pri-
vacy has been accorded individuals and that the
property right to personal information should be
assigned “away from the individual where secrecy
would reduce the social product by misleading the
people with whom he deals” [15]. In this view, pri-
vacy is an intermediate—not ultimate—value; priva-
cy is not a necessary utilitarian condition for
contemporary society and indeed may interfere with
transactions insofar as the claim to privacy is tanta-
mount to claiming the right to deceive others in the
market [15]. For Posner, more privacy—not less—
should be accorded businesses that, in this view,
require secrecy to perform entrepreneurial func-
tions. These views, while interesting, fail to account
for the negative information externalities inherent
in the new information age. These views also fail to
recognize the noneconomic functions of privacy
(e.g., political freedom and liberty) that contribute
to social welfare.

Some economists have attacked the remedy for
external costs we and other economists propose for
controlling pollution—namely to tax the polluters in
proportion to the damage they cause rather than reg-
ulate them. R. H. Coase [5] argues that if a manufac-
wurer damages a neighbor’s property, creating an

external cost not accounted for by the manufacturer
in its pricing schedule, it may make more economic
sensc to move the neighbor rather than tax the man-
ufacturer. To tax the manufacturer in an amount
equal to the damage to neighboring property could
result in reducing the overall welfare when compared
to the simple expedient of removing the damaged
neighbor or striking a bargain with local home own-
ers (e.g., fixing their homes or cars injured by pollu-
tion). Moreover, Coase argues that taxing the
polluter does not alter the overall distribution of
resources but instead reduces the efficiency of society
as a whole. This argument makes little sense when
applied to either privacy invasion or to environmen-
tal pollution on a massive scale. How do you move
away from privacy invasion and avoid experiencing
the costs? The argument makes even less sense if the
risks are life-threatening, catastrophic, or injurious to
liberty in some general sense.

Under a regime in which individuals own their
personal information, transaction costs may rise but
only as far as necessary to pay for the cost of invading
privacy. An NIM raises the cost of using personal
information for reasons other than those for which it
was gathered. This added cost discourages the obnox-
ious use of information that could undermine the
foundations of a free society if left unchecked. There
should be no free lunch when it comes to invading
privacy. An NIM will result in less use of unsolicited
communications—a key source of privacy concerns.
Many other obnoxious uses of personal information
will also decline. But an NIM will also lead to cost sav-
ings as firms use the latest technology to target their
communications to smaller groups, devise new ways
to market products and get market information, and
compete with one another on their privacy-related
corporate practices. Overall social welfare will
increase.

Although the principal privacy enforcement mech-
anism would be market forces rather than a regulato-
ry agency, cven markets need oversight to ensure
efficiency and standards. The functions of a Federal
Information Commission (FIC) would be similar to,
but go bevond, the traditional Data Protection
Agency structured along the European and Canadian
models; it would have more in common with the U.S.
Securities and Exchange Commission. FIC functions
would include:

¢ Creating and monitoring the NIM

* Conducting system and participant audits

* Developing data quality standards and expecta-
tions

* Developing privacy metrics

¢ Gathering and publishing statistical reports

e Conducting educational programs in schools

* Advising Congress and the executive branch on
information matters

IS professionals in a democracy are obligated to
help individuals and society achieve the level of pri-
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vacy required for the preservation ol democracy. IS
professionals are also obliged to their employers to
achieve efficiencies in administration, possibly requir-
ing extensive use of personal information. Such
obligations do not necessarily conflict, and there are
several opportunities for professionals to positively
influence their resolution. We can do the following:

e Ensure that our professional associations (the
ACM and the Data Processing Managers Associa-
tion (DPMA) develop public policies on privacy
and clarify the obligations of protessionals;

¢ Encourage organizations that claim to represent

and speak tor IS professionals in Washington (like

Computer Professionals for Social Responsibility)

to consider new ways to achieve privacy, aside from

the traditional methods of more regulation and
more bureaucracy, in the form of a Data Protec-
tion Commission and the like;

Encourage our emplovers to devise policies that

do not demean the individual’s control over per-

sonal private information and that may compen-
sate individuals for use of such information;

¢ Encourage our emplovers to compete on privacy
much as Citibank and L.L. Bean do in their adver-
tising, which promises individuals a measure of
control over the information they give to these
organizations. In the long run, establishing rela-
tmnshlps of trust with customers about thcu per-
sonal information will have strategic business value
and restore some measure of control to individuals.

conclusion

The deals cut in the first regulatory generation of pri-
vacy legislation—segregating files by function; pro-
hibiting secondary uses of informatnon without
“informed consent”; establishing individual rights vis-
a-vis record systems, management accountability, and
due process rules—were steps along the road to civi-
lized management of information in a digital age.
Nevertheless, technology, cconomics, and organiza-
tional behavior have vitiated the strength of the reg-
ulatory approach. There is too much money, political
gain, and burcaucratic advantage to allow the regula-
tory approach to work by itself.

It privacy is to be taken seriously as a public value,
the solution is to rely on more powerful and less
wasteful mechanisms, like markets, to reduce privacy
invasion. As things stand, there is much more unso-
licited invasion of privacy than is tolerable, socially
efficient, or politically wise. The current situation
costs corporations billions of dollars in waste as they
pour money into privacy-invading marketing and
authorization techniques. Millions of dollars’ worth
of junk mail is tossed without being opened; millions
of telephone solicitations are cut off in mid-sentence;
market researchers are refused vital information by
disgusted and fearful consumers; millions of faulty
credit authorizations are issued based on poor data
quality; and public cynicism about the information
tracdle is growing. All this suggests a polluted, even
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toxic, information environment. A powerful way to
clean our information environment is through a mix-
ture of market and regulatory mechanisms. O
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