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An Adaptive Write Buffer Management Scheme for Flash-Based SSDs
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Solid State Drives (SSD’s) have shown promise to be a candidate to replace traditional hard disk drives. The
benefits of SSD’s over HDD’s include better durability, higher performance, and lower power consumption,
but due to certain physical characteristics of NAND flash, which comprise SSD’s, there are some challenging
areas of improvement and further research. We focus on the layout and management of the small amount
of RAM that serves as a cache between the SSD and the system that uses it. Of the techniques that
have previously been proposed to manage this cache, we identify several sources of inefficient cache space
management due to the way pages are clustered in blocks and the limited replacement policy. We find that in
many traces hot pages reside in otherwise cold blocks, and that the spatial locality of most clusters can be fully
exploited in a limited time period, so we develop a hybrid page/block architecture along with an advanced
replacement policy, called BPAC, or Block-Page Adaptive Cache, to exploit both temporal and spatial locality.
Our technique involves adaptively partitioning the SSD on-disk cache to separately hold pages with high
temporal locality in a page list and clusters of pages with low temporal but high spatial locality in a block list.
In addition, we have developed a novel mechanism for flash-based SSD’s to characterize the spatial locality
of the disk I/O workload and an approach to dynamically identify the set of low spatial locality clusters.
We run trace-driven simulations to verify our design and find that it outperforms other popular flash-aware
cache schemes under different workloads. For instance, compared to a popular flash aware cache algorithm
BPLRU, BPAC reduces the number of cache evictions by up to 79.6% and 34% on average.
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1. INTRODUCTION

Solid state drives (SSD’s) are set to supplant traditional hard disk drives (HDD’s) in
nearly every domain of storage computing, from server applicationsto home desktops
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Table I. Compare SSD and HDD [Western Digital 2008; Intel 2009; Shimpi 2009]

Intel X-25M Western Digital
G2 SSD VelociRaptor HDD

Technology NAND MLC Flash 10k RPM Platters
Capacity (GB) 160 300
Cache Size (MB) 32 16
Energy Consumption 0.15/0.75 4.53/6.08
(Idle/Maximum Watts)
Operating Temperature (C) 0-70 5-55
MTBF (hours) 1,200,00 1,400,00
Shock Resistance 1500 g, 0.5 ms 300 g, 2 ms
Latency (μs) 65-85 3000
Acoustics (dBA) 0 29-34
Sequential R/W (MB/s) 257.5/78.1 120.8/120.2
Random R/W (MB/s) 58.5/34.5 0.68/1.59
Price (USD) 440 [Newegg 2009a] 230 [Newegg 2009b]

to MP3 players. These drives are predominantly made from banks of NAND flash
memory, and though significantly different from platter drives, are exported to the OS
as simple block devices. As prices have dropped over 100x in the last 5 years [Mason
2009], consumer interest is growing in many markets since SSD’s have many inherent
benefits over HDD’s.

From a reliability standpoint, solid state drives have no moving parts, no mechanical
wearout, and are silent, heat resistant, and shock resistant. Solid state drives also ex-
hibit astoundingly good performance for synthetic random workloads when compared
with traditional hard drives, and equivalent or better performance for sequential work-
loads. Though the price per Gigabyte remains in the HDD’s favor, the gap is somewhat
narrowing. Table I shows some of the more salient differences between the two storage
devices. Compared in this table are two high-performance drives, representative of the
current top-of-the-line consumer-level offerings from both technologies. The Western
Digital VelociRaptor [Western Digital 2008] is a 10,000 RPM hard disk drive aimed at
the home enthusiast market and is one of the highest benchmarking drives at its price
point. The Intel X-25M [Intel 2009] has the potential for a much larger niche, being
eminently important for OLTP and other server applications due to its outstanding
random I/O performance. On the Intel SSD, random reads are roughly 86 times faster
and random writes are about 21 times faster when compared to the Western Digital
HDD. Clearly, solid state drives represent a fundamental leap in performance at the
storage level.

The swift and almost inevitable rise to ubiquity notwithstanding, SSD’s do suffer
from several performance quirks arising from the physical nature of NAND flash and
architectural constraints of their controllers. The most notable problems include: the
inability to modify data in-place, read/write performance asymmetry, and slow and
constrained erase functionality. There have been a wealth of techniques developed to
circumvent these issues, including work at the Flash Translation Layer (FTL), new
caching mechanisms, and new ways to exploit the parallelism of the flash device. Our
work presented in this article falls into the area of caching.

The on-disk write cache works as a buffer in-between the disk interface and the
FTL. The actual commitment of writes, which happens at buffer replacement, is the
major cause of the write latency. To be specific, upon a write request, the FTL writes
the new data on a clean flash page and marks the old data as invalid; when there are
insufficient clean pages, the FTL executes a process commonly referred to as “garbage
collection” in order to free the flash pages with invalid data. Thus, a good flash-aware
write cache scheme should absorb repeated writes, so as to reducing the number of
cache destages, and should reform random workloads and export them to the FTL as
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sequential, which minimizes the chance or the overhead of expensive garbage collection
processes. Among the various flash-aware disk cache management schemes in the
literature, BPLRU [Kim and Ahn 2008], FAB [Jo et al. 2006], and CLC [Kang et al.
2009] are the most representative. By carefully examining the ways these schemes
organize data structures in the cache and the schemes they use to perform cache
replacement, we found that there exist a few problems that may cause inefficient use
of the cache space, which can result in unnecessary cache destages and low level of
spatial locality.

In this paper, we present a novel cache management scheme, called Block-Page
Adaptive Cache (BPAC), for buffering write requests to the SSD in the small RAM
portion of the drive. Specifically, our contributions include the following.

—A new cache data structure, Dual-list, is proposed to partition the SSD on-disk cache
space into a page-based list and a block-based list for buffering write requests, and
we show that this particular architecture uses cache space more efficiently compared
to the pure block-based list, which is commonly used in existing schemes.

—We develop a new metric (BIRD) to evaluate the spatial locality of SSD I/O workload.
—We present an approach adaptive to different workloads to dynamically differentiate

the low spatial locality clusters from high spatial locality ones. For the former ones,
we develop a replacement policy that makes differential treatments based on access
patterns. We find that the combined architecture and replacement policy achieves
better performance compared to existing flash-aware schemes. For instance, our
simulation experiments show that, compared to BPLRU, BPAC reduces the number
of cache evictions by up to 79.6% and increases the average destage size of cache
evictions by up to 350%.

The rest of the article is organized as follows. Section 2 gives a brief overview of the
physical design of SSD’s along with the architectural and major software techniques
used to ameliorate its shortcomings. In Section 3, we discuss the potential problems
of previous flash-aware cache schemes and derive our BPAC’s design guidelines. In
Section 4 we discuss BPAC’s design in detail. We analyze its performance with respect
to other proposed flash-aware caching policies in Section 5, and summarize popular
traditional cache policies and the flash-aware ones as well as the other SSD-related
techniques in Section 6, and then conclude with our final comments in Section 7.

2. BACKGROUND

2.1. NAND Flash and SSD Architecture

In general, the data retention of NAND flash memory is done by the charge trapped
in the floating gate of the flash cell, and the amount of charge determines the logical
level of a certain cell. According to the maximum number of levels defined when the
data are retrieved, there are two primary types of NAND flash memory: Single-level
cell (SLC) and Multi-level cell (MLC). As one would expect, single-level cell flash stores
one bit per transistor, while multi-level cell flash stores multiple bits per transistor.
MLC is one of the efforts made for increasing the storage density of the flash. Among
the others, the 20nm technologies [Intel 2010; Eetimes 2010; Engadet 2010] that have
merged this year (2010) push the capacity per chip up to 32GB.

The NAND flash by itself exhibits relatively poor performance. The high performance
of an SSD comes from leveraging a hierarchy of parallelism. At the lowest level is the
page. I/O read and write requests are sent in terms in pages, which are typically on
the order of 4 kB. Erase operations operate at the block level, which are sequential
groupings of pages. A typical value for the size of a block is 64 or 128 pages. Further
up the hierarchy is the plane, and on a single die there could be several planes. Planes
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Table II. Parameters of a Samsung 4 GB
Flash Module [Agrawal et al. 2008]

Page Read to Register 25 μs
Page Program from Register 200 μs
Block Erase 1.5 ms
Serial Access to Register 100 μs

operate semi-independently, offering potential speed-ups if data is striped across sev-
eral planes. Additionally, certain copy operations can operate between planes without
crossing the I/O pins.

An upper level of abstraction, the chip interfaces, free the SSD controller from the
analog processes of the basic operations, that is, read, program, and erase, with a set
of defined commands. NAND interface standards includes ONFI [ONFI 2010], BA-
NAND [ONFI 2010], OneNAND [Samsung 2010], LBA-NAND [Toshiba 2010], etc.

Although SSD’s show some promise including good read performance and low power
consumption, they do have inherent drawbacks resulting from NAND flash architec-
ture, particularly the slow erase times at block-level granularity, lack of overwrite
capabilities, read/write asymmetry, and wear-out from repeated accesses. As shown in
Table II, an erase operation is over 7 times slower than a write operation; reading to reg-
ister is 8 times faster than programming a register. To address these challenges, there
have been many approaches working on the garbage collection process, wear-leveling,
logical to physical mapping scheme, etc., as well the on-disk cache management scheme.
Two of these important techniques, FTL and flash-aware cache schemes, are described
in next two sections.

2.2. Flash Translation Layer

An SSD exports itself as a block device by adopting a software layer called Flash
Translation Layer (FTL) in between the host interface and raw flash memory. FTL is a
key component of an SSD in that it not only is responsible for managing the “logical to
physical” address mapping, but it also works as a flash memory allocator, wear-leveler,
and garbage collection engine. The two functionalities most related to on-disk buffer
schemes are mapping and garbage collection; we discuss both subjects in this section.

2.2.1. Mapping Schemes. The mapping schemes of FTL’s can be classified into two types:
page-level mapping, with which a logical page can be placed onto any physical page;
or block-level mapping, with which the logical page LBA is translated to a physical
block address and the offset of that page in the block. Since with block-level mapping,
one logical block corresponds to one physical block, we refer to a logical block on a
physical block as a data block. As the most commonly used mapping scheme, Log-block
FTL’s [Rosenblum and Ousterhout 1992] reserve a number of physical blocks that are
not externally visible for logging pages of updated data. In log-block FTL’s, block-level
mapping is used for the data blocks, while page-level mapping is for the log blocks.
According to the block association policy (how many data blocks can share a log block),
there are mainly three schemes, block-associative sector translation (BAST) [Kim et al.
2002], fully-associative sector translation (FAST) [Lee et al. 2005], and set-associative
sector translation (SAST) [Kang et al. 2006]. In BAST, a log block is assigned exclusively
to one data block; in FAST, a log block can be shared among several data blocks; SAST
assigns a set of data blocks to a set of log blocks.

2.2.2. Garbage Collection Process. In the context of log-block FTL’s, when free log blocks
are not sufficient, the garbage collection process is executed, which merges clean pages
on both the log block and data block together to form a data block full of clean pages.
Normally this process involves the following routine: read clean pages from the log
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Table III. Overhead Difference among Full Merge, Partial Merge and
Switch Merge

Full merge Partial merge Switch merge
Clean page reading N Nc 0
Page programming N Nc 0
Block erase 2 1 1

N stands for the number of pages per block; Nc means the number of
clean pages in the data block.

block and the corresponding data block(s) and form a data block in the buffer; erase
the data block(s) and log block; program the data on a clean physical block (block that
contains no data at all). Sometimes the process can be quite simplified: if we consider
a log block that contains all the clean pages of an old data block, the log block can just
replace the old data block; the old data block can be erased, making one clean physical
block. We refer to the normal process as full merge and the simplified one as switch
merge. A Partial merge happens when the log block contains only (but not all) clean
pages of one data block, and the garbage collection process only requires that the rest
of the clean pages get copied from the data block to the log block. Afterwards, the log
block is then marked as the new data block and the old data block gets erased.

To make a quantitative view of the overhead of different merge routines, Table III
compares the numbers of clean page reading, page programming, and block erase,
which are involved in garbage collection routine of the BAST FTL. The former two are
in the order of number of pages, and the last one is in number of blocks.

2.3. Flash-Aware Cache Schemes

The FTL presents an SSD with an HDD interface to the host system and conducts
garbage collection, wear-leveling, and mapping, all of which cause additional overhead.
To address the extra complexity of the FTL as well as the read/write asymmetry and the
erase penalty, an on-disk cache is needed that takes SSD features into account. Due
to read/write asymmetry, where reads are much faster than writes, it is considered
more cost-effective to dedicate the small space of on-disk buffer exclusively for writes
to reduce overall latency. Among the various flash-aware cache schemes, BPLRU, FAB,
and CLC are the most representative ones:

BPLRU or block-level LRU [Kim and Ahn 2008]. This scheme is proposed to exploit
the spatial locality of the workload by grouping pages that belong to the same data
blocks (the following two schemes do this as well) into page clusters and ordering the
clusters in an LRU fashion; the recency of a cluster depends on the most recently ac-
cessed page of the cluster. BPLRU’s replacement policy is simple: the clusters on the
very end of the LRU list are considered to have the least temporal and spatial local-
ity, and as such, evicting such clusters is reasonable. BPLRU also detects sequential
pattern clusters and evicts them as soon as cache space is needed.

FAB or Largest Cluster [Jo et al. 2006]. This scheme maintains a list of page clusters
sorted by their size in the cache, and the largest cluster is always the replacement
victim. Using this replacement policy, more cache space is expected to be made while
it is needed by the new pages, and thus the number of cache destages can be reduced.

CLC or Coldest and Largest Cluster [Kang et al. 2009]. It is a mixture of block-level
LRU and FAB: the cluster list is manually partitioned into a “size-independent” region
for clusters of high locality, which are ordered in an LRU fashion; a “size-dependent”
region of low locality clusters ordered by the size. Clusters get evicted only if they are
the largest of the clusters in the size-dependent region. The ratio of the number of
clusters in the size-independent region to the total number of clusters is denoted as α.
For comparison purposes, these same terms are used in this article.
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3. MOTIVATION AND DESIGN GUIDELINES

In this section, we discuss the potential problems of the popular flash-aware on-disk
cache schemes. We find most problems are rooted in the ways that locality is exploited.
We conclude this section with a list of guidelines for our cache scheme design.

3.1. Potential Problems of Flash-Aware Schemes

Pure Block-Based List. With this data structure, both temporal and spatial localities
determine the recency of clusters. Consider a cluster containing a small number of hot
pages and mostly cold ones (for single pages, hot/cold refer to the temporal locality).
The spatial locality causes pages to be grouped together, while the temporal locality,
which is represented by the repeated accesses to the hot pages, will keep updating the
recency of a cluster. Thus, the cold pages will stay in the cache with the hot ones if they
belong to the same block, causing a waste of cache space.

Early Eviction. One major problem of FAB is that it does not protect the clusters that
have high temporal or spatial locality from being evicted. Take the spatial locality for
an example: In a sequential access stream {64, 65, 66, . . . . . . ,127}, assuming a data
block is 64 pages (we hold this assumption all throughout this article), a cluster of
block #1 is formed; if this cluster is evicted before the page 127 is added-in, one new
cluster of the same block will be formed by the rest pages. We call this situation an
early eviction. Avoiding this condition makes the FTL log the pages in the cluster in
one log block, and the chance of switch merge increases. But for early eviction, the FTL
may log it in one log block, and if the garbage collection process is executed on this log
block before FTL logs the subsequently formed cluster in the same log block, a costly
partial or full merge is inevitable. For the FAB scheme, when the cache size is small
and the spatial locality of the clusters can not be fully exploited, FAB’s replacement
policy of picking up the largest cluster would cause early evictions [Jo et al. 2006; Kang
et al. 2009].

Efficiency of the LRU Replacement Policy. This is one major drawback of BPLRU.
Considering the LRU-order cluster list (BPLRU), the set of clusters in the least recently
used region (tail) may be assumed to have the same “coldness” and the temporal and
spatial locality can be considered minimal. Thus, selecting the largest one in such a
region can make more room than selecting the cluster on the exact end of the list,
for future residents as well as the hot ones on the MRU (Most Recently Used) region,
without compromising the hit ratio or causing early evictions. This situation is also the
reason why CLC applies the Largest Cluster policy on its size-dependent region.

Non-adaptiveness in the partitioning scheme. By experimental trials with the work-
load, the CLC scheme finds out the optimal proportion (1 − α) of the size-dependent
region upon which the largest cluster policy is applied; and the tuned α remains invari-
ant throughout the workload. As said in Kang et al. [2009], accurately identifying the
size-dependent region is crucial: if its size is smaller than the optimal, CLC regresses
towards BPLRU; if its size is larger than the optimal, CLC will have the early eviction
problem as FAB does. As we will show in Section 5, the optimal proportion depends on
the workload as well as the size of cache space, and thus deciding it with experimental
trials is not applicable in real-world practice.

3.2. Design Guidelines

Given the above potential problems we have described, we have the following design
guidelines to be used in the development of BPAC.

Decouple the Temporal Locality with the Spatial Locality. To solve the problem of the
pure block-based data structure, we intend to detach the hot pages with the cold ones,
so that the two localities can be treated separately.
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Fig. 1. BPAC overview.

Automatically Determine the Size-Dependent Region. In order to apply the largest
cluster replacement policy on the clusters of which the spatial locality is already fully
exploited, we need to first identify those clusters (the size-dependent region) with an
dynamic method of estimating the spatial locality, instead of manually tuning the
parameters as in CLC.

Differential Treatments for Various Access Patterns. There are mainly three kind of
access patterns: sequential, looping and random, which show different characteristics
on the spatial locality. Sequential patterns have a short inter-reference distance. Once
a sequential cluster is “full” (containing all pages of the corresponding data block), its
spatial locality can be considered fully exploited. Looping patterns are simply repeated
sequential patterns, but they are different from hot pages in the random pattern in
that the repeatedly accessed pages of a looping pattern have the same hotness, and due
to its high spatial locality, a looping pattern should be considered as a whole. A random
pattern’s spatial locality is less predictable, so a method of measuring and estimating
its spatial locality is needed.

4. BPAC ARCHITECTURE AND DESIGN

In this section, we follow our guidelines to propose a hybrid adaptive write buffer
management scheme for SSD’s called BPAC (Block-Page Adaptive Cache).

An overview of the system structure is depicted in Figure 1(a). The SSD’s host
interface receives block I/O requests from the host system, the BPAC scheme takes
charge of buffering the write requests and managing the cache, and beneath BPAC,
the FTL receives the cache destages from BPAC and handles the actual page writes on
flash memory. Specifically, we propose the following three techniques of BPAC.

—To decouple temporal and spatial locality, we adopt a new data structure, dual-list,
which consists of a page-based list (p-list) to hold the hot pages for exploiting the
temporal locality and a block-level list (b-list), in which pages of the same data block
get grouped into clusters, to exploit the spatial locality. See Figure 1(a) for details.

—We derive the duration of the temporal and spatial locality of pages and clusters by
an online workload monitor. We use this method and its estimations to automatically
partition the cache space, solving the nonadaptiveness problem that exists in CLC.

—The victim selector detects various access patterns and applies different replacement
policies based on the detected pattern.

ACM Transactions on Storage, Vol. 8, No. 1, Article 1, Publication date: February 2012.



1:8 G. Wu et al.

Fig. 2. X axis is time grouped into 20 epochs, Y axis is block number. The “hotter” a block is, the lower its
average temporal distance, which is reflected by the gray scale (darker).

4.1. Workload Analysis and the Motivation for Dual-List

We wish to know if clustering solely by block, as in BPLRU, leads to poor cache utiliza-
tion. If a cold page gets accessed while a hot page from the same block is in the cache
(or vice versa), the cold page has the danger of being “dragged along” by the nature
of pure block-based caches. For our analysis, we look at two popular traces, Financial
1 and 2 (F1, F2) from the UMASS Trace Repository [UMASS 2007], which are large
OLTP traces having write instructions on the order of 1 million.

To verify our assumption of poor cache utilization, we need to look at the “heat
distribution” of a representative block. We calculated the temporal locality at block
level, and plotted a 2-dimensional histogram in Figure 2, showing the “heat” of blocks
over epochs of time. The horizontal lines represent blocks with high locality regardless
of time. The diagonal lines are series of sequential accesses, which have low temporal
locality, as shown by the gray scale in one epoch and the absence of that gray scale
in the next epoch. MRU (Most Recently Used) is the optimal policy for low locality
sequential accesses. Also, the parallel diagonal lines represent looping patterns. The
rest of the accesses (the dots) are blocks with high locality at certain times and low
locality at other times. LRU can be applied effectively to these types of accesses. The
heat maps show that both traces offer a mix of different types of locality.

To avoid to the task of setting an arbitrary point at which to call a page hot or cold,
we found it useful to rank pages by hotness. Thus, we sidestep the issue since it is
easier to say that one page is hotter than another page, instead of trying to define a
page’s hotness in some objective, universal sense. We decided to rank by both average
temporal distance and by frequency. Ranking by temporal distance means that the page
with the lowest average temporal distance between accesses is ranked first, and the
page with the highest reuse distance is ranked last. Frequency is more straightforward,
with pages ranked by how frequently they were used in the trace.

We decided to investigate how many unique blocks the hottest pages use up. If hot
pages reside in otherwise cold blocks, then the hottest pages will be spread out over
many different blocks. If not, relatively few blocks will house the hottest pages. Thus,
if we graph how many unique blocks are present for the x hottest pages, we can get an
accurate depiction of how spread out the heat is, and if clustering by block will keep
unwanted cold pages in the cache.

From Figures 3(a) and 3(b), we can see that hot pages are spread out among many
different blocks. The hottest pages reside in many blocks, shown by the steepness of
the curves at the leftmost part of the graphs. Cold blocks are spread out over the same
blocks that contain hot pages, shown by the flat regions on the middle and rightmost

ACM Transactions on Storage, Vol. 8, No. 1, Article 1, Publication date: February 2012.



Adaptive Write Buffer Management Scheme for Flash-Based SSDs 1:9

(a) Financial 1 (b) Financial 2

Fig. 3. Number of unique blocks vs. ranked pages. Hottest pages reside in many blocks, shown by the
steepness of the curve at the leftmost part of the graph. Cold blocks are spread out over the same blocks
that contain hot pages, shown by the flat regions on the middle and rightmost parts of the graph. The “hot
blocks, hot pages” scenario represents an ideal case where the hot pages reside in a small number of blocks,
which is opposite to the actual observation represented by the blue and green curves.

parts of the graphs. Grouping by block only will bring along unwanted cold pages, since
very few hot pages actually reside in each block. It is clear that a scheme is needed
that can detach hot pages with cold pages yet still evict by cluster.

4.2. BPAC Data Structure: The Dual-List

In our BPAC scheme, the cache space is partitioned into two parts, as shown in
Figure 1(b), one for the p-list consisted of single pages, and the other for the b-list of
page clusters. P-list serves as the repository of pages with high temporal locality (hot)
ordered in an LRU fashion; b-list holds pages with low temporal locality (cold). The
b-list is further divided into size-independent (clusters with high spatial locality) and
size-dependent (clusters with low spatial locality) regions, in which the positions of
clusters are determined by recency and size, respectively.

Due to the fact that new incoming pages’ (cache misses) “hotness” is unknown,
they are first accommodated in the b-list, in which pages are always merged together
into a cluster if they belong to the same data block. It is commonly held that if a
page is accessed more than once, its temporal locality tends to be much higher than
pages accessed only once [Karedla et al. 1994]. Thus, in our design we consider the
“second” access (the first hit) as a sign of hotness. If a particular page in the b-list is
accessed again, this page is moved to the p-list. When a page’s “lifetime” of staying
in the p-list (the mechanism determining the lifetime is discussed in the next part)
expires, it is moved back to the b-list.

While the recencies of pages in the p-list are determined by their hits, the recencies
of clusters in the b-list are affected by both newly added pages or the “first hit” of the
hot pages of a cluster. Since BPAC keeps the hot pages in the p-list, the repeated (the
“second hit” and so on) hits are expected to happen mostly in p-list. Thus, the recency
of a cluster is determined by the first hit pages (spatial locality).

4.3. Flash-Aware Locality Metrics

For SSD’s, assuming a block-level mapping scheme common to most FTL’s, the spatial
locality of page accesses on different data blocks can be considered to be minimal. So
for a flash-aware cache scheme design, it is important to keep in mind that only the
spatial locality among pages of the same data block (intra-block) is meaningful. Hence
we introduce a new measurement BIRD or Block-level Inter-Reference Distance, to
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describe the spatial locality for SSD’s. In the context of flash devices, spatial locality is
about how close in virtual time the references are to the unique pages in the same data
block. We refer to this block-level inter-reference distance as BIRD. For example, if two
consecutive references to block #0 happens at time 10 and 34, respectively, then this
BIRD is (34 − 10 − 1) = 23; in an example access sequence {10, 13, 13, 4, 5, 8, 70, 75,
10, 64} (LBA’s), pages from two blocks (block #0 and #1) are accessed. For block #0, its
BIRD’s are {0 (10, 13), 0 (13, 4), 0 (4, 5), 0 (5, 8), 2 (8, 10)}; for block #1, its BIRD’s are
{0 (70, 75), 1 (75, 64)}. Note in Section 4.2, with dual-list, a cluster’s recency mainly
depends on the spatial locality, which is measured by BIRD.

To measure temporal locality, the traditional inter-reference gap or IRG is used, but
for comparison purpose, we refer to IRG as PIRD (Page-level Inter-Reference Distance).
For example, in this sequence, the PIRD of page 10 is 7, while the PIRD of page 13 is 0.

4.4. Locality Estimation and Adaptive Partitioning: A Distribution-Based Approach

Our BPAC scheme requires that the p-list and b-list share the cache space, and that the
size-dependent region is dynamically adjusted in the b-list. Both requirements demand
partitioning mechanisms, which we intend to make adaptive to various workloads.
Considering that the dual-list differentiates pages of high and low temporal locality,
and that the size-independent and size-dependent regions contain clusters of high
and low spatial locality respectively, we may measure the two localities, and from the
measurement results, we may have hints about the time/duration for a page to stay
“hot” or for the cluster to be “growing larger”.

4.4.1. Partitioning between P-List and B-List with PIRD Distribution. BPAC keeps the hot pages
in the p-list, however, most of the hot pages are only temporarily hot, and for these
kind of temporary hot-spots, there must be some method to determine their lifetime in
the p-list. We use the PIRD, which represents the interval of re-accesses to the same
page to quantify the temporal locality. Our speculation is that, if a page is repeatedly
requested by the application, such as when there are updates to some key data, the
access sequence may show certain regularity. For example, the intervals within the
sequence will tend to be stable; thus, the future accesses should also follow the same
interval. As a result, if a hot page has not been accessed for such an interval, it is highly
possible that this page’s temporary hotness is gone, and thus the page should be evicted
from the p-list. However, due to the interference among the access streams of different
applications, the variance within a single hot page’s PIRD sequence is found to be high:
to analyze the PIRD sequences of each hot page, Figure 4(a) plots the distributions of
the standard deviations of all hot pages’ PIRD sequences using the F1 trace, and as
shown in the figure, a large portion of hot pages (the “peak” in the distribution) have
deviations on the scale of 104. This observation implies that it is infeasible to use the
PIRD average of a single page to predict its future access interval.

To eliminate the impact of interference among access streams arising from the mix-
ture of workloads of various applications, we turn into the “overall” PIRD distribution:
by putting together the PIRD’s of all hot pages’ PIRD sequences, we have the distribu-
tion of the occurrence counts of all these PIRD’s. Although due to the interference, the
regularity of a single page’s PIRD sequence is compromised, with the overall distribu-
tion, we found that a set of PIRD values that contribute the most in the distribution
is within a short range starting at 0. In Figure 5(a), the overall PIRD distribution is
obtained with the entire F1 trace; as shown in the figure, a threshold of about 200
is enough to cover most of the distribution. The cause of this phenomenon is that, as
the main contributor of the overall distribution, the set of hottest pages tend to have
low PIRD’s: Figure 5(b) presents the correlation between the PIRD averages of the
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(a) PIRD standard deviation (b) BIRD standard deviation

Fig. 4. Distributions of the standard deviation of PIRD/BIRD sequences, with F1 trace. Y axis represents
the number of pages that have a corresponding PIRD or BIRD standard deviation value, which is marked
by X axis.
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Fig. 5. Overall PIRD Distribution Analysis. (a) is the histogram of PIRD value occurrence. (b) plots the
relationship between access frequency (Y axis) and average PIRD value (X axis); each dot represents a page.

hot pages and their frequencies (hotness) with the F1 trace; as the “hotness” increases
along the y axis, the corresponding PIRD average decreases.

Based on the above observations, if a small threshold is used as an estimation of
the upper bound of the access intervals of the hot pages, most of PIRD sequences are
expected to be covered. We refer to it as “PIRD thd”. If a hot page is not accessed for this
upper bound interval, the chance is minimal that there will still be more accesses to
this page in the near future. A series of overall distributions are sampled by collecting
the PIRD’s for each consecutive period (e.g., every 10k virtual time) of the workload,
and they are very similar to the overall distribution with the entire workload (Figure 5).
Upon such a series of distributions, a series of PIRD thd’s are located.

PIRD thd is found stable within each workload of the traces we used, and the stability
of PIRD thd allows it to be used as the predicted lifetime of the hot pages: PIRD thd is
derived from the last period’s overall distribution since the next period which will have
a similar PIRD thd, and thus most of the hot pages can be protected by the lifetime
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(a) F1 (b) F2

Fig. 6. BIRD Distribution Sparseness, with F1 and F2. The labels on X axis denote the interval of x% ∼
(x − 1)%, while the Y axis values are the (ym − ym−1) series.

determined by the former threshold. However, in catching up with the variance while
making predictions about the behavior of the workload, a trade-off has to be made on
the sampling period. With the F1 and F2 traces (as well as the other two traces used in
Section 5) containing write requests on the order of 1 million, we found that a sampling
period of 10k virtual time, which results in about a few hundred of samples, are good
for making such a trade-off.

4.4.2. Partitioning between Size-Dependent and Size-Independent Region with BIRD Distribution.
As proposed earlier in this section, we use BIRD sequence of a cluster as a metric
of measuring the spatial locality (how fast a cluster grows). The deviations of single
cluster’s BIRD sequences are high, as shown in Figure 4(b). Taking PIRD thd as an
analogy, we use the “BIRD thd” that covers the most of the overall BIRD distribution
(consisting of BIRD’s from all BIRD sequences) as the lifetime of the cluster staying
in the size-independent region: if a cluster’s lifetime expires, we state that the chance
that there will be new pages to be added into this cluster (due to the spatial locality)
any time soon is very low, and the largest cluster policy is applied to it while avoiding
the early eviction problem. With the lifetime determined by BIRD thd, the b-list is
adaptively partitioned into size-independent region and size-dependent region, and
thus BPAC achieves an automatic α instead of a manually-tuned one in CLC.

4.4.3. Adaptive PIRD thd and BIRD thd with the Inflection Point. The proposed method for
locating the PIRD thd and BIRD thd raises a question: What is the optimal “x%” for
these two thresholds to cover? Is 90% better than 99% or not? Since we do not consider
manually-tuned thresholds to be acceptable since this would require experimental,
offline trials, we need an adaptive way of locating the optimal thresholds.

Upon close consideration of the overall distributions, we have decided to inspect
them in another way: the sparseness of the occurrences of the PIRD’s and BIRD’s.
First, we find the PIRD thd/BIRD thd series y1, y2, y3, y4, . . . . . . , that cover the x%,
(x + 1)%, (x + 2)%, (x + 3)%, . . . . . . of the distribution. Then we get the series (y2 − y1),
(y3 − y2), (y4 − y3), . . . . . . With a larger (ym − ym−1), the probability that a PIRD/BIRD
within this range occurs becomes smaller. We plot such data for the BIRD distribution
in Figure 6 for the F1 and F2 traces. We can easily find the inflection points where
the curves abruptly go vertical: in F1, the point is 97 ∼ 98, and in F2 it is 94 ∼ 95.
This phenomenon can be explained by the random part of the distribution: beyond the

ACM Transactions on Storage, Vol. 8, No. 1, Article 1, Publication date: February 2012.



Adaptive Write Buffer Management Scheme for Flash-Based SSDs 1:13

inflection point, the occurrences of PIRD’s/BIRD’s reflect the kind of PIRD’s/BIRD’s
that barely repeat. Thus, we use the inflection points as the optimal thresholds, since
in this way, only the non-random (popular) PIRD’s/BIRD’s are taken into consideration.

The workload monitor (Figure 1(b)) detects the incoming page and searches in its
memory for the last reference time (upon page hit) of the page or last reference time of
the corresponding cluster (upon page miss). The monitor then derives the PIRD/BIRD
for this access, and then inserts this PIRD/BIRD into the PIRD/BIRD distribution.
When a sampling period is over, the workload monitor will derive both PIRD thd and
BIRD thd as the lifetimes for hot pages and hot clusters, respectively, for the next
period; then it flushes the distributions and start sampling PIRD and BIRD again.

4.5. Replacement Policy: Differential Treatments

Due to different spatial locality features, various access patterns require different
treatment:

Sequential Patterns. In most cache schemes, a sequential pattern stream’s “marginal
gain” is considered to be zero. However, for flash-aware schemes, in which the early
evictions should be avoided, such stream’s spatial locality must be fully exploited (the
cluster contains an entire block, or for the case that the stream is not aligned to block
size, a sequential cluster already contains the last page of the corresponding block; we
refer to the first case as “full” and the second as “done”), before it can be evicted to the
FTL. In most cases, the BIRD of sequential pattern clusters is small and stable, and
thus assigning such clusters’ lifetime with BIRD thd is unnecessary. Since BIRD thd is
used to predict the lifetime of random and looping pattern clusters, of which the BIRD
sequences are more variant, the BIRD sequences of sequential pattern clusters are not
included in the BIRD distribution. If a sequential cluster is found “full” or “done”, this
cluster is considered to be ready to give up its cache space.

Looping Patterns. Within a short period (shorter than the looping period), a looping
pattern can be considered to be a sequential pattern. For small cache, in which the
“stack distance” of one looping cluster may be larger than the cache size, such cluster’s
repeated accesses cannot be captured by the cache. For large cache, a looping pattern
stream appears as looping cluster(s) being sequentially scanned over and over again;
the scanning/looping periods are found unstable. Looping patterns are detected in
BPAC, and pages of looping clusters are kept in the b-list so as to not compromise
their spatial locality. BPAC’s workload monitor includes the BIRD sequences of looping
pattern clusters in the overall BIRD distribution, and the their lifetime is determined
by BIRD thd.

Random Patterns. These clusters are neither sequential nor looping. Due to their low
predictability of BIRD sequence, their lifetime is determined by BIRD thd.

The victim selector selects the cluster to be evicted in the order of “full” and se-
quential cluster, “done” and sequential cluster, followed by the largest cluster in the
size-dependent region (containing looping or random clusters that run out of lifetime).

A detailed algorithm of BPAC is described in Algorithm 1.

4.6. Overhead Analysis

4.6.1. Memory Overhead. BPAC has a few sources of memory overhead as discussed in
the following.

—First, like most cache algorithms, BPAC has an index table for all the cached pages
to determine the cache hit or miss.

—Second, each cache element, either a page or a block, has to keep its recency value.
This is implemented as a timestamp denoting the virtual time at which this element
is accessed most recently. This time-stamp merely requires a byte per element.
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ALGORITHM 1: BPAC Algorithm
foreach each requested page, p, which belongs to cluster b do

if cache hit then
PIRD = current time - last reference time(p)
if hit in b-list then

if b is not looping then
update the recency of p
move p to p-list

end
update the recency of b

end
else if hit in p-list then

update the recency of p
insert PIRD in PIRD distribution

end
end
if cache miss then

if cache full then
call victim selector()

end
BIRD = current time - last reference time(b)
insert p in b and update the recency of b
if b is not sequential then

insert BIRD in BIRD distribution
end

end
if pages out of lifetime (recency < current time − PIRD thd) exist then

move them to b-list
end
if sampling period is over then

PIRD thd = get threshold(PIRD distribution)
BIRD thd = get threshold(BIRD distribution)
flush PIRD distribution and BIRD distribution

end
end

—Third, the PIRD and BIRD distributions are built with all the PIRD and BIRD values
collected during one sampling period. The sampling period determines the amount
of these values, which means at each virtual time, a PIRD or BIRD value is produced
(according to Algorithm 1) and inserted into the distributions. Thus, PIRD and BIRD
distributions maintain up to 10k values at the end of one sampling period. Therefore,
assuming each value consumes one byte, BPAC ends up with extra memory usage of
10KB for those distributions, which is very small and acceptable.

4.6.2. Computational Overhead. The computational overhead is discussed for the follow-
ing scenarios.

—For each new request, BPAC examines whether there are pages that are out of life-
time in p-list and moves them to b-list. This operation is implemented with minimal
overhead by going through p-list from the LRU tail, examining whether the cur-
rent page is out of lifetime, if so, re-linking the selected pages to b-list; otherwise,
terminating the scanning process.

—Upon a cache hit, BPAC mainly involves the repositioning of the corresponding page
or block (by updating the recency value) and the insertion of one PIRD value into the
PIRD distribution.
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Table IV. Statistics of Disk I/O Traces

F1 F2 Cello99-Disk3 Cello99-Disk8
Total Requests(106) 1 0.65 0.72 1
Unique pages 113561 98239 267894 249387
Total pages 1930249 1029983 1516588 2315396

—Upon a cache miss, the new page is inserted in the b-list. If necessary, cache replace-
ment is performed by calling victim selector(), which searches the size-dependent
region of b-list and selects the victim by the criteria described in Section 4.5. The
potential victims, for example, sequential blocks, are kept track of by the victim
selector to avoid scanning through the entire b-list to search for them.

—At the end of each sampling period, two critical parameters, PIRD thd and BIRD thd,
are calculated with the corresponding distributions. This computation is simply to
wipe out a portion of PIRD/BIRD values that barely repeat.

To conclude, the computational overhead of BPAC is kept minimal.

5. EVALUATION

5.1. Evaluation Methodology and Experiment Configuration

To verify the effectiveness of BPAC, we have conducted trace-driven simulations and
compared BPAC with BPLRU and FAB, which are supported by a modified the sim-
cache module of the simplescalar tool set [SimpleScalar LLC 2009].

Three well-known real-world disk I/O traces are used as summarized in Table IV.
Where, Financial 1 and Financial 2 [Storage Performance Council 2010] are ob-
tained from OLTP applications running at two large financial institutions; the Cello99
[Hewlett-Packard Laboratories] trace pool is collected from the “Cello” server that runs
HP-UX 10.20. Because the entire Cello99 is huge, we randomly use one day traces
(07/27/99) of two disks (Disk 3 and Disk 8).

Since a typical page size in most SSD’s is 4KB, we convert the LBA’s of the entries
in the original traces to 4KB page LBA’s. In our experimental tests, each SSD block
consists of 64 pages by default and the cache size ranges from 8M to 128M bytes.

5.2. Experimental Results and Analysis

In this section we first compare BPAC with BPLRU and FAB; since BPAC adopts the
mechanism of BIRD thd to adaptively tune its own α value while CLC uses a fixed α, we
will then compare BPAC with CLC after the derivation of the optimal case CLC. Note
that in our simulation tests, the sampling period of both PIRD and BIRD distributions
is 10k virtual time.

5.2.1. Eviction Counts. Our first experiment is to measure the eviction count under dif-
ferent cache schemes. Here the eviction count is the number of clusters evicted/destaged
to the FTL. The results are shown in Figure 7. Note that due to its relatively poor perfor-
mance, FAB is excluded from Figure 7. The results clearly show that BPAC outperforms
BPLRU constantly in reducing the eviction count by 34% on average. The maximum
reduction of 79.6% is observed for F2 trace when the cache size is 128MB. We attribute
the performance gain of BPAC to two aspects.

First, the Effectiveness of the Largest Cluster(LC) Policy on the Size-Dependent Re-
gion. As shown in Figure 1, we use a size-dependent region to hold the clusters of low
spatial locality, where the largest cluster is the candidate to be evicted. We found this
policy works better than BPLRU to make more room in the cache for future new pages
and existing hot pages. BPAC adopts the same policy on sequential patterns (evict
sequential clusters as soon as cache space is needed), hence applying the LC policy on
the random/looping pattern clusters of the size-dependent region is the main difference
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(a) F1 (b) F2 (c) Cello99-disk3 (d) Cello99-disk8

Fig. 7. Performance comparison: eviction counts.

(a) F1 (b) F2 (c) Cello99-disk3 (d) Cello99-disk8

Fig. 8. Comparison between the numbers of evictions contributed by Largest Cluster (LC) policy and the
“sequential” policy.

(a) F1 (b) F2 (c) Cello99-disk3 (d) Cello99-disk8
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Fig. 9. Average destage size.

between the replacement policy of BPAC and BPLRU. In Figure 8, we break down the
eviction counts of BPAC into two parts, one from the “LC” policy on random/looping
patterns, and the other from the “sequential” policy on sequential patterns. As we can
see, the main contributor for reducing the eviction count is “LC”, which is the main
source of the performance gain BPAC has over BPLRU.

Additionally, we measure the average size of the destaged clusters in Figure 9.
It’s obvious that BPAC increases the average destage size under different workloads.
Specifically, compared to BPLRU, BPAC increases the destage size by 94.5% on average
for all workloads and up to 350% for F2 trace when the cache size is 128MB. We notice
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(a) F1 (b) F2 (c) Cello99-disk3 (d) Cello99-disk8

Fig. 10. The proportion of size-independent region: α.

that the average destage size is inversely proportional to the eviction count, which
also shows that the idea of “LC” on the size-dependent region is effective. In contrast,
FAB does not protect the hot clusters with a size-independent region and takes the
entire list as a size-dependent region, and so FAB may produce many early evictions.
As shown in Figure 9, FAB’s average destage size is smaller than others, particularly
under small cache sizes.

As the cache size increases, the average destage size increases as well, since with
larger cache space the spatial locality of the workload is better exploited. Considering
BAST FTL, a larger destage size has another merit: the FTL programs pages of the
destaged cluster on a log block, and when garbage collection process is executed on
this log block (assuming there is no repeated writes on this log block, so a switch or
partial merge can be formed), the more pages on the log block, the less clean pages will
be on the dirty data block; so, the overhead of copying the clean pages from the data
block to the log block is less. As discussed later in Section 5.2.2, our BPAC scheme, by
reducing the number of cache destages and increasing the average destage size, results
in a lighter overhead on the FTL.

Second, the Effectiveness of BPAC’s Adaptive α. The α value is the key factor that
affects the eviction count, as we discussed about CLC in Section 3.1. To learn about the
effectiveness of BPAC’s mechanism of adaptively tuning α, the BIRD thd, we average
the α value of each sampling period, and compare it with the manually obtained optimal
α of the CLC scheme. The results are shown in Figure 10. Due to our adaptive tuning,
BPAC approaches optimal α value automatically, in contrast to CLC, which can only
achieve an optimal α manually. Figure 10 shows that the α values of BPAC and optimal
CLC approximate each other. It is worth noting that, for certain workloads, as the cache
size increases, the proportion of the size-independent region (in which the clusters are
growing larger) is expected to decrease. In Figure 10, as the cache size increases, the
decreasing trend of α in both CLC and BPAC is observed.

However, there exist differences, up to 0.1, between the α values of BPAC and optimal
CLC. The reason is, BPAC updates its α according to BIRD thd for every sampling
period, so BPAC is more adaptive to the variances within the workload, while achieving
a more accurate α. In contrast, CLC’s static α parameter is a prime hindrance in its
design as manually tuning is not practical or even feasible in most cases under changing
workloads. Furthermore, as shown in Figure 10, different α’s should be applied to
different workloads to achieve better performance. For example, the largest α’s of F1,
F2, Cello99-disk3, and Cello99-disk8, are 0.1, 0.2, 0.4 and 0.5, respectively. If the
duration of spatial locality of clusters is longer in a particular workload, this means
that more cache space of the size-independent region is needed to fully exploit the
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(a) Eviction Count (b) Average Destage Size

Fig. 11. Comparison between BPAC and CLC: eviction counts (CLC over BPAC) and average destage size
(BPAC over CLC).

spatial locality, and thus the corresponding α should be larger. This observation is the
main reason that the optimal α values vary among workloads. To conclude, BPAC’s
ability to adapt to different workloads and the variances inside a certain workload is
the major improvement over CLC.

The α not only affects eviction counts, but also affects the destage size: if α is smaller
than the optimal, early evictions occur, which split one cluster into multiple ones; if α
is larger than optimal, the victims may not be the largest of all cold clusters. Thus, to
support our claim of “BPAC achieves more accurate α”, we compare the performance
of BPAC with that of the optimal case CLC in Figure 11. For a clear view of the im-
provement BPAC has over CLC, the normalized eviction counts (normalized to BPAC)
are given in Figure 11(a). BPAC has higher improvement over CLC under the cello
traces than it does under F1 and F2 traces, with most cache sizes. For example, with
cello99 disk3, BPAC is 10% better than CLC on average; while with F2, the improve-
ment is between 0% to 5%. BPAC’s improvement in the average destage size over CLC
is given in Figure 11(b) (results are normalized to CLC).

5.2.2. Overhead on the FTL. Our next experiment is to evaluate how BPAC helps reduce
the overhead on the FTL, particularly the overhead of the destaged clusters. In our
experiments, we measure the overhead as the time the FTL spends on merge operations
due to the shortage of log blocks. We focus on BAST FTL since FAST FTL shows similar
trends. Typically a merge operation in BAST involves three steps: read valid pages
(from the flash to page registers), copy valid pages (or program pages into the flash)
and erase dirty blocks. Since the time to read valid pages is trivial compared to copy
and erase, we do not report it in the figures. In the simulation, the number of log blocks
is set to 50 and other key parameters are taken from Table II.

As we discussed previously, the average destage size is inversely proportional to the
eviction count. Thus, the impact of the eviction count is clear: not only do smaller
evictions and larger destages result in reduced numbers of merge operations, but each
merge operation on average has lower overhead due to fewer clean page copy events.
The results in Figure 12 show lower overhead in the FTL using BPAC (FAB is not
shown in (b), (c) and (d) since its results are much larger than the others). For example,
the overhead in the FTL using BPAC is 40% of the overhead using BPLRU with
Cello99-disk3 trace and 64 MB cache.

5.2.3. Write Performance. To evaluate the impact of BPAC on the write performance,
we integrated BPAC algorithm into flashsim [Gupta et al. 2009] simulator, which is
configured using the flash parameters listed in Table II. The write performance in terms
of average write latency under the four traces is illustrated in Figure 13. Compared
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(a) F1 (b) F2

(c) Cello99-disk3 (d) Cello99-disk8

Fig. 12. Overhead on BAST FTL.

(a) F1 (b) F2 (c) Cello99-disk3 (d) Cello99-disk8

Fig. 13. Performance comparison: average write latency (in milliseconds).

to BPLRU, BPAC reduces the write latency by 37.1% on average and at most 75.1%
(F2, 128MB). It is observed that the latency performance of BPAC, compared to that of
BPLRU, substantially resembles the eviction counts (Figure 7).

5.2.4. Effectiveness of PIRD thd for Partitioning P-List and B-List. Our last experiment is to
evaluate the efficiency of BPAC’s cache partitioning between its p-list and b-list. In our
design, a threshold PIRD thd is used to adaptively partition the cache space to hold
pages with high temporal locality in the p-list and clusters of pages with low temporal
locality in b-list. Figure 14 shows the breakdown of the page hits in the p-list and b-list.
We can see from the figure that both the p-list and b-list contribute to cache hits. We also
observe that the contribution of the p-list under Cello99 workload is smaller than that
under F1 and F2 traces. The reason for this is the smaller number of hot pages present
in the Cello99 traces, which can be seen in Table IV. By separating hot pages from the
cold ones, we expect that the b-list absorbs the “first hit” of hot pages. Therefore, with

ACM Transactions on Storage, Vol. 8, No. 1, Article 1, Publication date: February 2012.



1:20 G. Wu et al.

(a) F1 (b) F2 (c) Cello99-disk3 (d) Cello99-disk8

Fig. 14. Comparison between the numbers of hits in p-list and b-list of the BPAC scheme.

a larger cache space, the b-list will contribute to the increase of the total hits; while
for the p-list, regardless of the cache space, it should absorb the hits of hot pages, and
the hits in it should be constant. In Figures 14(a) and 14(b), we notice that as cache
size increases from 8MB to 128MB, the number of hits in the p-list remains constant,
which demonstrates that the dual-list data structure of BPAC effectively detaches hot
pages from cold ones.

6. RELATED WORK

6.1. Traditional Cache Policies

There has been a wealth of cache research over many decades to take advantage of the
locality of reference, resulting in a wide variety of techniques to achieve ever higher
hit ratios [Karedla et al. 1994]. In the LRU and LFU families, there are two main
directions that cache research tends towards. The first direction concerns efficiency,
while the second concerns gathering more history in an effort to glean more dependable
statistics about the likelihood of a page being accessed again. CLOCK/GCLOCK [Nicola
et al. 1992] is a more efficient approximation of LRU, and LRU-k [O’Neil et al. 1993]
looks at k accesses ago to get a mathematically tractable expectation of how hot a
particular page is. 2Q [Johnson and Shasha 1994] is an approximation to LRU-2 with
constant overhead. There is also LRFU [Lee et al. 2001], which seeks to generalize both
the LRU and LFU families.

Recently, many polices emerged to utilize both frequency and recency (Inter-reference
Gap or IRG) to determine the longevity of data in cache such as MQ [Zhou et al. 2001,
2004]. UBM [Kim et al. 2000] tries to identify sequential and looping references, and
uses a marginal gain technique to evict data from cache. LIRS [Jiang and Zhang
2002] uses inter-reference recency to hold and discard data. ARC [Megiddo and Modha
2003, 2004] and CAR/CART [Bansal and Modha 2004] are scan-resistant and adaptive
Clock variants. Motivated by the fact that no single caching policy could adapt to all
workloads, SOPA [Wang et al. 2010] selects the optimal policy according to the on-line
workload analysis.

Why not just apply one of these caching strategies to SSD’s? The erase operation
is at block granularity and the write operation is much slower than read: thus, read
and writes are not equal and no operations have seek time. Cache policies which take
advantage of disk locality are not applicable (e.g., CSCAN looks at the disk head and
arranges writes to move in one direction). SSD’s can not modify data in-place, thus, an
SSD cache must minimize erase operations incurred by the updating of data. The erase
and read-modify-write penalties can be ameliorated by evicting entire clusters from the
cache. There exists a natural trade-off between a high hit ratio (exploiting temporal
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locality) and low erase count through entire cluster evictions (exploiting spatial locality
at block level). Dual-locality has been explored before, such as in DULO [Jiang et al.
2005] and WOW [Gill and Modha 2005], but not in the domain of SSD’s.

6.2. Flash-Aware Cache Schemes

In addition to the schemes discussed earlier, there are a few more in the literature:
PUD-LRU [Hu et al. 2010] shares many common points with BPAC, for example, it

also partitions a block based buffer list to a “hot” part and a “cold” part and applies a
FAB-like replacement policy on the cold part; it also adopts a history-based method to
evaluate the hotness of a certain block. Compared to BPAC, its major problem is that
it uses an pre-defined threshold in partitioning the cache, which would not adapt to
different workloads.

Griffin [Soundararajan et al. 2010]. Griffin is proposed to use a HDD as a write cache
for SSD. By converting the update writes into a HDD-based log, which is eventually
merged with the data on the SSD, Griffin takes advantage of HDD’s high sequential
write speed and large capacity to reduce the amount of writes directly serviced by the
SSD while improve the sequentiality of the workload. Similarly, I-CASH [Ren and Yang
2011] uses SSD to store seldom-changed and mostly read data blocks and uses HDD
to store the logs of changes made to the cold data on the SSD.

CFLRU [Park et al. 2006]. Clean-first LRU tries to leverage the read/write asymme-
try by picking out pages to evict which are not dirty. Thus, the eviction will not lead to
any actual write to the drive. Although it is not applicable for on-disk write cache, this
technique gives is an interesting attempt at an OS-level flash-aware cache scheme.

Shim et al. [2010] proposed an adaptive method for partitioning the on-disk cache
to the data buffering and the mapping table caching. The cost and benefit of assigning
cache space to both parts are evaluated and the partition is adjusted on-line to achieve
the optimal overall performance, which is evaluated by both read/write performance
and mapping translation overhead.

NOR flash’s support for byte-access makes it widely used for program execution on
embedded system; however, NOR flash’s storage capacity per chip is normally smaller
than that of NAND flash. Motivated by the market demand for replacing NOR flash
with NAND flash, Chang et al. [2010] provided a prediction-based prefetching strategy
in the SRAM, for the sake of improving NAND flash’s performance on the program
execution workloads.

6.3. Other SSD-Related Techniques

File Systems. Early flash file systems such as YAFFS [Manning 2010] and JFFS2 [Hat
2010] are designed for embedded systems and work on the raw flash. On the contrary,
DFS [Josephson et al. 2010] is implemented over the virtualized flash interface offered
by Fusion-IO driver. By leveraging this interface, it avoids the complexity of physical
block management of traditional file systems.

FTLs. For block level mapping, many FTL schemes have been proposed to use a
number of physical blocks to log the updates. Examples include the former-mentioned
FTLs (FAST [Lee et al. 2005], BAST [Kim et al. 2002], SAST [Kang et al. 2006]), and
LAST [Lee, S. et al. 2008]. For page level mapping, DFTL [Gupta et al. 2009] is proposed
to cache the frequently used mapping table in the on-disk SRAM so as to improve the
address translation performance; μ-FTL [Lee, Y.-G. et al. 2008] adopts the μ-tree on
the mapping table to reduce the memory footprint. Two-level FTL [Wu and Kuo 2006]
is proposed to dynamically switch between page and block mapping. Recently, data
deduplication is included in the FTL to boost up write performance and to reduce the
actual write commitment on the flash [Chen et al. 2011; Gupta et al. 2011].
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Heterogeneous Material. Utilizing advantages of PCRAM, such as the in-place update
ability and faster access, Sun et al. [2010] describe a hybrid architecture to log the
updates on PCRAM for flash. Frash [Jung et al. 2010] harbors the in-memory data and
the on-disk structures of the file system on a number of byte-addressable NVRAMs.
FlexFS [Lee et al. 2009], on the other hand, combines MLC and SLC as trading off the
capacity and erase cycle.

Reliability-Enhancing Techniques. To alleviate the reliability problem caused by the
limited life cycle of flash memory, a few techniques have been applied on various levels
of the storage system: storage redundancy can be achieved by using ECC at the page
level [Bez et al. 2003] and by using a RAID organization at the chip level [Agrawal
et al. 2008; Hutsell et al. 2008] or at the device level [Balakrishnan et al. 2010], while
the wear-leveling techniques [SiliconSystems 2005; Chang et al. 2007] try to evenly
distribute the amount of wear on individual blocks.

7. CONCLUSION

In this article, we present BPAC, an adaptive flash-aware write cache that minimizes
evictions by exploiting both spatial and temporal locality. According to temporal locality,
hot pages are absorbed in the p-list, and blocks (clusters of pages) are cached in size-
independent and size-dependent regions in the b-list according to their spatial locality.
Simulation results show that compared to existing popular flash-aware schemes, BPAC
reduces the number of evictions and increases the size of destages which, in turn,
reduces the overhead on the FTL, and thus improves the overall performance.
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