
Participatory Systems: Introduction 
 
 
The catchphrase “participatory systems” is mainly used to describe software-based 
systems that make use of collective and voluntary input to distribute workloads or to 
create large amounts of data from many sources with the goal of putting the data into 
action by sharing or mining in order to find similarities and synergies. 
 
Participatory systems are now common in many areas in, and tangential to, web2.0 
applications such as healthcare (Patientslikeme1 for sharing experiences on symptoms 
and treatments), encyclopediae (Wikipedia2 for general information on most any topic), 
commerce and marketplaces (Mechanical Turk3 for farming out simple repetitive tasks), 
astronomy (Galaxy Zoo4 for classifying galaxies), and bioscience (FoldIt5 for protein 
folding), just to name a few prominent examples. 
 
Participatory systems are also often referred to in the context of crowdsourcing. 
However, crowdsourcing more accurately describes one of the methods of participatory 
systems. The crowd is the ensemble of people online interacting with a given data 
collection utility. Some crowdsourcing requires more insider knowledge, expertise even, 
than others. In all cases it is the size and scope of the ‘crowd’ and the internal, voluntary 
control mechanisms established by people using a system they care about that creates and 
maintains quality. In some cases new forms of conflict and conflict resolution evolve, as 
the recent disputes and edit wars on Wikipedia have shown. 
 
The concept validating the potential significance of participatory systems comes from 
collective intelligence research. While also vague compared to fully established research 
areas, collective intelligence has established something of a track record in investigating 
the benefits emanating from knowledge in and from multitudes. Important early 
contributions to the idea of collective intelligence came from the field of entomology, 
where researchers such as the prolific insect embryologist William Morton Wheeler 
studied the behavior of ant colonies and found group behaviors arising out of the mass of 
insects6,7. In a later text Wheeler added the idea of emergence of behavior to his 
observations: “The unique qualitative character of organic wholes is due to the peculiar 
non-additive relations or interactions among their parts. In other words, the whole is not 
merely a sum, or resultant, but also an emergent novelty, or creative synthesis.”8 
 
Collective intelligence was a topic of interest (under different terms) in Cybernetics, and 
became a popular concept in the late 70s through consciousness and discovery research 
by academics such as Doug Hofstadter9. It also became a fruitful concept in computer 
science and robotics where software agents and robots are programed to exhibit group 
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behavior10, usually in order to perform tasks a single entity cannot accomplish. This is a 
challenging undertaking. While the engineering sciences have been able to formalize 
some very important collective intelligence phenomena, such as flocking11, swarming12 
and emergent altruism13, they have not had as much large scale impact on participatory 
systems as contributions from less structured domains. 
 
Several investigators have looked into the potential of collective intelligence in and 
through communication media. Some researchers believe collective intelligence and 
participatory social media have the power to foment political change14, a claim repeated 
most recently by commentators in the context of the 2011 “Arab Spring”. 
Collective intelligence for media has also found substantial interest in commerce and 
business15 where access to global audiences and large but targeted crowds has become a 
serious competitive advantage. While participatory structures vary widely in the 
commercial sector, a similar theme prevails. Often attractive services are offered in 
exchange for access to a specific type of internet usage as is the case with the search 
engine Google. More often than not, the exact modalities of such ‘participatory’ systems 
are purposely ill-defined, and many users do not actually know the value of the exchange 
and the costs of the data traces they leave behind, some of which might later turn out to 
be liabilities. This ‘involuntary work’ problem has been identified in several different 
contexts and is sure to be a topic of more formal investigations in the near future. 
Similarly problematic, but different in the scope, is the issue of ‘free’ contributions, in 
other words the lack of formal remuneration structures for content provided by volunteers 
on blogs, for example. 
 
The infrastructure of participatory systems has roots in several different areas. One early 
contribution came from the SETI@home project16, based on the earlier SETI (search for 
extraterrestrial life) research from the 1950s intended to find non-human intelligence in 
the cosmos. SETI researchers assumed that non-human intelligence might communicate 
with Earth in the form of recognizable electro-magnetic signals. The SETI@home 
offshoot attempts to analyze the large amounts of data collected in the SETI search by 
distributing the analysis of the data across many computers, offered free of charge by 
hobbyists volunteering to share free computing cycles. The promise of being on the team 
that makes first contact to extraterrestrial chatty life seems alluring, mostly to Americans 
and Europeans17. The distributed computing project was launched in 1999 and is now 
distributed on almost 300’000 ‘personal’ computers across the planet. 
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An important aspect of participatory systems is that of (potential) synergies between 
human beings and computers. In this context the contributions from human computing 
have delivered some interesting results. Human computing18 makes explicit use of human 
faculties (including intuition) to solve problems computers cannot solve on their own. 
The Captcha utility devised to distinguish between a web bot and a real person accessing 
a website is one example of a contribution from the efforts of the human computing field. 
 
In the field of sensors and environments, early academic endeavors in participatory 
sensing19 have made way for more mainstream initiatives. The site Participatory 
Sensing20 lists a number of citizen science environmental initiatives based on 
participation, including an effort to document invasive plants in US National Parks as 
well as a campaign geared towards identifying, describing and mapping public drinking 
fountains. In the area of urban studies, participatory systems have also been suggested as 
means to improve life quality and “participatory urban lifestyles with novel mobile 
device usage models21.” 
 
Linked to efforts surrounding the “internet of things” (IoT), an internet of findable, 
searcable, real things in the real world, Pachube22 offers an infrastructure by which 
people can connect devices and applications that generate real-time data. For example, 
Pachube allows people to share home automation, energy monitoring and environmental 
monitoring data. As with other IoT applications, the actual data sources and hardware 
equipment that produces the data (including the circumstances under which it occurred) 
become very important, enabling or preventing the building of confidence in the results. 
 
In the domain of healthcare, initiatives like PatientsLikeMe are indicative of a new trend. 
This for-profit company has created a forum for patients to share stories of their illnesses 
and treatments amongst one another and builds a searchable database from the 
information shared. An elaborate privacy control strategy attempts to ensure that only 
those who give data may take data, fostering a sense of community amongst the users. 
PatientsLikeMe sells all this information to healthcare companies that produce drugs, 
devices, equipment and medical insurance, and makes no secrets about it. Patients seem 
to accept this as a small price for a community of “patients just like you”, and the hope 
for cures (accelerated by the sharing of data collected on the site) not offered through 
other venues. As such, PatientsLikeMe is a genuine techno-topia that incorporates the 
essence of the promise of the internet. 
 
Participatory systems suffer from similar deficiencies as Big Data. There is no formal 
theoretical framework behind their principles of operation, and most insights have been 
gained exclusively by trial and error. There is a general understanding that participatory 
systems need a better theoretical foundation23 with an emphasis on understanding socio-
computational processes. Furthermore, researchers seem to agree on the need for a set of 
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shared key metrics by which to compare and evaluate participatory systems. Additional 
insights are being sought from sociology and motivational theory.  
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