
required for step (1) of the above mechanism, and assuming an
additional 0.5 kcal mol21 (ref. 18) to reduce the length of each of the
three H-bonds in the OH2(H2O)3 complex by 0.1 Å after step (1),
an estimate of approximately 3 kcal mol21 is obtained for the total
activation energy of our mechanism. This rough estimate is con-
sistent with the experimental value obtained from hydroxide
mobility data18.

The unexpectedly high coordination of the solvated hydrox-
ide2,23,26 contrasts with the textbook picture that each of the three
lone pairs of O* accepts a single H-bond. An explanation of this
phenomenon is obtained by analysing the electron localization
function29 along the mechanistic path of Fig. 3. The electron
localization function indicates spatial regions where electron pairs
are most likely to be found. The most striking feature of these
functions (Fig. 3) is the presence of a continuous ring around the
OH2 bond axis30,31. This finding is corrobated by its electrostatic
potential that displays a ring of maximum negative charge around
its O terminus. This pattern, which suggests a lack of directionality
in H-bonding to O*, supports both structural flexibility and high
coordination, and is consistent with the spectroscopic picture of ref.
24.

The analysis presented here emphasizes the complex chemical
differences between the hydrated H3Oþ and OH2 ions, and their
effect on the anomalous transport mechanisms in acidic and basic
solution (Fig. 1). We recognize the temptation to invoke symmetry
arguments as a method to intuit mechanisms of seemingly similar
processes. However, this approach cannot yield a correct picture
when the chemistry of the two species is sufficiently different.
Nevertheless, a common pattern of charge migration in acids and
bases emerges: both require that the nascent species in the proton
transfer process be correctly ‘pre-solvated’ by way of specific
fluctuations in the local H-bond network. A
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Patterns of subsurface wedges of ice that form along cooling-
induced tension fractures, expressed at the ground surface by
ridges or troughs spaced 10–30 m apart, are ubiquitous in polar
lowlands1. Fossilized ice wedges, which are widespread at lower
latitudes, have been used to infer the duration2–4 and mean
temperature5,6 of cold periods within Proterozoic2 and Quatern-
ary climates3–13, and recent climate trends have been inferred
from fracture frequency in active ice wedges14. Here we present
simulations from a numerical model for the evolution of ice-
wedge networks over a range of climate scenarios, based on the
interactions between thermal tensile stress, fracture and ice
wedges. We find that short-lived periods of severe cooling
permanently alter the spacing between ice wedges as well as
their fracture frequency. This affects the rate at which the widths
of ice wedges increase as well as the network’s response to
subsequent climate change. We conclude that wedge spacing
and width in ice-wedge networks mainly reflect infrequent
episodes of rapidly falling ground temperatures rather than
mean conditions.

Ice wedges originate with fractures opened in perennially frozen
ground by tensile stress induced by falling winter temperatures15–17.

* Present address: Department of Earth Sciences, Dalhousie University, Halifax B3H 4R2, Canada.
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Fractures partially fill with ice from blowing or thawing snow, and
then close when the ground warms16,17. Because ice in fracture
cavities is generally weaker than frozen ground, fractures usually
follow the same path from year to year3,16–18. Over thousands of
years, V-shaped wedges of ice 3–5 m deep and up to several metres
wide develop along recurring fracture paths3. Upward deformation
at the ground surface forms ridges with heights ranging from
decimetres to 1 m, revealing the position of growing ice wedges
below3.

Although these basic processes relating to a single ice wedge have
been the focus of previous investigations15–18, the development of
network patterns over longer timescales and their relationship to
varying climates remains uncertain. The nonlinearity of fracture
initiation and propagation, the influence of open fractures on
subsequent fracturing during a single winter, and the long-term
memory of fracture patterns from past winters stored in ice wedges
all constitute building blocks of a system that could exhibit complex
dynamical behaviour diverging from that of a single ice wedge.

Reflecting the essentially two-dimensional nature of ice-wedge
networks19, we model fractures and ice wedges using a two-dimen-
sional array of cells representing the top approximately five metres
of frozen ground. Each cell contains either frozen ground or ice, and
can contain a segment of an open fracture. All cells initially are
assigned unfractured frozen ground, and thereafter evolve through
repeated application of an algorithm that corresponds to one year in
the model (Methods). To represent the thermal tensile stress that
gives rise to fractures in frozen ground, a pre-fracture tensile stress
(the thermal stress without reduction by fractures) that is uniform
across the model lattice is incremented from 0 MPa to a specified
maximum value. Fracture segments locally reduce this tensile stress
by an amount that is proportional to the inverse square of distance
and is maximized along a line perpendicular to the segment15,19. As
thermal stress increases, fractures initiate in cells where local stress

exceeds strength, and propagate cell-by-cell in two opposing direc-
tions along directions determined by stress imposed by open
fracture segments, parameterized heterogeneity, and the energetic
cost of propagation (higher in frozen ground than in ice). At the end
of a fracture episode, the width of ice wedges is increased in cells
with open fractures, all open fractures are closed, and values of
tensile strength and propagation threshold are set to those for ice in
all cells that contain fractures. The effect of a growing ice wedge on
the ground surface is modelled by deforming the surface over the
wedge by a volume equal to the volume of ice added. The relaxation

Figure 1 Near-infrared aerial photograph of an ice-wedge network on the floor of a

drained lake near Espenberg, northwest Alaska. Ridges (0.25–1 m high, spaced 10–30 m

apart) overlie ice wedges, and appear light because they are dry and covered by

herbaceous vegetation. Troughs appear dark because of wet sedge-tundra vegetation or

standing water. Arrow indicates low, barely visible ridge (see Fig. 2c and text). Photograph

provided by the National Park Service.
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Figure 2 Fracture pattern after 1 yr, and surface elevation after 2,000 yr, for three model

experiments. Left panels show fractures, right panels show height. The models are a

uniform-stress network (a), a narrow-range network (b), and a lake-floor network (c).

Arrow at bottom right indicates a low ridge developed over a modelled ice wedge that

infrequently fractures. Relief below 0.2 m is shown black, representing shallow standing

water common in many natural networks (see, for example, Fig. 1). All simulations use

domains of 250 £ 250 1-m2 cells. To minimize variations between networks owing to

random variations in first fractures rather than stress history, all simulations use the same

random seed; hence, paths of long initial fractures are similar. Distributions of wedge

spacing and orientation from the uniform-stress model at 2,000 yr (defined by a threshold

ridge height of 0.3 m) match similarly sized regions of natural networks at Espenberg,

Alaska, as evaluated with a two-dimensional Kolmogorov–Smirnov test19. Unlike most

natural networks, modelled networks exhibit increased height (lighter patches) over some

intersections between ice wedges. Possibly, natural ice-wedge growth increments near

intersections are smaller because of nonlinear tensile stress reduction in the complicated

region of an intersection, an effect not included in the model.
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of morphology by soil creep is modelled with linear diffusion. The
values of parameters were chosen to be consistent with existing
measurements (Methods), many with broad uncertainties. Model
results are not highly sensitive to parameter values19.

Our goal is to model the development of ice-wedge networks over
thousands of years. Details pertaining to the shorter-timescale
dynamics of fracture propagation, tensile stress field and frozen
ground deformation are simplified or omitted, on the basis of the
hypothesis that dynamics of these processes dissipate on the longer
timescales of the pattern of interest20,21, the ice-wedge network. This
assumption is supported by comparisons of modelled to natural ice-
wedge networks (Figs 1 and 2). In both modelled and natural
networks, ice wedges range from long and sinuous to short and
straight. Many ice wedges terminate at orthogonal intersections
with other wedges, but some paths cross, forming four-way junc-
tions. The spacing (15–20 m) and relative orientation (Fig. 3) of
surface ridges and the mean width of ice wedges after 2,000 yr (1–
3 m) are consistent with measured values from ice-wedge networks
in northern Alaska and Canada3,19. The similarity between natural
networks and networks modelled using reasonable parameter values
(Methods), and the relative insensitivity of model results to par-
ameter values19, suggest that dynamics of modelled networks can be
used to investigate natural networks, despite some parameters being
poorly constrained by measurements (Methods). Qualitative
model-based inferences are most robust.

The response of modelled networks to changes and variability in
climate was investigated using four numerical experiments in which
only the sequence of maximum annual stress was varied. In the first
experiment, the severity of each winter’s cooling episode was fixed
by setting maximum tensile stress to the same value, 2 MPa, each
year. The resultant ice-wedge network diverges from the initial
fracture pattern (Fig. 2a), as illustrated by a decrease in spacing
between ice wedges from 21.7 m in the first year to 19.2 m after
800 yr (Fig. 3a). Although most fractures are constrained to ice
wedges, the divergence in spacing arises as different permutations in
the order of ice-wedge fracturing permit the introduction of new
fracture paths and hence new wedges. These new fractures open at

locations where tensile stress exceeds the strength of frozen ground
before fractures that reduce the regional tensile stress open in nearby
ice wedges. Switching the sequence of fracturing in two ice wedges
can convert an orthogonal three-way (T-type) intersection into a
crossing four-way intersection; in this case, the wedge that termi-
nates at the T can be extended if it fractures before the perpendicular
wedge. After approximately 800 yr, the modelled ice-wedge network
attains a steady state, characterized by consistent spacing between
fractures, ice wedges and surface ridges. 88% of ice wedges fracture
each year, a frequency sufficient to form ridges more than 0.3 m high
at the surface over all ice wedges. Long ice wedges tend to fracture
more frequently because they contain more potential sites for
fracture initiation, and because a fracture, once initiated in a
wedge, generally propagates along its entire length. Open fractures
in these long wedges reduce tensile stress in nearby short wedges,
lowering their fracture frequency. The width of ice wedges reaches
2.8 ^ 0.7 m after 2,000 yr, the high standard deviation reflecting the
variation in frequency with which ice wedges fracture and the
addition of new wedges during the first 800 yr. The width and
frequency of fracture of ice wedges decrease as the ratio of ice
strength to ground strength increases in the model; we expect that
the values provided here are upper limits.

To investigate the sensitivity of ice-wedge width and spacing to
climate variability, two experiments with maximum annual stress
normally distributed around a mean of 2 MPa were performed,
with standard deviation (s.d.) ¼ 1 MPa (narrow-range) and
s.d. ¼ 1.75 MPa (broad-range). The pattern of ice wedges in the
narrow-range network reaches an approximate steady state after
about 1,200 yr, with a spacing between ice wedges of 13.1 m (Fig.
3b), whereas the broad-range network only attains approximate
steady state after 1,800 yr, with ice wedges separated by 12.0 m (Fig.
3c). The fraction of ice wedges that fracture in a given year is reduced
from, and more variable than, the fraction for the uniform-stress
network: 57 ^ 15% for the narrow-range network, and 48 ^ 23%
for the broad-range network. Spacing between surface ridges after
2,000 yr is 15.7 m for the narrow-range network and 16.8 for the
broad-range network (Fig. 3b, c). These spacing values are inter-
mediate between mean annual fracture spacing and ice-wedge
spacing, because not all wedges added during high-stress winters
fracture with sufficient frequency during subsequent winters to
form ridges. Counter to intuition, ridge spacing in the broad-range
network is greater than ridge spacing in the narrow-range network,
despite reduced ice-wedge spacing. This reflects greater over-satur-
ation by ice wedges in the broad-range network; therefore, fewer ice
wedges fracture with sufficient frequency to form ridges. The
patterns of surface ridges of both broad- and narrow-range net-
works achieve steady state more than 600 yr after the corresponding
ice-wedge patterns; this is because ice wedges added during high-
stress years are expressed at the surface only after many episodes of
refracture.

The sensitivity of ice-wedge networks to conditions at their time
of initiation is illustrated in an experiment in which maximum
tensile stress was set to 4 MPa for the first 4 yr of network develop-
ment and to 0.8 MPa (below the fracture initiation threshold in
frozen ground) thereafter. This scenario corresponds to network
development following draining of a thaw lake22, in which minimal
insulating snow accumulates in the wind-swept basin during the
first winters after desiccation, but accumulation increases to
approximately 0.5 m after 5 yr as snow-trapping plants colonize
the basin16. Spacing of modelled wedges reaches 16.3 m after 4 yr
(Figs 2c, 3d), and remains constant thereafter because the maxi-
mum tensile stress is below frozen ground strength. Despite devel-
oping principally under a maximum stress insufficient to fracture
frozen ground, ice wedges in the lake-floor network grow at a rate
comparable to that in other numerical experiments. More so than in
the other experiments, ice wedges that are long, and therefore
contain more potential sites for fracture initiation, tend to fracture

Figure 3 Properties of ice-wedge and fracture patterns versus time for four modelled

networks. a, Uniform-stress network; b, narrow-range network; c, broad-range network;

and d, lake-floor network. Green circles, spacing between ice wedges; red dots, spacing

between fractures in the annual fracture pattern; black diamonds, spacing between

surface ridges that form over wedges; blue lines, width of ice wedges (solid line, mean;

dotted line, 1 s.d. envelope). Spacing is the median of 1,000 measurements of distance

between fractures or ice wedges, measured along sample lines that cross a network at

randomly selected angles and originate from randomly selected locations19. Spacing of

surface ridges is measured between centre-lines of ridges at the 0.30-m contour interval,

a height that approximates the characteristic roughness of tussock tundra surfaces.
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with greater frequency than short wedges. Short ice wedges that
rarely fracture do not appear (or barely appear) in the visual pattern
of surface ridges because of relaxation of ground surface morph-
ology (Fig. 2c). The spacing between surface ridges, 19.4 m, is
consequently 20% greater than ice-wedge spacing (Fig. 3d).

We interpret these results as having the following implications.
First, metre-wide fossil wedges indicate the existence (for at least
thousands of years) of permafrost and conditions sufficient to
fracture wedge ice; but they do not necessarily indicate sustained
conditions sufficiently harsh to fracture frozen ground, because a
brief exposure to high-tensile-stress conditions can lead to the
formation of an ice-wedge network that then continues to develop
under conditions insufficient for initial formation. Because net-
works are sensitive to initial and extreme conditions, the geographi-
cal distribution of networks might not correlate with mean climate,
as has been suggested for modern10 and fossil2–10 networks. Second,
wedge spacing7 mainly reflects infrequent severe winter conditions
(periods of rapidly falling air temperature at low absolute tempera-
ture) during the formation of the network, because episodes of high
maximum tensile stress add new wedges to a network. Third,
measurements of ice-wedge width2–4 might provide minimum
limits to the duration of cold climates, but the maximum duration
is uncertain because growth rates are reduced by climatic variability
and are widely variable between ice wedges. Long wedges are the
most reliable measure of network duration because they form early
in network development. Narrow fossil wedges are consistent with a
cold, inherently variable climate, or with a moderate climate
marginally suitable for ice-wedge development5,6. Fourth, low
rates of fracture in networks4,18 are consistent with a stationary
but inherently variable climate, as well as with other climate
scenarios, and so alone cannot be used to infer climate change.
However, changes in fracture frequency across a population of ice
wedges14, sustained over many winters, are consistent with climate
change.

The characteristics of ice-wedge networks reflect an interplay
between fracturing, ice-wedge growth and network development, all
nonlinear processes with differing intrinsic timescales. Our model
for the evolution of ice-wedge networks shows complex behaviour
under a range of climate scenarios. This suggests the need for
caution in inferring the response of ice-wedge networks (and that
of other, more complicated, geomorphic systems) to climate change
using simple models or conceptions of their behaviour. A

Methods
Stress
Thermal tensile stress in frozen ground is a complicated function of material-dependent
rheology, absolute temperature and rate of cooling, and is highly uncertain in field
settings. The maximum annual stress used for the uniform stress model, 2 MPa, is based
on a viscoelastic rheological model for frozen ground before fracture15, a cooling rate of
10 8C d21 and a quasi-viscous parameter, n̄, of 8 £ 1025 N3 m26 s, where n̄ relates the rate
of permanent quasi-viscous strain Ė under a constant sustained stress P in P3 ¼ 2�n _E (ref.
15). An increase of maximum annual stress to 3.75 MPa, used as the þ1 s.d. limit in the
broad-range network, might be caused by a decrease in the absolute ground temperature
from 210 8C to 230 8C, with a corresponding increase in n̄ to 15 £ 1025 N3 m26 s (ref. 15).
Changes in absolute ground temperature are one route to changes in maximum annual
tensile stress, and changes in the rate of temperature change are another15.

Local tensile stress, j kl(v), the stress perpendicular to angle v in cell kl, is taken to be
pre-fracture thermal tensile stress, jT, minus the sum of reductions from nearby open
fracture segments in cells ij, according to

jklðvÞ ¼ jT 1 2
ij

X C

ðdijklÞ
n cosðbijklÞ sinðaijklÞ

0@ 1A ð1Þ

where d ijkl is the distance (in m) from the centre of cell ij to the centre of cell kl, b ijkl is the
difference between the angle of the fracture in cell ij and angle v, and aijkl is the angle
between the line segment connecting cell kl and cell ij and the normal to the fracture
segment in cell ij (ref. 19). Parameters are set to n ¼ 2 and C ¼ 3 m2 so that far-field
modelled stress approximates the solution to two-dimensional elastic equations for stress
around an infinitely long, straight fracture 4 m deep15,19.

Fracture
Fractures are initiated where local tensile stress exceeds strength (set to 1 MPa for frozen

ground and 0.3 MPa for ice wedges, values chosen from the small range of laboratory
measurements of small samples of ice and frozen silt19,23,24, because in situ measurements of
wedge ice and heterogeneous soil are lacking). Once initiated, fractures continue to
propagate if the elastic strain energy released by opening of the fracture, G, exceeds the
energy required to create new fracture surfaces, G o, set to 1.5 J m22 in ice-wedge cells25 and
to 8 J m22 in frozen ground cells19. Both values have large uncertainties; their ratio
determines the degree to which fractures tend to follow wedges. G is calculated from the
pre-fracture tensile stress along the 5 m of fracture path preceding the position of the
fracture tip, linearly weighted toward stresses near the tip, and from modelled shear stress
across the fracture plane at the fracture tip19. The angle of fracture propagation is re-
evaluated as a fracture tip enters a new cell, with P(v,Dv), the probability that propagation
angle changes from v to v þ Dv, given by a Boltzmann factor exp[DG(v þ Dv)/G random].
Here DG(v þ Dv) is the change in net energy (G 2 G o) released as a function of change in
propagation angle and G random parameterizes the magnitude of heterogeneity in frozen
ground and in tensile stress. G random is set to 0.5 J m22 so that isolated fractures in the
model follow irregular paths similar to paths of first fractures in frozen ground16,19.

Ice-wedge and surface dynamics
The width of ice wedges is increased in cells with open fractures by a positive amount
drawn from a normal distribution with both mean and standard deviation 0.0015 m (ref.
3). The effect of a growing ice wedge on the ground surface is modelled by raising the
surface over the wedge by a volume equal to the volume of ice added, with the depth of
fractures assumed to be 4 m. This elevation increment has a gaussian shape centred on the
axis of the ice wedge, with standard deviation equal to the wedge width3. This approach
assumes the common natural case of a ridge over an ice wedge. Other modes of
deformation can result in different morphologic responses1; however, the cause of
differences between them is poorly understood and is not the subject of our investigation.
Measurements of morphologic relaxation in permafrost are lacking; we model relaxation
as diffusion26 with diffusion constant 5 £ 1023 m2 yr21.
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When mountains form through the collision of lithospheric
plates, uplift of the Earth’s surface is accompanied by thickening
of the crust, and the buoyancy of these deep crustal roots (relative
to the surrounding mantle) is thought to contribute to the
support of mountain topography. Once active tectonism ceases,
continuing erosion will progressively wear away surface relief.
Here I provide new constraints on how crustal roots respond to
erosional unloading over very long timescales. In old collisional
mountain belts, ratios of surface relief to the thickness of the
underlying crustal root are observed to be smaller than in young
mountains. On the basis of gravity data, this trend is best
explained by a decrease in the buoyancy of the crustal root
with greater age since the most recent mountain-building epi-
sode—which is consistent with metamorphic reactions1,2 pro-
duced by long-term cooling. An approximate balance between
mountain and root mass anomalies suggests that the continental
lithosphere remains weak enough to permit exhumation of
crustal roots in response to surface erosion for hundreds of
millions of years. The amount of such uplift, however, appears
to be significantly reduced by progressive loss of root buoyancy.

Processes such as lithospheric delamination and rifting may strip
away the crustal roots of some collisional mountain regions, but
substantial crustal roots have survived in many mountain belts over
hundreds of millions to billions of years3–13. Unless the lithosphere is
mechanically very rigid, post-tectonic erosion of mass from the
surface should be accompanied by some uplift of a buoyant crustal
root and inflow of mantle. If the lithosphere is very weak, the region
should be in local isostatic equilibrium, and the net change in mass
over time would be zero. To examine how mountain crustal roots
evolve over time, surface relief, crustal thickness and gravity data
were compared in young collisional mountain belts and in old
orogens where some crustal root is preserved. Crustal thickness was
constrained seismically, primarily by refraction and reflection
studies but in a few cases by teleseismic receiver function and
surface wave analyses3–22.

Ratios of surface relief (h) to crustal root magnitude (m) reveal a
pronounced secular trend (Figs 1 and 2). In active or very young
collisional orogens such as the Alps, Carpathians, Tien Shan and the
Tibetan Plateau17–22, these ratios (R) span a wide range, but are
systematically higher than in older orogenic belts, particularly those
where contraction ceased more than 100 million years (Myr) ago
(Fig. 1a). Substantial zones of thickened crust are observed beneath
some Proterozoic age orogens10–13. Little to no topography is
associated with these apparent crustal roots, and thus R values for
these regions lie close to zero. The decrease in R with age becomes

Figure 1 Comparison of surface topography to crustal root thickness, crustal root

buoyancy, and crustal root temperature for young and old collisional mountain belts.

a, Ratios (R) of mountain surface relief (h) to crustal root thickness (m) as a function of

the time since collision ceased. b, R values as a function of time since the last major

thermotectonic event in the region. c, Differences between crustal root and mantle

density that best fit observed Bouguer gravity anomalies, assuming the seismically

constrained shape of the crustal root and allowing a single value for upper crust

density to vary. Error bars are 95% confidence limits. TP, Tibetan Plateau; TS, Tien

Shan; AN, central Andes; WA, western Alps; CR, Carpathians; EA, eastern Alps; PR,

central Pyrenees; BR, Brooks range; CN, Cantabrian mountains; VK, Verkhoyansk

mountains; NU, northern Urals; CU, central Urals; SU, southern Urals; SA, southern

Appalachians; CA, central Appalachians; AP, Appalachian Plateau; LL, Lachlan Orogen;

NN, Namaqua–Natal Orogen; GA, northwest Grenville Orogen; TH, Trans-Hudson

Orogen; FS, Svecofennian Orogen. d, Temperature at the Moho for a 45-km-thick

crust from analytical and finite difference cooling models. Analytical calculations cool

from a geotherm parameterized by initial surface heat flow (q 0) and crustal heat

production (A) to an infinite time geotherm with lower heat flow (q f) but the same A

value; q f of 50 mW m22 and A of 0.8 mW m23 (dotted lines); q f of 45 mW m22 and A

of 0.7 mW m23 (short dashed lines); q f of 40 mW m22 and A of 0.6 mW m23 (long

dashed lines). In each case q 0 values of 70 mW m22 and 65 mW m22 correspond to

the hotter and cooler initial geotherm, respectively. Initial thermal lithospheric

thicknesses are 60–90 km and final thicknesses are 190–230 km. In the one-

dimensional finite difference calculation (solid line) a starting geotherm (q 0 of

70 mW m22 and A of 0.7 mW m23) over a half-space was allowed to cool freely given

continuous constant crustal heat production. For cooling since 320 Myr ago or later,

finite difference cooling rates are comparable to the analytical calculation with the

same q 0 and A, but slightly slower. Over longer times, the finite difference model

continues to cool to unreasonably low heat flow and large lithospheric thickness, and is

not shown. Conductivity in all cases is 2.6 W m21 8C21, and mantle potential

temperature is 1,300 8C with an adiabatic gradient of 0.3 8C km21. These calculations

are not meant to replicate the temperature history of specific orogens. Rather, they

are intended to show that significant cooling is possible over 200–300-Myr

timescales.
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