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Abstract—Technologies and procedures for effectively secur-
ing the enterprise in cyberspace exist, but are largely underde-
ployed. Reasons for this shortcoming include the neglect of the
role of stakeholder perceptions in organizational reward systems,
and misaligned incentives for effective allocation of resources. We
present a methodology for practitioners to employ, with examples
for identification of perverse incentives—situations where the in-
terests of a manager or employee are not aligned with those of the
organization—and for estimation of the damage caused by incen-
tive misalignment. We present our revision to the risk perception
model developed by Fischhoff and Slovic. We also present the re-
sults of our findings from our interviews of 42 information security
executives across the U.S. about the role of risk perception and
incentives in information security decisions. We discuss how to
identify and to correct misalignments, to develop efficient incen-
tive structures, and to include perceptual principles and security
governance in making information security a property of the orga-
nizational environment. This research contributes to the practice
and theory of information security, and has several implications
for practitioners and researchers in the alignment of incentives
and symmetrization of information across organizations.

Index Terms—Alignment, decision-making, incentives,
information security, perceptions, risk.

The internal incentives that shape how the group perceives risks
and rewards may be very different from the reality of the risks and
rewards in the external marketplace. Those incentives can distort risk
perception.

Daniel Kahneman [35].

I. INTRODUCTION

INCENTIVES are as important as technical design in achiev-
ing dependability [2]. Most research being carried out today

in information security focuses on developing new technolo-
gies, yet much of the currently existing technology is not being
utilized because of problems that relate to risk perceptions and
misaligned incentives.

Whereas technologically sophisticated analysts employ risk
assessment to evaluate hazards, the majority of experts and the
general public rely on intuitive risk judgments, typically called

Manuscript received September 6, 2010; revised January 18, 2011, August
10, 2011, and December 7, 2011; accepted January 5, 2012. Date of publication;
date of current version. Review of this manuscript was arranged by Department
Editor B. C. Y. Tan. This work was supported in part by the Center for Education
and Research in Information Assurance and Security, Purdue University, and
the National Science Foundation under Grant 0725152.

The authors are with Purdue University, West Lafayette, IN 47907 USA (e-
mail: fariborz@purdue.edu; mja@cs.purdue.edu; spaf@cerias.purdue.edu).

Digital Object Identifier 10.1109/TEM.2012.2185801

“risk perceptions.” The underlying experience that informs those
judgments tends to derive from news media, which rather thor-
oughly document mishaps and threats occurring throughout the
world [37]. Risk perception, in information security, has been
identified as the first and most common area that can cause
the feeling of security to diverge from the reality of security
[34].

Incentives, in the context of information security, are defined
as: “The motive that the people guarding and maintaining the
systems have to do their job properly and also the motive that the
attackers have to try to defeat your policy” [1]. Anderson iden-
tifies incentives along with policy, mechanism, and assurance
as four interacting elements of security engineering analysis
and indicates that misperception of risk underlies many policy
problems [1].

Ba et al. [3] define important unresolved problems along
the incentive-alignment dimension of information systems, and
present a research agenda to address them. They mention be-
havioral theories from other disciplines (e.g., economics, psy-
chology), and argue that research in these areas may illuminate
both how to resolve incentive-alignment issues in information
systems design and to change the underlying assumptions of an
information system. Here, we present a model that aligns with
the framework proposed by Ba et al. and is intended to help
align stakeholder perceptions of information security risks with
governance incentives. This paper advances Ba et al.’s “con-
ceptual” framework by presenting an algorithm to “quantify”
incentive misalignment in the information security decisions.
In particular, our methodology seeks to identify and correct
perverse incentives, as documented in the economics literature
(e.g., [17], [24]). In our methodology, we acknowledge that
practitioners may base their decisions on subjective beliefs that
may well be objectively erroneous.

After presenting some related work and theoretical issues,
we describe a methodology for identifying perverse incen-
tives, provide illustrative examples, and explain how to quantify
incentive-misalignment risk. The remainder of this paper deals
with perceptions of information security risks, including those in
incentive alignment, that may confront practitioners. We briefly
present our revision to the seminal risk perception model devel-
oped by Fischhoff and Slovic, and the results of our interviews
with 42 information security executives across the U.S. about
the role of risk perception and incentives in information secu-
rity decisions. Finally, we discuss why a focus on monetary
incentives alone cannot resolve information security issues, and
thus, why managers need to address a variety of issues including
perceptual principles and security governance.
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II. BACKGROUND AND THEORY

With security costs and risk exposure rising, the economics of
information security has become an active area, and researchers
have contributed to understanding how organizations and in-
dividuals make investment decisions in information security
(e.g., [2], [8], [18], [30]). However, some researchers (e.g., [23])
have argued that “much of the literature, beginning with the ar-
ticle by Gordon and Loeb [18], has treated information security
investments as a black box ignoring the complexities of var-
ied information systems, different types of losses, and multiple
countermeasures.”

Initial examples of misaligned incentives in information secu-
rity come from the banking industry [2]. The U.K.—where the
burden of proof of fraud lies primarily with the customer—spent
more on security yet suffered more fraud than the U.S.—where
banks are generally liable for the costs of ATM card fraud [2].
This may be related to the principles of the economic analy-
sis of liability: for most risks associated with ATM cards, the
banks are in a better position to manage risks than are the users
[45]. However, some studies do not completely support such a
relationship (e.g., [5]).

The following is a summary of issues related to incentive
alignment and risk perception in information security.

A. Principal–Agent Problem

Research on how to control the manager of a firm and the
relationship between the principal and agent is hardly new (see
[32], [39]). “An agency relationship exists whenever one party
(principal) entrusts some decision making authority to another
party (agent). This paradigm assumes that agents incur personal
costs as they devote their time, knowledge and effort to the firm;
and given an opportunity they can retract the level of effort,
skill, and knowledge they provide. The principal’s goal is to
effectively motivate the agent’s effort through incentives that
recognize the member’s effort as well as environmental factors
that have a bearing on the output [19].”

Several researchers have challenged multiple aspects of
agency-based views of risk. For example, Wiseman and Gomez-
Mejia in their seminal paper [49] stated “agency theory’s contri-
bution to corporate governance has been limited by its simplistic
assumptions of consistent risk aversion among agents, its mod-
eling of a recursive influence from risk choice on performance,
and its inability to provide unambiguous predictions of cor-
porate governance’s influence on executive behavior.” Becker
and Cardy [4] have indicated that performance appraisal, in
particular, has been shown to be heavily influenced by the eval-
uator, and Wallace and Fay [47] have explained that executive
perceptions of compensation given a level of effort are tied
to perceptions of peer wealth/effort ratios. Waller et al. [48]
have argued that monitors with diverse backgrounds may indi-
vidually frame responses differently, according to idiosyncratic
schematic processing and prioritization, and this may lead to
unique perceptions, interpretations, and prioritizations of agent
behaviors by monitors [15].

Until recently, issues of bias in human cognition and percep-
tion, decision making under uncertainty, risk assessment, and
the impact of emotion and affect on behavior received some-
what less attention in corporate governance and the principal–
agent problem [28]. Monitors in agency problems are frequently
assumed to be rational actors (e.g., [11]), but findings from cog-
nitive psychology and behavioral economics indicate that judg-
ment, decision making, and behavior are not always based on
logical reasoning; Instead, they are most likely influenced by
numerous heuristics and cognitive biases (e.g., [44]), or pres-
sures toward conformity with the group or authority (e.g., [21]).
These influences tend to steer human judgment, inference, and
behavior away from the predicted outcome of expected util-
ity theory and lead to systematic violations of the normative
assumptions central to the economist’s rational model. These
influences have been well illustrated by advances in behavioral
economics [7], but are still at the stage of infancy in information
security. The following are a few examples of some implications
of behavioral economics and decision science for alignment of
incentives in security decisions.

1) Framing effects: A common proposal by academicians
and industry executives to align incentives in the infor-
mation security industry is to signal quality to buyers in
the market and to provide information for company stake-
holders about security risks and benefits of protections.
The pitfall of this approach is that the stakeholders will be
at the mercy of the way problems are formulated and ben-
efits are framed. Framing effects (i.e., effects caused by
different methods of presenting the decision information)
may act differentially according to the form in which they
are presented. The framing effect, introduced by Tversky
and Kahneman [42], [43], is driven by an affect heuris-
tic underwritten by an emotional response. Liebman and
Luttmer [26] in their study on perceptions of social secu-
rity incentives explain the framing effect on claim deci-
sions, and that framing could be a useful tool for policy
makers in persuading people.

2) Perceptions of risk: Risk is generally perceived and acted
upon in two ways: Risk as feelings—our instinctive and in-
tuitive reactions to danger—and risk as analysis—logical
and scientific deliberation brought to bear on risk assess-
ment and decision making [38]. Researchers and execu-
tives in cyber security, as in many other fields, prefer to
choose the latter. However, current approaches in cyber
security are usually based on perceptions and intuitions
[13].

In information security, the mismatch between perception
of risk and reality of risk could lead to divergence between
perception and security, and reality and security, and therefore
to poor investment decisions. Schneier [34] has defined five
areas where perception of security can diverge from reality:

1) the severity of the risk;
2) the probability of the risk;
3) the magnitude of the costs;
4) how effective the countermeasure is at mitigating the risk;
5) the tradeoff itself.
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III. SEEKING ALIGNMENT OF RISK PERCEPTIONS

AND INCENTIVES

At the least, an organization should not have a reward system
(or a perception thereof) that causes its own people to act against
the organization’s interests as they employ their subjective be-
lief systems to improve their own welfare. This requirement is
a start, a first step, and while it certainly does not resolve all the
issues, it is a worthwhile goal nevertheless. How then might we
employ incentives to influence the subjective decision processes
of stakeholders to best serve the interests of the organization? We
propose a framework for the consideration of adequate incen-
tives to align stakeholder perceptions, real risk considerations,
and appropriate allocation of rights and authorities.

Let X be an agent, in an organization O, who makes decisions
that impact the protection of information in O. For example, X
may decide the amount of expenditures on information security
(with other agents deciding how to spend that budget), or X may
be provided a fixed budget for information security and must
decide how to allocate it (i.e., which technologies to deploy, per-
sonnel to hire, etc.). Each decision D that X makes has different
impact on X and O; some of these impacts are certain to occur
whereas others depend on how the future unfolds (e.g., whether
O suffers a serious break-in and the amount of loss resulting
from it).

Examples of the decisions by X (and some possible conse-
quences) are as follows.

1) Manager X can decide to invest (or not to invest) in better
information security, and the unit that X manages looks
less (more) profitable by the amount spent. The organiza-
tional reward system ties X’s bonus to the profitability of
the unit that X manages.

2) X decides to recommend and request the deployment of
an intrusion detection system, as a result of which the
workload of Y (possibly Y = X) increases because of
having to maintain the system and handle false intrusion
alarms.

3) X decides to underspend in (or underdeploy) security tech-
nologies, and a serious break-in occurs causing O to suffer
considerable damage to its reputation as a result of the me-
dia coverage and lawsuits by customers of O whose private
data were compromised.

4) X decides to considerably invest in (or deploy) security
technologies, and no break-in occurs.

We propose an approach to the analysis of the incentives
of each entity X in O and identifying all the cases where the
incentives of X are not aligned with those of O. This is done as
the first step in modifying the organizational incentives system
so that the incentives of every X become aligned with those of
the organization.

A. Methodology for Identifying Perverse Incentives

The examples in the Appendix provide some examples of how
information security can be rife with problematic incentives.
Their effect ultimately depends on how the future unfolds for
the organization and the impact this has on the decision makers
of the organization. The approach we propose to address per-

verse incentives is described in the following. It employs ideas
from both classical decision theory [33], [46] and the area of
economics and sociology called the “principal–agent problem”
or “the agency dilemma” [32]. The judicious use of both subjec-
tive and objective probabilities and valuation of consequences
in what follows is novel, and is guided by the following over-
all principle: We use objective estimates except when we are
looking at the incentives of an individual agent, in which case
we use subjective ones because such persons make decisions
based on their subjective perceptions of how their actions and
future events impact their status and rewards in the organization
(however, once such an agent has made a decision, its likely
consequences on the organization unfold according to objective
measures).

1) Make a list F of the relevant possible futures, coarsely
quantized. e.g., F = {“security breach occurs,” “no secu-
rity breach occurs”}.

2) For each individual agent X in organization O, do the
following.

a) Make a list L(X) of the possible actions by X. L(X) too
is coarsely quantized, e.g., “buy” or “sell,” “invest”
or “do not invest,” “deploy” or “do not deploy,” etc.

b) For every pair of elements f,A from F and (resp.)
L(X) (i.e., for each future-action pair), create a list
C(f,A,X) of the consequences for X of the future-
action pair f,A, and a list C(f,A,O) of the con-
sequences for O of that same future-action pair.
C(f,A,X) is created using the current reward system
and policies of the organization O, as communicated
to (and perceived by) X.
Implementation: These lists could be based on in-
terviews with X and peers of X, or on widely known
and publicized historical precedent within the orga-
nization, or on industry surveys of common policies
and practices. For example, if A is “invest in an in-
trusion detection system” and f is “a break-in occurs
without being detected by the IDS,” then C(f,A,X)
could contain “embarrassment, lower bonus” and
C(f,A,O) could contain “financial loss, loss of market
reputation.”

c) Compute the expected value, denoted E(A,X), of ac-
tion A for X, e.g., as follows.

i) Attach to each f,A a probability p(f,A,X) of oc-
currence of future f assuming action A, as that
probability is perceived by X. For example, a
probability p for a headline-making security
breach, a probability q = 1 − p of no such
major breach.
Implementation: These are perceived probabil-
ities based on either an interview with X or on
surveys of people who hold jobs similar to that
of X (e.g., system administrators, Chief Infor-
mation Security Officers (CISOs), etc.), rather
than computed probabilities based on factual,
historical data. We use subjective probabili-
ties because they determine X’s choices (hu-
mans form subjective opinions that can differ
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considerably from reality, and it is what X be-
lieves that matters when it comes to X’s incen-
tives). The reason subjective probabilities can
be employed usefully in this kind of informa-
tion security assessment, even when quantita-
tive data are not available or a formal process
description is not required, is that we are as-
sessing the incentives situation based on the
beliefs of the players (irrespective of whether
those beliefs are true). For example, if A is
“invest in an intrusion detection system” and
f is “a break-in occurs without being detected
by the system,” then p(f,A,X) could be 0.25 if
such is X’s belief (even if the objective data
on the effectiveness of such systems indicate
otherwise).

ii) Attach to each f,A a value v(f,A,X) that esti-
mates the impact of C(f,A,X) on X (again, as
perceived by X); that value is positive if X ben-
efits and negative if X loses.
Implementation: This is easier to estimate than
the probabilities of the previous step, e.g., it is
often common knowledge in an organization
which events are cause for a higher (or lower)
bonus, which events result in a decision-maker
being fired, etc. For example, if A is “invest
in an intrusion detection system” and f is “a
break-in occurs without being detected by the
system,” then v(f,A,X) could be −3 if a scale
of −5 to +5 is used (positive values for good
consequences, negative values for bad ones).

iii) Compute:

E(A,X) =
∑

f∈F

p(f,A,X) ∗ v(f,A,X)

Note that the above is the expected value of
action A for X as perceived by X (i.e., it is
subjective).

d) Compute the expected value, denoted as E(A,O), of
action A for O. This is done similarly to the previous
substep (c) except that now the numbers used are
objective and based on factual data. The rationale
for this is that, whereas the actions of X may be
(mis)guided by X’s subjective judgments, their im-
pact on O is more objective and based on historical
data and precedent for O or for the industrial sector
to which O belongs (e.g., the impact of a security
breach in the banking sector).

e) If action A’ that maximizes E(A,X) differs from the
action A” that maximizes E(A,O), then flag the re-
ward policies that result in C(f,A,X) as “potentially
perverse” and to be reviewed by the organization;
the next subsection discusses how they are handled.

The review by the organization of the incentives flagged as
potentially perverse in step 2(e) may reveal that there is nothing
wrong with the policies (which is why we had tagged them as

“potentially” rather than actually perverse). In the case of such
a false positive (i.e., reward policies that need no change even
though they were flagged), the misalignment of X’s incentives
with the interests of O could be caused by the misperception
by X of the p(f,A,X)’s, of the v(f,A,X)’s, or of both, i.e., these
subjectively perceived quantities might differ substantially from
the objective ones. In that case what is needed is not a change of
the reward policies, but rather an education initiative to convey
to X the objective probabilities and/or the true consequences of
various action-future pairs on the job security and remuneration
of X.

In the case where O is society as a whole and X is a corporate
entity (or a class of such entities, e.g., banks), the misalignment
is best corrected by government through regulatory changes or
new laws that coerce the desired change of behavior. For exam-
ple, it is estimated that computer crime is hugely underreported
(by a factor of more than 10) because an entity (such as a bank)
that suffers a break-in often loses much from reporting it—its
image can suffer from the bad publicity, its customers’ confi-
dence can drop, it may be subjected to more attacks because
of its perceived vulnerability by hackers, and it may become
the target of lawsuits if the break-in resulted in the compromise
of private data about individuals. Because there was a strong
incentive to avoid disclosing the occurrence of computer crime,
and to minimize its extent and the severity of its consequences
when it was disclosed, governments (both federal and state) have
passed laws that force such disclosure under certain conditions.

As misperceptions by X can cause the appearance of the
aforementioned false positives, they can also cause false neg-
atives (i.e., a flawed reward system that does not get flagged)
because misperceived (by X) probabilities and values can cause
X to make choices consistent with the interests of O. In such false
negatives, there is a danger that X may suddenly reassess the sit-
uation more accurately, and as a result may start acting against
the interests of O. These false negatives are easy to detect and
correct by simply running the aforementioned algorithm using
objective values for both X and O. But it is not clear that orga-
nizations may wish to correct such misperceptions if they work
in their favor: Their very business model may depend on these
misperceptions by both their employees and their customers.
For example, O certainly need not enlighten an employee who
overestimates the odds that O will detect attempted fraud about
the reality of the lower, true odds of his being caught. The per-
ception by every X in a unit of O that a break-in will cause
X to be fired may not conform to reality (e.g., it is impossible
to simultaneously fire everyone in the information technology
(IT) department), but it may be beneficial for the organization
to foster such beliefs. This is why we recommend using sub-
jective rather than objective values in the previously outlined
methodology (we later discuss in the following the quantifi-
cation of perceived risk that is needed in the aforementioned
methodology).

Even when the quantities needed for carrying out the afore-
mentioned process are only coarsely and inaccurately estimated,
the process can be beneficial to an organization, not only in a
qualitative (rather than quantitative) sense, but also because it
forces a systematic consideration of security-related variables
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(probabilities of mishaps, their likely consequences, the appro-
priateness of organizational responsibilities and incentives, etc).
This can help create and foster a security-conscious culture
within the organization.

B. An Illustrative Example

The “computing facilities” manager X of an organization O
receives a fixed, yearly budget for expenditures that X can allo-
cate to: 1) providing additional software and hardware facilities
requested by the other units of the organization, or 2) hiring
more staff to support existing services, or c) deploying better
security technologies and procedures.

The unit managed by X is given a “satisfaction rating” by the
other units of O on the quality and breadth of services that it
provides, and that rating determines the salary raise of both the
manager X and of every employee Y of the “computing facilities”
unit. The allocation of resources among the aforementioned
choices 1, 2, and 3 is done democratically by a vote of the staff
rather than by an edict from X because the staff is most attuned
to the needs and complaints of the customers of their unit (which
are the other units of O). Should a serious security breach occur,
X is likely to be fired because O cannot afford the compromise
of sensitive data that would result from such a breach.

The perverse incentive in the above situation is readily iden-
tified when considering a staff member Y who works under X:
The vote of such an individual Y is most likely to be skewed
towards allocating resources to (a) or (b) but not to (c): To (a)
because it results in higher customer satisfaction and a better
raise for Y, to (b) because it lowers Y’s work load, but not to
(c) because it inflicts costs on Y who would have to support
and maintain additional security software and procedures, the
absence of which would endanger mostly X and O rather than
Y; in the low-probability case that a security breach occurs, it is
X that gets fired, and Y would suffer only a lower raise from the
negative customer ratings. Note that the low-probability breach
is intolerable to O, who has a vested interest in appropriate
expenditures in category (c). The situation can be fixed by a
number of changes (or a combination thereof), the most plausi-
ble of which is that the allocation of resources would no longer
be done by vote, but rather by an executive decision from X after
consulting with the staff on the customer needs and complaints.
The alternative of modifying the policy (or perception) that only
X is fired in case of a breach is less plausible, because it is not
practical to fire the whole computing facilities staff if a breach
were to occur.

C. Quantifying the Incentive-Misalignment Risk

In the last section, we presented a methodology for identifying
whether the incentives of an agent X who makes decisions on
behalf of organization O are misaligned with the interests of O.
We now extend this framework to quantify the relative amount
of damage that ensues for O caused by the misalignment. In what
follows, we use p′(f,A) as a shorthand for p(f,A,X), the subjective
probability of occurrence of future f assuming action A (i.e., as
that probability is perceived by X). We use p′′(f,A) to denote the
objective probability of f assuming action A. We use v(f,A) [resp.,

w(f,A)] to denote the subjective (resp., objective) value to X
(resp., O) of future f assuming action A. See the “implementation
notes” in the previous section for how these quantities can be
practically estimated. The incentive-misalignment ratio r is then
computed as follows.

1) Compute: A′ = arg maxA (
∑

f∈F p′(f,A) ∗ v(f,A))
i.e., A′ is the action that an X who maximizes its perceived
utility would select.

2) Compute: A′′ = arg maxA (
∑

f∈F p′′(f,A) ∗ w(f,A))
i.e., A′′ is the action that would maximize O’s perceived
utility.

3) The ratio r we use to quantify the incentive misalignment
of X is then

r =

∑
f∈F p′′(f,A′) ∗ w(f,A′)

∑
f∈F p′′(f,A′′) ∗ w(f,A′′)

where the numerator is the expected value of what O gets as a
result of the choice by X of the (suboptimal for O) action A′,
and the denominator is the expected value of what O would
have gotten had the optimal (for O) action A′′ been chosen by
X. Note that r = 0.85 means that O, through X’s misaligned
incentives, is receiving only 85% of the value it could have
gotten out of X’s decision making had X behaved exclusively
with O’s interests in mind. The expected dollar amount of the
loss to O could be calculated from (1− r) times the denominator
of the aforementioned equation for r.

Also note that the probabilities used in both numerator and
denominator of r are the objective probabilities p′′, whereas A′

was determined using the subjective (to X) probabilities p′. The
rationale for this is that, whereas X makes decisions based on its
subjective (and possibly flawed) probability estimates (i.e., per-
ceptual decisions), the future unfolds according to the objective
(presumably more accurate) probabilities. But it does have the
consequence that r could be entirely caused by X’s use of flawed
p′ probabilities, and hence correcting the situation could be as
simple as educating X about the reality (i.e., correcting X’s mis-
perceptions) and not by modifying that reality through a change
in how X is rewarded. As noted earlier, an ethical dilemma may
arise for O if it turns out that O’s interests are better served by
a less informed X.

IV. RISK PERCEPTION AND INCENTIVES IN INFORMATION

SECURITY DECISIONS

Understanding managers’ perceptions of information security
risks and its interplay with incentives in investment decisions
matter for at least three reasons. First, if there is a systematic mis-
perception of the risks, organizational management will likely
reflect these misperceptions. Second, a misperception of incen-
tives may lead to suboptimal decisions about the investment in
security. Third, the nature of the misperceptions provides useful
information on how best to disseminate information about the
information security program.

Monetary incentives can improve performance under certain
conditions, but they are neither necessary nor sufficient to ensure
cooperativeness, thoughtfulness, or truthfulness [41], whereas
perceptual principles govern the formulation of framing for
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decision problems [29]. For example, Xu et al. [50] noted that
service providers’ interventions could increase consumers’ trust
beliefs and mitigate their privacy risk perceptions. But, do we
have a quantitative understanding of these principles in infor-
mation security? Are there good-enough scales for managers to
do a tradeoff analysis between perceived benefit and risk, and
which are capable of describing the following [16].

1) How secure the organization is.
2) Whether the organization is doing better or worse

compared to the past.
3) Whether the organization is spending the right amount of

resources.
4) How the organization compares to its peers.
5) What risk transfer options the organization has.
Unfortunately, little research has been done to address these

issues in information security.
Sandhu [31] argues that information security is a business-

driven discipline and good enough beats perfect, but the difficult
part is determining what is good-enough security? This is where
the difficulty resides: On many occasions, business executives
neither completely understand security nor have enough infor-
mation about security risks; similarly, security executives nei-
ther completely understand business, nor have access to enough
information to perform an effective risk management. However,
decisions are being made, and these limitations lead decision
makers—both security and business executives—to rely on their
intuitions and their perceptions of risks in making decisions.
But, is it possible for executives to quantitatively communicate
about their risk perceptions; therefore, they can have a mean-
ingful understanding of each other’s perspectives and develop
tools that are good enough for measuring perceptions of security
risks?

In answering these questions, these authors believe that sem-
inal work by Fischhoff et al. [14] regarding perceived risk for
activities and technologies provide a basis for measuring per-
ceptions of security risks. Fischhoff et al., and other researchers
who extended these studies (e.g., [22]), constructed factor an-
alytic solutions for several sets of risks based on the ratings of
lay people and experts. The risks used in those studies included
primarily activities (e.g., smoking), substances (e.g., food col-
oring), and technologies (e.g., X-rays).

We formulated a model based on the psychometric model of
risk perception developed by Fischhoff et al. in which charac-
teristics of a risk are correlated with its acceptance. We then
modified that model to accommodate factors present in tech-
nology misuse and to condense Fischhoff’s nine variables of
risk—voluntariness, immediacy of effect, knowledge about the
risk (known by the person), knowledge about the risk (known to
science), control over the risk, novelty, chronic or catastrophic,
degree of dread, and severity of consequences—by considering
understanding (familiarity and experience) and consequences
(scope, duration, and impact) to the stakeholder as the two prin-
cipal characteristics of information security and privacy risks.
We also introduced ordinal scales—which we believe are good-
enough scales to measure perceptions of security risks—to the
two dimensions of the model. For details of the model see [12].

We spoke about our proposed model with 42 senior informa-
tion systems and security executives in industry (e.g., chief secu-
rity officers) and governmental organizations (e.g., law enforce-
ment agents) across the U.S. During those meetings/interviews,
we asked these executives if they were able to map the per-
ceived risk of the worst information security incident that they
had experienced into our model. We also asked questions about
the role of risk perception and incentives in information security
decisions. All these executives were able to map their perceived
risk into our model. Here is a brief summary of the results of our
interviews with these senior information systems and security
executives and their comments.

1) All the interviewees mentioned risk perception as a critical
factor in investment decisions in information security.

2) All the interviewees were only able to describe their risk
perceptions as low, medium, and high. None was aware of
any other way to quantify or to categorize risk perception.

3) All the interviewees indicated that there is a positive cor-
relation between the publicity of a security incident and
the perception of its consequences.

4) Twenty three discussed more than one situation in which
decisions were made based on risk perception rather than
based on risk analysis—where managers deal with logic,
reason, and scientific deliberations. Situations were de-
scribed in which some threats that could cause negative
publicity (e.g., negative market reaction to an information
security breach which may last for a relatively long pe-
riod) were perceived as “high risk,” but other threats that
could cause significant tangible costs (e.g., costs of system
downtime, consulting, re-design, etc.) were perceived as
“medium risk” or even “low risk.”

5) Fifteen interviewees had encountered conflicts in their
work environment because they had perceived security
risks differently from their coworkers.

6) All the interviewees indicated that the organizational con-
trols and incentives, especially in the case of large orga-
nizations, dictate the risk-taking behavior of managers in
significant ways. They also indicated that financial incen-
tives do not always positively influence performance.

7) Twenty seven of the interviewees indicated that because
of market misperceptions, security practitioners generally
stay focused on the few risks that are perceived as “high
risk.”

8) Thirty five of the interviewees indicated the need for a
formal methodology in assessing perception of security
risks.

9) All the interviewees believed that a quantitative represen-
tation of perceived security risks can significantly improve
the security practice and should be included in best prac-
tices and standards.

The general lesson that we learned from our interviews was
that in the field of information security, there is “no existing
formal methodology” for incentive alignment and risk percep-
tion. Thus, our approach is an improvement over that exist-
ing practice simply by being applicable. We have a formalized
method of reaching a determination and it is repeatable; thus, it
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will present better outcomes in at least some cases than pure
institutive guesses.

V. CONTRIBUTIONS, DISCUSSION, AND

CONCLUDING REMARKS

This paper makes a twofold contribution to both practice and
theory of information security. First, it presents a methodol-
ogy to correct perverse incentives and to help align stakeholder
perceptions of information security risks with governance incen-
tives. Second, it sheds light on the interplay between perceived
risk and incentives in information security decisions. These have
implications for practitioners and researchers for alignment of
incentives and symmetrization of information across organiza-
tions that are summarized as follow.

Set efficient incentives: As pointed out by the information
security executives who participated in this study, financial in-
centives do not always positively influence performance. Fi-
nancial incentives may hurt, help, or make no difference in the
performance of employees [6].

To develop efficient incentive structures, similar to Hun-
ker [20], we recommend motivating a large number of highly
diverse users and operators to act in a way that maximizes reli-
ability and security. This helps with how risk can be shifted or
managed among network participants, and how risk is perceived
and measured. Here is an example of how liability shifts could
contribute to solving misalignment of incentives in the case of
the U.K. banking industry, which was mentioned earlier. To as-
sist the movement toward chip and PIN—the system adopted by
the banking industries in the U.K. and Ireland for the rollout of
smart cards and because of the increased security offered by the
Europay, Master Card, and Visa (EMV) technology—the pay-
ment networks in Europe introduced a “liability shift” [9]. This
provided an incentive to move all terminals and cards toward
compliance with chip and PIN. This also helped pass the liabil-
ity for the fraudulent transactions to the party that was not EMV
compliant. The idea behind the liability shift was to give an
incentive to the early adopters on either side of the market [27].

At the organizational level, incentive plans must take into ac-
count how employee performance will be measured with respect
to security. Types and amount of the rewards provided, which
employee(s) to cover, and the payout method must tangibly cor-
relate to security improvement at the organizational level. The
size of bonuses for security improvement and their perceived
value to employees are particularly important factors. For de-
tails of desirable features of a good incentive plan, see [25].

Make security part of the environment: To address perverse
incentives, organizations should create an environment in which
all the stakeholders transparently participate in the security pro-
cess in a way that they operate at their own internal level of
acceptable risk [40]. The information security characteristics of
an IT environment are a consequence of its architecture, design,
development, deployment, operations, and maintenance. Secu-
rity cannot be added on after an IT environment is deployed.
The authors of this paper argue that information security is not
solely a property of a product; it is a property of an environment.

Managers should not assume that simply using better secu-
rity technologies and applying standard user interface design

techniques are enough to avoid security failures. Effective se-
curity will not be achieved through only user interface design
techniques appropriate to other types of consumer software.

There is a misperception that security needs are not different
for different applications and environments; instead, managers
seek uniformity of operating systems (OS), hardware architec-
ture, programming languages, and beyond, all with maximal
flexibility and capacity.This paper’s authors recommend man-
agers to determine exactly what they want supported in each en-
vironment, build systems to those more minimal specifications
only, and then ensure they are not used for anything beyond
those limitations. By having a defined, crafted set of applica-
tions they want to run, it will be easier to deny execution to
anything they do not want; to use some current terminology,
i.e., “whitelisting” as opposed to “blacklisting.” This approach
to design is also craftsmanship–using the right tools for each
task at hand, as opposed to treating all problems the same be-
cause all that is at hand is a single tool, no matter how good that
tool may be.

Understand Perception of Risk and Values: As a majority of
the participants in our study pointed out, assessing information
security risks—by both experts and general public—appears
to be prone to many biases (e.g., media coverage, misleading
personal experiences), particularly when they are forced to go
beyond the limits of available data and rely on intuition.

When senior managers choose policies, they should realize
the role of stakeholders’ perception of risks, as well as fram-
ing effects (as were discussed earlier) on the acceptability of
their proposals. As Chan and Stevens [10] pointed out: “The
uninformed do respond to financial incentives, but only to their
perceived values of these incentives.” It is the understanding of
the incentives and desired outcomes that permit the allocation
of decision rights and authorities to deal with the day-to-day
decisions that face the management team.

The framework presented in this paper permits the illumina-
tion of appropriate factors for alignment of the interests of all
parties. This research sheds light on how practitioners may ad-
dress misperceptions of information security risks by presenting
a model that helps align stakeholder perceptions of informa-
tion security risks with governance incentives. In particular, our
methodology seeks to identify and correct perverse incentives,
as documented in the economics literature.

APPENDIX

This Appendix gives a few simplified examples of the roles
of incentives in information security. Each of these corresponds
to at least one real-world instance known to one of the authors
of this paper. None of the referenced cases have been clearly
documented in the literature (to our knowledge) because the
organizations involved do not want the circumstances of their
losses known.

EXAMPLE 1: UNDERINVESTING IN SECURITY AS A

WINNING PROPOSITION

Consider the situation where Xavier is the CEO of a major
corporation, and Zebediah is the Chief Information Security
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Officer (CISO), both working for corporation BigCo. For a pe-
riod of several years, BigCo operates without significant se-
curity problems and generates positive revenue. If a security
breach occurs, Xavier will hold Zebediah responsible—up to
and including firing him. The worst case is that BigCo goes out
of business from a loss, subsequent penalties, and lawsuits, thus,
costing both Xavier and Zebediah their jobs.

A complete failure of BigCo is highly unlikely. Instead, the
more likely future is that no serious security breach occurs, in
which case BigCo is more profitable and Xavier gets a higher
bonus. This is a case of a perverse incentive—Xavier is not in-
centivized to act in the best interests of BigCo: Underinvestment
in security is a likely winner for Xavier even if BigCo is (on
average) worse off as a result. Zebediah is well incentivized to
make the best use of the limited budget and resources allocated
to information security by Xavier. A significant number of seri-
ous security breaches leave the CEO in the job but result in the
firing or the “voluntary departure to pursue other interests” of
the CISO.

EXAMPLE 2: INVESTING IN SECURITY AS A

LOSING PROPOSITION

Consider the situation where the aforementioned case applies.
How does Xavier claim credit for what did not occur? Someone
may say, “It is true that BigCo did not suffer a breach, but
company LargeCo did not spend the $10M that BigCo spent
on information security, and LargeCo did not suffer a break-in
either.” Thus, spending on more security and achieving it is still
damaging to Xavier: It lowers his bonus because of the decreased
profit, and it is difficult to show a return on the investment
by arguing that a headline-making security breach may have
occurred otherwise.

One way to properly incentivize Xavier is to change the bonus
reward policy so that it includes a positive reward if no serious
security breach occurs, a reward larger than the negative effect
of security expenditures on the profitability of the unit man-
aged by Xavier. Note that the cost of the deployment of security
technologies and procedures would typically be lower than the
dollar amounts actually spent because of the lower insurance
premiums that would result if insurance was available (the de-
crease in premiums is not enough to offset the expenditure, but
it must be subtracted from it in any cost-benefit analysis).

EXAMPLE 3: HIRING AN UNTRUSTWORTHY EMPLOYEE

LargeCo is a financial services firm. LargeCo’s CISO Winona
discovers, by chance, that employee Yasmine has been stealing
from LargeCo by exploiting some flaw in the computing system.
Yasmine is confronted with the evidence and makes a deal with
the CEO and Winona: she will keep a portion of the stolen
amount as a consulting fee, show Winona the flaw so it can
be fixed, and quit—if she is not prosecuted and Winona writes
positive job recommendations with no mention of the theft. No
one is sure quite how much Yasmine has stolen, but the amount
she says she will repay is significant, and the repair of the flaw
is very significant. Thus, the deal occurs.

A few months later, on the basis of the positive recommen-
dation from Winona, Zebediah hires Yasmine. A year later,
Yasmine is found to be stealing from the company using a flaw
in the software. Zebediah is disciplined, and Yasmine makes a
new deal with Xavier to recommend her for the next job or she
will tell reporters about the weak controls at the company.

There is a larger incentive for the management at LargeCo
and BigCo to write off the losses and recommend Winona for the
next job. They stand to lose more by exposing the theft and losing
public confidence (and attracting regulatory scrutiny) than they
will by letting Winona keep the money and show them the flaw.
They also protect themselves against a future loss using the same
method. There is also no incentive to keep a competitor from
hiring Winona; if anything, it is a positive outcome if she goes to
work for a competitor and reduces their profits or security. Thus,
there are perverse incentives to (effectively) reward a criminal.

There is an interesting analog in some “patent troll” cases. A
firm will acquire a patent that appears to read on a current tech-
nology in widespread use, possibly because the patent office has
often failed to properly understand “obviousness” in IT. The troll
firm will sue a company for infringement but offer to settle for a
large amount that is less than the cost of defending the lawsuit.
The company pays, and the troll firm will then sue the next big
company on the same grounds. In each case, there is a perverse
incentive for the individual companies to pay a small fee to make
the suit go away despite there being no real merit to the case.
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