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a b s t r a c t

The modern science of networks has brought significant advances to our understanding of
complex systems. One of the most relevant features of graphs representing real systems
is community structure, or clustering, i.e. the organization of vertices in clusters, with
many edges joining vertices of the same cluster and comparatively few edges joining
vertices of different clusters. Such clusters, or communities, can be considered as fairly
independent compartments of a graph, playing a similar role like, e.g., the tissues or the
organs in the human body. Detecting communities is of great importance in sociology,
biology and computer science, disciplines where systems are often represented as graphs.
This problem is very hard and not yet satisfactorily solved, despite the huge effort of a
large interdisciplinary community of scientists working on it over the past few years. We
will attempt a thorough exposition of the topic, from the definition of the main elements
of the problem, to the presentation of most methods developed, with a special focus on
techniques designed by statistical physicists, from the discussion of crucial issues like the
significance of clustering and how methods should be tested and compared against each
other, to the description of applications to real networks.
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1. Introduction

The origin of graph theory dates back to Euler’s solution of the puzzle of Königsberg’s bridges in 1736 [1]. Since then a lot
has been learned about graphs and their mathematical properties [2]. In the 20th century they have also become extremely
useful as the representation of a wide variety of systems in different areas. Biological, social, technological, and information
networks can be studied as graphs, and graph analysis has become crucial to understand the features of these systems. For
instance, social network analysis started in the 1930’s and has become one of the most important topics in sociology [3,4].
In recent times, the computer revolution has provided scholars with a huge amount of data and computational resources to
process and analyze these data. The size of real networks one can potentially handle has also grown considerably, reaching
millions or even billions of vertices. The need to deal with such a large number of units has produced a deep change in the
way graphs are approached [5–10].

Graphs representing real systems are not regular like, e.g., lattices. They are objects where order coexists with disorder.
The paradigm of disordered graph is the random graph, introduced by Erdös and Rényi [11]. In it, the probability of having
an edge between a pair of vertices is equal for all possible pairs (see Appendix). In a random graph, the distribution of
edges among the vertices is highly homogeneous. For instance, the distribution of the number of neighbors of a vertex, or
degree, is binomial, so most vertices have equal or similar degree. Real networks are not random graphs, as they display big
inhomogeneities, revealing a high level of order and organization. The degree distribution is broad, with a tail that often
follows a power law: therefore, many vertices with low degree coexist with some vertices with large degree. Furthermore,
the distribution of edges is not only globally, but also locally inhomogeneous, with high concentrations of edges within
special groups of vertices, and low concentrations between these groups. This feature of real networks is called community
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Fig. 1. A simple graph with three communities, enclosed by the dashed circles. Reprinted figure with permission from Ref. [16].
© 2009, by Springer.

structure [12], or clustering, and is the topic of this review (for earlier reviews see Refs. [13–17]). Communities, also called
clusters or modules, are groups of vertices which probably share common properties and/or play similar roles within the
graph. In Fig. 1 a schematic example of a graph with communities is shown.

Society offers a wide variety of possible group organizations: families, working and friendship circles, villages, towns,
nations. The diffusion of Internet has also led to the creation of virtual groups, that live on theWeb, like online communities.
Indeed, social communities have been studied for a long time [18–21]. Communities also occur in many networked systems
frombiology, computer science, engineering, economics, politics, etc. In protein–protein interaction networks, communities
are likely to group proteins having the same specific function within the cell [22–24], in the graph of the World Wide Web
they may correspond to groups of pages dealing with the same or related topics [25,26], in metabolic networks they may be
related to functional modules such as cycles and pathways [27,28], in food webs they may identify compartments [29,30],
and so on.

Communities can have concrete applications. Clustering Web clients who have similar interests and are geographically
near to each othermay improve the performance of services provided on theWorldWideWeb, in that each cluster of clients
could be served by a dedicated mirror server [31]. Identifying clusters of customers with similar interests in the network
of purchase relationships between customers and products of online retailers (like, e.g., www.amazon.com) enables one
to set up efficient recommendation systems [32], that better guide customers through the list of items of the retailer and
enhance the business opportunities. Clusters of large graphs can be used to create data structures in order to efficiently
store the graph data and to handle navigational queries, like path searches [33,34]. Ad hoc networks [35], i.e. self-configuring
networks formed by communication nodes acting in the same region and rapidly changing (because the devices move, for
instance), usually have no centrally maintained routing tables that specify how nodes have to communicate to other nodes.
Grouping the nodes into clusters enables one to generate compact routing tables while the choice of the communication
paths is still efficient [36].

Community detection is important for other reasons, too. Identifying modules and their boundaries allows for a
classification of vertices, according to their structural position in the modules. So, vertices with a central position in their
clusters, i.e. sharing a large number of edges with the other group partners, may have an important function of control
and stability within the group; vertices lying at the boundaries between modules play an important role of mediation and
lead the relationships and exchanges between different communities (alike to Csermely’s ‘‘creative elements’’ [37]). Such a
classification seems to be meaningful in social [38–40] andmetabolic networks [27]. Finally, one can study the graph where
vertices are the communities and edges are set between clusters if there are connections between some of their vertices in
the original graph and/or if the modules overlap. In this way one attains a coarse-grained description of the original graph,
which unveils the relationships between modules.1 Recent studies indicate that networks of communities have a different
degree distribution with respect to the full graphs [28]; however, the origin of their structures can be explained by the same
mechanism [43].

Another important aspect related to community structure is the hierarchical organization displayed by most networked
systems in the real world. Real networks are usually composed by communities including smaller communities, which
in turn include smaller communities, etc. The human body offers a paradigmatic example of hierarchical organization: it is
composed by organs, organs are composed by tissues, tissues by cells, etc. Another example is represented by business firms,

1 Coarse-graining a graph generally means mapping it onto a smaller graph having similar properties, which is easier to handle. For this purpose, the
vertices of the original graph are not necessarily grouped in communities. Gfeller and De Los Rios have proposed coarse-graining schemes that keep the
properties of dynamic processes acting on the graph, like random walks [41] and synchronization [42].

http://www.amazon.com
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which are characterized by a pyramidal organization, going from the workers to the president, with intermediate levels
corresponding to work groups, departments and management. Herbert A. Simon has emphasized the crucial role played by
hierarchy in the structure and evolution of complex systems [44]. The generation and evolution of a system organized in
interrelated stable subsystems aremuch quicker than if the systemwere unstructured, because it ismuch easier to assemble
the smallest subparts first and use them as building blocks to get larger structures, until the whole system is assembled. In
this way it is also far more difficult that errors (mutations) occur along the process.

The aimof community detection in graphs is to identify themodules and, possibly, their hierarchical organization, by only
using the information encoded in the graph topology. The problem has a long tradition and it has appeared in various forms
in several disciplines. The first analysis of community structure was carried out by Weiss and Jacobson [45], who searched
for work groups within a government agency. The authors studied thematrix of working relationships betweenmembers of
the agency, which were identified by means of private interviews. Work groups were separated by removing the members
working with people of different groups, which act as connectors between them. This idea of cutting the bridges between
groups is at the basis of several modern algorithms of community detection (Section 5). Research on communities actually
started even earlier than the paper byWeiss and Jacobson. Already in 1927, Stuart Rice looked for clusters of people in small
political bodies, based on the similarity of their voting patterns [46]. Two decades later, George Homans showed that social
groups could be revealed by suitably rearranging the rows and the columns of matrices describing social ties, until they
take an approximate block-diagonal form [47]. This procedure is now standard. Meanwhile, traditional techniques to find
communities in social networks are hierarchical clustering and partitional clustering (Sections 4.2 and 4.3), where vertices
are joined into groups according to their mutual similarity.

Identifying graph communities is a popular topic in computer science, too. In parallel computing, for instance, it is crucial
to knowwhat is the bestway to allocate tasks to processors so as tominimize the communications between themand enable
a rapid performance of the calculation. This can be accomplished by splitting the computer cluster into groups with roughly
the same number of processors, such that the number of physical connections between processors of different groups is
minimal. The mathematical formalization of this problem is called graph partitioning (Section 4.1). The first algorithms for
graph partitioning were proposed in the early 1970’s.

In a seminal paper appeared in 2002, Girvan and Newman proposed a new algorithm, aiming at the identification of
edges lying between communities and their successive removal, a procedure that after some iterations leads to the isolation
of the communities [12]. The intercommunity edges are detected according to the values of a centrality measure, the edge
betweenness, that expresses the importance of the role of the edges in processes where signals are transmitted across the
graph following paths of minimal length. The paper triggered a big activity in the field, and many new methods have been
proposed in the last years. In particular, physicists entered the game, bringing in their tools and techniques: spin models,
optimization, percolation, randomwalks, synchronization, etc., became ingredients of new original algorithms. The field has
also taken advantage of concepts andmethods from computer science, nonlinear dynamics, sociology, discretemathematics.

In this manuscript we try to cover in some detail the work done in this area. We shall pay special attention to the
contributions made by physicists, but we shall also give proper credit to important results obtained by scholars of other
disciplines. Section 2 introduces communities in real networks, and is supposed to make the reader acquainted with the
problem and its relevance. In Section 3we define the basic elements of community detection, i.e. the concepts of community
and partition. Traditional clusteringmethods in computer and social sciences, i.e. graph partitioning, hierarchical, partitional
and spectral clustering are reviewed in Section 4. Modern methods, divided into categories based on the type of approach,
are presented in Sections 5 to 10. Algorithms to find overlapping communities, multiresolution and hierarchical techniques,
are separately described in Sections 11 and 12, respectively, whereas Section 13 is devoted to the detection of communities
evolving in time. We stress that our categorization of the algorithms is not sharp, because many algorithmsmay enter more
categories: we tried to classify them based on what we believe is their main feature/purpose, even if other aspects may be
present. Sections 14 and 15 are devoted to the issues of defining when community structure is significant, and deciding
about the quality of algorithms’ performances. In Sections 16 and 17 we describe general properties of clusters found in
real networks, and specific applications of clustering algorithms. Section 18 contains the summary of the review, along with
a discussion about future research directions in this area. The review makes use of several concepts of graph theory, that
are defined and explained in the Appendix. Readers not acquainted with these concepts are urged to read the Appendix
first.

2. Communities in real-world networks

In this section we shall present some striking examples of real networks with community structure. In this way we shall
see what communities look like and why they are important.

Social networks are paradigmatic examples of graphs with communities. The word community itself refers to a social
context. People naturally tend to form groups, within their work environment, family, friends.

In Fig. 2 we show some examples of social networks. The first example (Fig. 2a) is Zachary’s network of karate club
members [50], a well-known graph regularly used as a benchmark to test community detection algorithms (Section 15.1). It
consists of 34 vertices, the members of a karate club in the United States, who were observed during a period of three years.
Edges connect individuals whowere observed to interact outside the activities of the club. At some point, a conflict between
the club president and the instructor led to the fission of the club into two separate groups, supporting the instructor and
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Fig. 2. Community structure in social networks. (a) Zachary’s karate club, a standard benchmark in community detection. The colors correspond to the
best partition found by optimizing the modularity of Newman and Girvan (Section 6.1). Reprinted figure with permission from Ref. [48].
© 2004, by IOP Publishing and SISSA.
(b) Collaboration network between scientists working at the Santa Fe Institute. The colors indicate high level communities obtained by the algorithm of
Girvan and Newman (Section 5.1) and correspond quite closely to research divisions of the institute. Further subdivisions correspond to smaller research
groups, revolving around project leaders. Reprinted figure with permission from Ref. [12].
© 2002, by the National Academy of Science of the USA.
(c) Lusseau’s network of bottlenose dolphins. The colors label the communities identified through the optimization of a modified version of themodularity
of Newman andGirvan, proposed by Arenas et al. [49] (Section 12.1). The partitionmatches the biological classification of the dolphins proposed by Lusseau.
Reprinted figure with permission from Ref. [49].
© 2008, by IOP Publishing.

the president, respectively (indicated by squares and circles). The question is whether from the original network structure
it is possible to infer the composition of the two groups. Indeed, by looking at Fig. 2a one can distinguish two aggregations,
one around vertices 33 and 34 (34 is the president), the other around vertex 1 (the instructor). One can also identify several
vertices lying between the two main structures, like 3, 9, 10; such vertices are often misclassified by community detection
methods.

Fig. 2b displays the largest connected component of a network of collaborations of scientists working at the Santa Fe
Institute (SFI). There are 118 vertices, representing resident scientists at SFI and their collaborators. Edges are placedbetween
scientists that have published at least one paper together. The visualization layout allows to distinguish disciplinary groups.
In this network one observes many cliques, as authors of the same paper are all linked to each other. There are but a few
connections between most groups.

In Fig. 2c we show the network of bottlenose dolphins living in Doubtful Sound (New Zealand) analyzed by Lusseau [51].
There are 62 dolphins and edgeswere set between animals thatwere seen togethermore often than expected by chance. The
dolphins separated in two groups after a dolphin left the place for some time (squares and circles in the figure). Such groups
are quite cohesive, with several internal cliques, and easily identifiable: only six edges join vertices of different groups.
Due to this natural classification Lusseau’s dolphins’ network, like Zachary’s karate club, is often used to test algorithms for
community detection (Section 15.1).

Protein–protein interaction (PPI) networks are subject of intense investigations in biology and bioinformatics, as the
interactions between proteins are fundamental for each process in the cell [52]. Fig. 3 illustrates a PPI network of the rat
proteome [53]. Each interaction is derived by homology from experimentally observed interactions in other organisms. In
our example, the proteins interact very frequently with each other, as they belong to metastatic cells, which have a high
motility and invasiveness with respect to normal cells. Communities correspond to functional groups, i.e. to proteins having
the same or similar functions, which are expected to be involved in the same processes. The modules are labeled by the
overall function or the dominating protein class.Most communities are associated to cancer andmetastasis, which indirectly
shows how important detecting modules in PPI networks is.
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Fig. 3. Community structure in protein–protein interaction networks. The graph pictures the interactions between proteins in cancerous cells of a rat.
Communities, labeled by colors, were detected with the Clique Percolation Method by Palla et al. (Section 11.1). Reprinted figure with permission from
Ref. [53].
© 2006, by PubMed Central.

Relationships/interactions between elements of a system need not be reciprocal. In many cases they have a precise
direction, that needs to be taken into account to understand the system as awhole. As an example we can cite predator-prey
relationships in food webs. In Fig. 4 we see another example, taken from technology. The system is the World Wide Web,
which can be seen as a graph by representing web pages as vertices and the hyperlinks that make users move from one
page to another as edges [55]. Hyperlinks are directed: if one can move from page A to page B by clicking on a hyperlink
of A, one usually does not find on B a hyperlink taking back to A. In fact, very few hyperlinks (less than 10%) are reciprocal.
Communities of the web graph are groups of pages having topical similarities. Detecting communities in the web graph
may help to identify the artificial clusters created by link farms in order to enhance the PageRank [56] value of web sites
and grant them a higher Google ranking. In this way one could discourage this unfair practice. One usually assumes that the
existence of a hyperlink between two pages implies that they are content-related, and that this similarity is independent
of the hyperlink direction. Therefore it is customary to neglect the directedness of the hyperlinks and to consider the graph
as undirected, for the purpose of community detection. On the other hand, taking properly into account the directedness of
the edges can considerably improve the quality of the partition(s), as one can handle a lot of precious information about the
system. Moreover, in some instances neglecting edge directedness may lead to strange results [57,58]. Developing methods
of community detection for directed graphs is a hard task. For instance, a directed graph is characterized by asymmetrical
matrices (adjacency matrix, Laplacian, etc.), so spectral analysis is much more complex. Only a few techniques can be easily
extended from the undirected to the directed case. Otherwise, the problem must be formulated from scratch.

Edge directedness is not the only complication to deal with when facing the problem of graph clustering. In many real
networks vertices may belong to more than one group. In this case one speaks of overlapping communities and uses the
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Fig. 4. Community structure in technological networks. Sample of the web graph consisting of the pages of a web site and their mutual hyperlinks, which
are directed. Communities, indicated by the colors, were detected with the algorithm of Girvan and Newman (Section 5.1), by neglecting the directedness
of the edges. Reprinted figure with permission from Ref. [54].
© 2004, by the American Physical Society.
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term cover, rather than partition, whose standard definition forbids multiple memberships of vertices. Classical examples
are social networks, where an individual usually belongs to different circles at the same time, from that of work colleagues
to family, sport associations, etc. Traditional algorithms of community detection assign each vertex to a single module. In so
doing, they neglect potentially relevant information. Vertices belonging tomore communities are likely to play an important
role of intermediation betweendifferent compartments of the graph. In Fig. 5we showanetwork ofword association derived
starting from the word ‘‘bright’’. The network builds on the University of South Florida Free Association Norms [59]. An edge



82 S. Fortunato / Physics Reports 486 (2010) 75–174

Fig. 6. Community structure in multipartite networks. This bipartite graph refers to the Southern Women Event Participation data set. Women are
represented as open symbols with black labels, events as filled symbols withwhite labels. The illustrated vertex partition has been obtained bymaximizing
amodified version of themodularity byNewman andGirvan, tailored on bipartite graphs [60] (Section 6.2). Reprinted figurewith permission fromRef. [60].
© 2007, by the American Physical Society.

between words A and B indicates that some people associate B to the word A. The graph clearly displays four communities,
corresponding to the categories Intelligence, Astronomy, Light and Colors. The word ‘‘bright’’ is related to all of them by
construction. Otherwords belong tomore categories, e.g. ‘‘dark’’ (Colors and Light). Accounting for overlapping communities
introduces a further variable, themembership of vertices in different communities, which enormously increases the number
of possible covers with respect to standard partitions. Therefore, searching for overlapping communities is usually much
more computationally demanding than detecting standard partitions.

So farwe have discussed examples of unipartite graphs. However, it is not uncommon to find real networkswith different
classes of vertices, and edges joining only vertices of different classes. An example is a network of scientists and papers,
where edges join scientists and the papers they have authored. Here there is no edge between any pair of scientists or papers,
so the graph is bipartite. For a multipartite network the concept of community does not change much with respect to the
case of unipartite graphs, as it remains related to a large density of edges between members of the same group, with the
only difference that the elements of each group belong to different vertex classes. Multipartite graphs are usually reduced to
unipartite projections of each vertex class. For instance, from the bipartite network of scientists and papers one can extract
a network of scientists only, who are related by co-authorship. In this way one can adopt standard techniques of network
analysis, in particular standard clustering methods, but a lot of information gets lost. Detecting communities in multipartite
networks can have interesting applications in, e.g., marketing. Large shopping networks, in which customers are linked to
the products they have bought, allow one to classify customers based on the types of product they purchasemore often: this
could be used both to organize targeted advertising, as well as to give recommendations about future purchases [61]. The
problem of community detection in multipartite networks is not trivial, and usually requires ad hoc methodologies. Fig. 6
illustrates the famous bipartite network of SouthernWomen studied by Davis et al. [62]. There are 32 vertices, representing
18 women from the area of Natchez, Mississippi, and 14 social events. Edges represent the participation of the women in
the events. From the figure one can see that the network has a clear community structure.

In some of the previous examples, edges have (or can have) weights. For instance, the edges of the collaboration network
of Fig. 2b could be weighted by the number of papers coauthored by pairs of scientists. Similarly, the edges of the word
association network of Fig. 5 are weighted by the number of times pairs of words have been associated by people. Weights
are precious additional information on a graph, and should be considered in the analysis. In many cases methods working
on unweighted graphs can be simply extended to the weighted case.

3. Elements of community detection

The problem of graph clustering, intuitive at first sight, is actually not well defined. The main elements of the problem
themselves, i.e. the concepts of community andpartition, are not rigorously defined, and require somedegree of arbitrariness
and/or common sense. Indeed, some ambiguities are hidden and there are often many equally legitimate ways of resolving
them. Therefore, it is not surprising that there are plenty of recipes in the literature and that people do not even try to
ground the problem on shared definitions. It is important to stress that the identification of structural clusters is possible
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only if graphs are sparse, i.e. if the number of edges m is of the order of the number of nodes n of the graph. If m � n,
the distribution of edges among the nodes is too homogeneous for communities to make sense.2 In this case the problem
turns into something rather different, close to data clustering [63], which requires concepts and methods of a different
nature. The main difference is that, while communities in graphs are related, explicitly or implicitly, to the concept of
edge density (inside versus outside the community), in data clustering communities are sets of points which are ‘‘close’’
to each other, with respect to a measure of distance or similarity, defined for each pair of points. Some classical techniques
for data clustering, like hierarchical, partitional and spectral clustering will be discussed later in the review (Sections 4.2–
4.4), as they are sometimes adopted for graph clustering too. Other standard procedures for data clustering include neural
network clustering techniques like, e. g., self-organizingmaps andmulti-dimensional scaling techniques like, e.g., singular value
decomposition and principal component analysis [63].

In this section we shall attempt an ordered exposition of the fundamental concepts of community detection. After a
brief discussion of the issue of computational complexity for the algorithms, we shall review the notions of community and
partition.

3.1. Computational complexity

Themassive amount of data on real networks currently availablemakes the issue of the efficiency of clustering algorithms
essential. The computational complexity of an algorithm is the estimate of the amount of resources required by the algorithm
to perform a task. This involves both the number of computation steps needed and the number ofmemory units that need to
be simultaneously allocated to run the computation. Such demands are usually expressed by their scalability with the size
of the system at study. In the case of a graph, the size is typically indicated by the number of vertices n and/or the number of
edges m. The computational complexity of an algorithm cannot always be calculated. In fact, sometimes this is a very hard
task, or even impossible. In these cases, it is however important to have at least an estimate of theworst-case complexity of
the algorithm, which is the amount of computational resources needed to run the algorithm in the most unfavorable case
for a given system size.

The notation O(nαmβ) indicates that the computer time grows as a power of both the number of vertices and edges, with
exponents α and β , respectively. Ideally, one would like to have the lowest possible values for the exponents, which would
correspond to the lowest possible computational demands. Samples of theWeb graph, with millions of vertices and billions
of edges, cannot be tackled by algorithms whose running time grows faster than O(n) or O(m).

Algorithms with polynomial complexity form the class P. For some important decision and optimization problems,
there are no known polynomial algorithms. Finding solutions of such problems in the worst-case scenario may demand
an exhaustive search, which takes a time growing faster than any polynomial function of the system size, e.g. exponentially.
Problems whose solutions can be verified in a polynomial time span the class NP of non-deterministic polynomial time
problems, which includes P. A problem is NP-hard if a solution for it can be translated into a solution for any NP-problem.
However, a NP-hard problem needs not be in the class NP. If it does belong to NP it is called NP-complete. The class of
NP-complete problems has drawn a special attention in computer science, as it includes many famous problems like the
Traveling Salesman, Boolean Satisfiability (SAT), Linear Programming, etc. [64,65]. The fact thatNP problems have a solution
which is verifiable in polynomial time does not mean that NP problems have polynomial complexity, i.e., that they are in
P. In fact, the question of whether NP = P is the most important open problem in theoretical computer science. NP-hard
problems need not be in NP (in which case they would be NP-complete), but they are at least as hard as NP-complete
problems, so they are unlikely to have polynomial complexity, although a proof of that is still missing.

Many clustering algorithms or problems related to clustering are NP-hard. In this case, it is pointless to use exact
algorithms, which could be applied only to very small systems. Moreover, even if an algorithm has a polynomial complexity,
it may still be too slow to tackle large systems of interest. In all such cases it is common to use approximation algorithms, i.e.
methods that do not deliver an exact solution to the problem at hand, but only an approximate solution, with the advantage
of a lower complexity. Approximation algorithms are often non-deterministic, as they deliver different solutions for the
same problem, for different initial conditions and/or parameters of the algorithm. The goal of such algorithms is to deliver
a solution which differs by a constant factor from the optimal solution. In any case, one should give provable bounds on
the goodness of the approximate solution delivered by the algorithm with respect to the optimal solution. In many cases
it is not possible to approximate the solution within any constant, as the goodness of the approximation strongly depends
on the specific problem at study. Approximation algorithms are commonly used for optimization problems, in which one
wants to find the maximum or minimum value of a given cost function over a large set of possible system configurations.

3.2. Communities

3.2.1. Basics
The first problem in graph clustering is to look for a quantitative definition of community. No definition is universally

accepted. As amatter of fact, the definition often depends on the specific system at hand and/or application one has inmind.

2 This is not necessarily true if graphs are weighted with a heterogeneous distribution of weights. In such cases communities may still be identified as
subgraphs with a high internal density of weight.
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From intuition and the examples of Section 2 we get the notion that there must bemore edges ‘‘inside’’ the community than
edges linking vertices of the community with the rest of the graph. This is the reference guideline at the basis of most
community definitions. But many alternative recipes are compatible with it. Moreover, in most cases, communities are
algorithmically defined, i.e. they are just the final product of the algorithm, without a precise a priori definition.

Let us start with a subgraph C of a graph G, with |C| = nc and |G| = n vertices, respectively. We define the internal and
external degree of vertex v ∈ C, kintv and kextv , as the number of edges connecting v to other vertices of C or to the rest of the
graph, respectively. If kextv = 0, the vertex has neighbors only within C, which is likely to be a good cluster for v; if kintv = 0,
instead, the vertex is disjoint from C and it should be better assigned to a different cluster. The internal degree kC

int of C is
the sum of the internal degrees of its vertices. Likewise, the external degree kC

ext of C is the sum of the external degrees of its
vertices. The total degree kC is the sum of the degrees of the vertices of C. By definition, kC = kC

int + kC

ext .
We define the intra-cluster density δint(C) of the subgraph C as the ratio between the number of internal edges of C and

the number of all possible internal edges, i.e.

δint(C) = # internal edges of C

nc(nc − 1)/2
. (1)

Similarly, the inter-cluster density δext(C) is the ratio between the number of edges running from the vertices of C to the
rest of the graph and the maximum number of inter-cluster edges possible, i.e.

δext(C) = # inter-cluster edges of C

nc(n − nc)
. (2)

For C to be a community, we expect δint(C) to be appreciably larger than the average link density δ(G) of G, which is
given by the ratio between the number of edges of G and the maximum number of possible edges n(n − 1)/2. On the other
hand, δext(C) has to be much smaller than δ(G). Searching for the best tradeoff between a large δint(C) and a small δext(C)
is implicitly or explicitly the goal of most clustering algorithms. A simple way to do that is, e.g., maximizing the sum of the
differences δint(C) − δext(C) over all clusters of the partition3 [66].

A required property of a community is connectedness. We expect that for C to be a community there must be a path
between each pair of its vertices, running only through vertices ofC. This feature simplifies the task of community detection
on disconnected graphs, as in this case one just analyzes each connected component separately, unless special constraints
are imposed on the resulting clusters.

With these basic requirements in mind, we can now introduce the main definitions of community. Social network
analysts have devisedmanydefinitions of subgroupswith various degrees of internal cohesion among vertices [3,4,21].Many
other definitions have been introduced by computer scientists and physicists. We distinguish three classes of definitions:
local, global and based on vertex similarity. Other definitions will be given in the context of the algorithms for which they
were introduced.

3.2.2. Local definitions
Communities are parts of the graphwith a few ties with the rest of the system. To some extent, they can be considered as

separate entities with their own autonomy. So, it makes sense to evaluate them independently of the graph as awhole. Local
definitions focus on the subgraph under study, including possibly its immediate neighborhood, but neglecting the rest of the
graph. We start with a listing of the main definitions adopted in social network analysis, for which we shall closely follow
the exposition of Ref. [3]. There, four types of criterion were identified: complete mutuality, reachability, vertex degree and
the comparison of internal versus external cohesion. The corresponding communities are mostly maximal subgraphs, which
cannot be enlarged with the addition of new vertices and edges without losing the property which defines them.

Social communities can be defined in a very strict sense as subgroups whosemembers are all ‘‘friends’’ to each other [67]
(complete mutuality). In graph terms, this corresponds to a clique, i.e. a subset whose vertices are all adjacent to each other.
In social network analysis, a clique is a maximal subgraph, whereas in graph theory it is common to also call cliques non-
maximal subgraphs. Triangles are the simplest cliques, and are frequent in real networks. But larger cliques are less frequent.
Moreover, the condition is really too strict: a subgraph with all possible internal edges except one would be an extremely
cohesive subgroup, but it would not be considered a community under this recipe. Another problem is that all vertices of a
clique are absolutely symmetric, with no differentiation between them. Inmany practical examples, instead, we expect that
within a community there is a whole hierarchy of roles for the vertices, with core vertices coexisting with peripheral ones.
We remark that verticesmay belong tomore cliques simultaneously, a propertywhich is at the basis of the Clique Percolation
Method of Palla et al. [28] (see Section 11.1). From a practical point of view, finding cliques in a graph is an NP-complete
problem [68]. The Bron–Kerbosch method [69] runs in a time growing exponentially with the size of the graph.

It is however possible to relax the notion of clique, defining subgroups which are still clique-like objects. A possibility is
to use properties related to reachability, i.e. to the existence (and length) of paths between vertices. An n-clique is a maximal

3 In Ref. [66] one actually computes the inter-cluster density by summing the densities for each pair of clusters. Therefore the function to minimize is
not exactly

�
C
[δint (C) − δext (C)], but essentially equivalent.
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subgraph such that the distance of each pair of its vertices is not larger than n [70,71]. For n = 1 one recovers the definition
of clique, as all vertices are adjacent, so each geodesic path between any pair of vertices has length 1. This definition, more
flexible than that of clique, still has some limitations, deriving from the fact that the geodesic paths need not run on the
vertices of the subgraph at study, but may run on vertices outside the subgraph. In this way, there may be two disturbing
consequences. First, the diameter of the subgraph may exceed n, even if in principle each vertex of the subgraph is less than
n steps away from any of the others. Second, the subgraph may be disconnected, which is not consistent with the notion of
cohesion one tries to enforce. To avoid these problems, Mokken [72] has suggested two possible alternatives, the n-clan and
the n-club. An n-clan is an n-clique whose diameter is not larger than n, i.e. a subgraph such that the distance between any
two of its vertices, computed over shortest paths within the subgraph, does not exceed n. An n-club, instead, is a maximal
subgraph of diameter n. The two definitions are quite close: the difference is that an n-clan is maximal under the constraint
of being an n-clique, whereas an n-club is maximal under the constraint imposed by the length of the diameter.

Another criterion for subgraph cohesion relies on the adjacency of its vertices. The idea is that a vertex must be adjacent
to some minimum number of other vertices in the subgraph. In the literature on social network analysis there are two
complementary ways of expressing this. A k-plex is a maximal subgraph inwhich each vertex is adjacent to all other vertices
of the subgraph except at most k of them [73]. Similarly, a k-core is a maximal subgraph in which each vertex is adjacent to
at least k other vertices of the subgraph [74]. So, the two definitions impose conditions on the minimal number of absent or
present edges. The corresponding clusters are more cohesive than n-cliques, just because of the existence of many internal
edges. In any graph there is awhole hierarchy of cores of different order,which canbe identified bymeans of a recent efficient
algorithm [75]. A k-core is essentially the same as a p-quasi complete subgraph, which is a subgraph such that the degree
of each vertex is larger than p(k − 1), where p is a real number in [0, 1] and k the order of the subgraph [76]. Determining
whether a graph includes a 1/2-quasi complete subgraph of order at least k is NP-complete.

As cohesive as a subgraph can be, it would hardly be a community if there is a strong cohesion as well between the
subgraph and the rest of the graph. Therefore, it is important to compare the internal and external cohesion of a subgraph.
In fact, this is what is usually done in the most recent definitions of community. The first recipe, however, is not recent and
stems from social network analysis. An LS-set [77], or strong community [78], is a subgraph such that the internal degree
of each vertex is greater than its external degree. This condition is quite strict and can be relaxed into the so-called weak
definition of community [78], for which it suffices that the internal degree of the subgraph exceeds its external degree.
An LS-set is also a weak community, while the converse is not generally true. Hu et al. [79] have introduced alternative
definitions of strong and weak communities: a community is strong if the internal degree of any vertex of the community
exceeds the number of edges that the vertex shares with any other community; a community is weak if its total internal
degree exceeds the number of edges shared by the communitywith the other communities. These definitions are in the same
spirit of the planted partition model (Section 15). An LS-set is also a strong community in the sense of Hu et al.. Likewise, a
weak community according to Radicchi et al. is also a weak community for Hu et al.. In both cases the converse is not true,
however. Another definition focuses on the robustness of clusters to edge removal and uses the concept of edge connectivity.
The edge connectivity of a pair of vertices in a graph is the minimal number of edges that need to be removed in order to
disconnect the two vertices, i.e. such that there is no path between them. A lambda set is a subgraph such that any pair of
vertices of the subgraph has a larger edge connectivity than any pair formed by one vertex of the subgraph and one outside
the subgraph [80]. However, vertices of a lambda-set need not be adjacent and may be quite distant from each other.

Communities can also be identified by a fitness measure, expressing to which extent a subgraph satisfies a given property
related to its cohesion. The larger the fitness, the more definite is the community. This is the same principle behind quality
functions, which give an estimate of the goodness of a graph partition (see Section 3.3.2). The simplest fitness measure for a
cluster is its intra-cluster density δint(C). One could assume that a subgraph C with k vertices is a cluster if δint(C) is larger
than a threshold, say ξ . Finding such subgraphs is an NP-complete problem, as it coincides with the NP-complete Clique
Problem when the threshold ξ = 1 [64]. It is better to fix the size of the subgraph because, without this conditions, any
clique would be one of the best possible communities, including trivial two-cliques (simple edges). Variants of this problem
focus on the number of internal edges of the subgraph [81–83]. Another measure of interest is the relative density ρ(C) of a
subgraph C, defined as the ratio between the internal and the total degree of C. Finding subgraphs of a given size with ρ(C)
larger than a threshold is NP-complete [84]. Fitness measures can also be associated to the connectivity of the subgraph at
study to the other vertices of the graph. A good community is expected to have a small cut size (see Appendix A.1), i.e. a small
number of edges joining it to the rest of the graph. This sets a bridge between community detection and graph partitioning,
which we shall discuss in Section 4.1.

3.2.3. Global definitions
Communities can also be defined with respect to the graph as a whole. This is reasonable in those cases in which clusters

are essential parts of the graph, which cannot be taken apart without seriously affecting the functioning of the system. The
literature offers many global criteria to identify communities. In most cases they are indirect definitions, in which some
global property of the graph is used in an algorithm that delivers communities at the end. However, there is a class of proper
definitions, based on the idea that a graph has community structure if it is different from a random graph. A random graph à
la Erdös–Rényi (Appendix A.3), for instance, is not expected to have community structure, as any two vertices have the same
probability to be adjacent, so there should be no preferential linking involving special groups of vertices. Therefore, one can
define a null model, i.e. a graphwhichmatches the original in some of its structural features, butwhich is otherwise a random
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graph. The null model is used as a term of comparison, to verify whether the graph at study displays community structure
or not. The most popular null model is that proposed by Newman and Girvan and consists of a randomized version of the
original graph, where edges are rewired at random, under the constraint that the expected degree of each vertex matches
the degree of the vertex in the original graph [54]. This null model is the basic concept behind the definition of modularity,
a function which evaluates the goodness of partitions of a graph into clusters. Modularity will be discussed at length in this
review, because it has the unique privilege of being at the same time a global criterion to define a community, a quality
function and the key ingredient of the most popular method of graph clustering. In the standard formulation of modularity,
a subgraph is a community if the number of edges inside the subgraph exceeds the expected number of internal edges that
the same subgraph would have in the null model. This expected number is an average over all possible realizations of the
null model. Several modifications of modularity have been proposed (Section 6.2). A general class of null models, including
modularity as a special case, has been designed by Reichardt and Bornholdt [85] (Section 6.2).

3.2.4. Definitions based on vertex similarity
It is natural to assume that communities are groups of vertices similar to each other. One can compute the similarity

between each pair of verticeswith respect to some reference property, local or global, nomatterwhether they are connected
by an edge or not. Each vertex ends up in the cluster whose vertices are most similar to it. Similarity measures are at the
basis of traditional methods, like hierarchical, partitional and spectral clustering, to be discussed in Sections 4.2–4.4. Here
we discuss some popular measures used in the literature.

If it were possible to embed the graph vertices in an n-dimensional Euclidean space, by assigning a position to them, one
could use the distance between a pair of vertices as a measure of their similarity (it is actually a measure of dissimilarity
because similar vertices are expected to be close to each other). Given the two data points A = (a1, a2, . . . , an) and
B = (b1, b2, . . . , bn), one could use any norm Lm, like the Euclidean distance (L2-norm),

dEAB =
n�

k=1

�
(ak − bk)2, (3)

theManhattan distance (L1-norm)

dMAB =
n�

k=1

|ak − bk|, (4)

and the L∞-norm

d∞
AB = max

k∈[1,n]
|ak − bk|. (5)

Another popular spatial measure is the cosine similarity, defined as

ρAB = arccos
a · b

�
n�

k=1
a2k

�
n�

k=1
b2k

, (6)

where a · b is the dot product of the vectors a and b. The variable ρAB is defined in the range [0, π).
If the graph cannot be embedded in space, the similarity must be necessarily inferred from the adjacency relationships

between vertices. A possibility is to define a distance [39,3] between vertices like

dij =
��

k�=i,j

(Aik − Ajk)2, (7)

where A is the adjacency matrix. This is a dissimilarity measure, based on the concept of structural equivalence [86]. Two
vertices are structurally equivalent if they have the same neighbors, even if they are not adjacent themselves. If i and j are
structurally equivalent, dij = 0. Verticeswith large degree and different neighbors are considered very ‘‘far’’ from each other.
Alternatively, one could measure the overlap between the neighborhoods Γ (i) and Γ (j) of vertices i and j, given by the ratio
between the intersection and the union of the neighborhoods, i.e.

ωij = |Γ (i) ∩ Γ (j)|
|Γ (i) ∪ Γ (j)| . (8)

Another measure related to structural equivalence is the Pearson correlation between columns or rows of the adjacency
matrix,

Cij =

�
k

(Aik − µi)(Ajk − µj)

nσiσj
, (9)

where the averages µi = (
�

j Aij)/n and the variances σi =
��

j(Aij − µi)2/n.
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An alternative measure is the number of edge- (or vertex-) independent paths between two vertices. Independent paths
do not share any edge (vertex), and their number is related to the maximum flow that can be conveyed between the two
vertices under the constraint that each edge can carry only one unit of flow (max-flow/min-cut theorem [87]). Themaximum
flow can be calculated in a time O(m), for a graph withm edges, using techniques like the augmenting path algorithm [88].
Similarly, one could consider all paths running between two vertices. In this case, there is the problem that the total number
of paths is infinite, but this can be avoided if one performs a weighted sum of the number of paths. For instance, paths of
length l can be weighted by the factor αl, with α < 1. Another possibility, suggested by Estrada and Hatano [89,90], is to
weigh paths of length l with the inverse factorial 1/l!. In both cases, the contribution of long paths is strongly suppressed
and the sum converges.

Another important class of measures of vertex similarity is based on properties of random walks on graphs. One of this
properties is the commute-time between a pair of vertices, which is the average number of steps needed for a randomwalker,
starting at either vertex, to reach the other vertex for the first time and to come back to the starting vertex. Saerens and
coworkers [91–94] have extensively studied and used the commute-time (and variants thereof) as (dis)similarity measure:
the larger the time, the farther (less similar) the vertices. The commute-time is closely related [95] to the resistance distance
introduced by Klein and Randic [96], expressing the effective electrical resistance between two vertices if the graph is turned
into a resistor network. White and Smyth [97] and Zhou [98] used instead the average first passage time, i.e. the average
number of steps needed to reach for the first time the target vertex from the source. Harel and Koren [99] proposed to build
measures out of quantities like the probability to visit a target vertex in no more than a given number of steps after it leaves
a source vertex4 and the probability that a randomwalker starting at a source visits the target exactly once before hitting the
source again. Another quantity used to define similaritymeasures is the escape probability, defined as the probability that the
walker reaches the target vertex before coming back to the source vertex [102,103]. The escape probability is related to the
effective conductance between the two vertices in the equivalent resistor network. Other authors have exploited properties
of modified random walks. For instance, the algorithm by Gori and Pucci [104] and that by Tong et al. [103] used similarity
measures derived from Google’s PageRank process [56].

3.3. Partitions

3.3.1. Basics
A partition is a division of a graph in clusters, such that each vertex belongs to one cluster. As we have seen in Section 2,

in real systems vertices may be shared among different communities. A division of a graph into overlapping (or fuzzy)
communities is called cover.

The number of possible partitions in k clusters of a graph with n vertices is the Stirling number of the second kind
S(n, k) [105]. The total number of possible partitions is the n-th Bell number Bn = �n

k=0 S(n, k) [105]. In the limit of large n,
Bn has the asymptotic form [106]

Bn ∼ 1√
n
[λ(n)]n+1/2eλ(n)−n−1, (10)

where λ(n) = eW (n) = n/W (n), W (n) being the Lambert W function [107]. Therefore, Bn grows faster than exponentially
with the graph size n, which means that an enumeration and/or evaluation of all partitions of a graph is impossible, unless
the graph consists of very few vertices.

Partitions can be hierarchically ordered, when the graph has different levels of organization/structure at different scales.
In this case, clusters display in turn community structure, with smaller communities inside, which may again contain
smaller communities, and so on (Fig. 7). As an example, in a social network of children living in the same town, one could
group the children according to the schools they attend, but within each school one can make a subdivision into classes.
Hierarchical organization is a common feature of many real networks, where it is revealed by a peculiar scaling of the
clustering coefficient for vertices having the same degree k, when plotted as a function of k [108,109].

A natural way to represent the hierarchical structure of a graph is to draw a dendrogram, like the one illustrated in Fig. 8.
Here, partitions of a graph with twelve vertices are shown. At the bottom, each vertex is its own module (the ‘‘leaves’’ of
the tree). By moving upwards, groups of vertices are successively aggregated. Mergers of communities are represented by
horizontal lines. The uppermost level represents the whole graph as a single community. Cutting the diagram horizontally
at some height, as shown in the figure (dashed line), displays one partition of the graph. The diagram is hierarchical by
construction: each community belonging to a level is fully included in a community at a higher level. Dendrograms are
regularly used in sociology and biology. The technique of hierarchical clustering, described in Section 4.2, lends itself
naturally to this kind of representation.

4 In the clustering method by Latapy and Pons [100] (discussed in Section 8.2) and in a recent analysis by Nadler et al. [101], one defined a dissimilarity
measure called ‘‘diffusion distance’’, which is derived from the probability that the walker visits the target after a fixed number of steps.
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Fig. 7. Schematic example of a hierarchical graph. Sixteen modules with 32 vertices each clearly form four larger clusters. All vertices have degree 64.
Reprinted figure with permission from Ref. [110].
© 2009, by IOP Publishing.

Fig. 8. A dendrogram, or hierarchical tree. Horizontal cuts correspond to partitions of the graph in communities. Reprinted figure with permission from
Ref. [54].
© 2004, by the American Physical Society.

3.3.2. Quality functions: Modularity
Reliable algorithms are supposed to identify good partitions. But what is a good clustering? In order to distinguish

between ‘‘good’’ and ‘‘bad’’ clusterings, it would be useful to require that partitions satisfy a set of basic properties, intuitive
and easy to agree upon. In the wider context of data clustering, this issue has been studied by Jon Kleinberg [111], who has
proved an important impossibility theorem. Given a set S of points, a distance function d is defined, which is positive definite
and symmetric (the triangular inequality is not explicitly required). One wishes to find a clustering f based on the distances
between the points. Kleinberg showed that no clustering satisfies at the same time the three following properties:
1. Scale-invariance: given a constant α, multiplying any distance function d by α yields the same clustering.
2. Richness: any possible partition of the given point set can be recovered if one chooses a suitable distance function d.
3. Consistency: given a partition, any modification of the distance function that does not decrease the distance between

points of different clusters and that does not increase the distance between points of the same cluster, yields the same
clustering.

The theorem cannot be extended to graph clustering because the distance function cannot be in general defined for a graph
which is not complete. For weighted complete graphs, like correlationmatrices [112], it is often possible to define a distance
function. On a generic graph, except for the first property, which does notmake sensewithout a distance function,5 the other
two are quite well defined. The property of richness implies that, given a partition, one can set edges between the vertices
in such a way that the partition is a natural outcome of the resulting graph (e.g., it could be achieved by setting edges only
between vertices of the same cluster). Consistency here implies that deleting inter-cluster edges and adding intra-cluster
edges yields the same partition.

5 The traditional shortest-path distance between vertices is not suitable here, as it is integer by definition.
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Many algorithms are able to identify a subset of meaningful partitions, ideally one or just a few, whereas some others,
like techniques based on hierarchical clustering (Section 4.2), deliver a large number of partitions. That does not mean that
the partitions found are equally good. Therefore it is helpful (sometimes even necessary) to have a quantitative criterion to
assess the goodness of a graph partition. A quality function is a function that assigns a number to each partition of a graph. In
this way one can rank partitions based on their score given by the quality function. Partitions with high scores are ‘‘good’’,
so the one with the largest score is by definition the best. Nevertheless, one should keep in mind that the question of when
a partition is better than another one is ill-posed, and the answer depends on the specific concept of community and/or
quality function adopted.

A quality function Q is additive if there is an elementary function q such that, for any partition P of a graph

Q (P ) =
�

C∈P

q(C), (11)

whereC is a generic cluster of partitionP . Eq. (11) states that the quality of a partition is given by the sum of the qualities of
the individual clusters. The function q(C) could be any of the cluster fitness functions discussed in Section 3.2.2, for instance.
Most quality functions used in the literature are additive, although it is not a necessary requirement.

An example of quality function is the performance P , which counts the number of correctly ‘‘interpreted’’ pairs of vertices,
i.e. two vertices belonging to the same community and connected by an edge, or two vertices belonging to different
communities and not connected by an edge. The definition of performance, for a partition P , is

P(P ) = |{(i, j) ∈ E, Ci = Cj}| + |{(i, j) �∈ E, Ci �= Cj}|
n(n − 1)/2

. (12)

By definition, 0 ≤ P(P ) ≤ 1. Another example is coverage, i.e. the ratio of the number of intra-community edges by the
total number of edges: by definition, an ideal cluster structure, where the clusters are disconnected from each other, yields
a coverage of 1, as all edges of the graph fall within clusters.

The most popular quality function is the modularity of Newman and Girvan [54]. It is based on the idea that a random
graph is not expected to have a cluster structure, so the possible existence of clusters is revealed by the comparison between
the actual density of edges in a subgraph and the density one would expect to have in the subgraph if the vertices of the
graph were attached regardless of community structure. This expected edge density depends on the chosen null model, i.e. a
copy of the original graph keeping some of its structural properties but without community structure. Modularity can then
be written as follows

Q = 1
2m

�

ij

�
Aij − Pij

�
δ(Ci, Cj), (13)

where the sum runs over all pairs of vertices, A is the adjacency matrix, m the total number of edges of the graph, and Pij
represents the expected number of edges between vertices i and j in the null model. The δ-function yields one if vertices
i and j are in the same community (Ci = Cj), zero otherwise. The choice of the null model graph is in principle arbitrary,
and several possibilities exist. For instance, one could simply demand that the graph keeps the same number of edges as
the original graph, and that edges are placed with the same probability between any pair of vertices. In this case (Bernoulli
random graph), the null model term in Eq. (13) would be a constant (i.e. Pij = p = 2m/[n(n − 1)], ∀i, j). However this
null model is not a good descriptor of real networks, as it has a Poissonian degree distribution which is very different from
the skewed distributions found in real networks. Due to the important implications that broad degree distributions have
for the structure and function of real networks [5,9,7,113,8,10], it is preferable to go for a null model with the same degree
distribution of the original graph. The standard null model of modularity imposes that the expected degree sequence (after
averaging over all possible configurations of the model) matches the actual degree sequence of the graph. This is a stricter
constraint than merely requiring the match of the degree distributions, and is essentially equivalent6 to the configuration
model, which has been subject of intense investigation in the recent literature on networks [114,115]. In this null model,
a vertex could be attached to any other vertex of the graph and the probability that vertices i and j, with degrees ki and
kj, are connected, can be calculated without problems. In fact, in order to form an edge between i and j one needs to join
two stubs (i.e. half-edges), incident with i and j. The probability pi to pick at random a stub incident with i is ki/2m, as
there are ki stubs incident with i out of a total of 2m. The probability of a connection between i and j is then given by the
product pipj, since edges are placed independently of each other. The result is kikj/4m2, which yields an expected number
Pij = 2mpipj = kikj/2m of edges between i and j. So, the final expression of modularity reads

Q = 1
2m

�

ij

�
Aij −

kikj
2m

�
δ(Ci, Cj). (14)

6 The difference is that the configurationmodel maintains the same degree sequence of the original graph for each realization, whereas in the null model
of modularity the degree sequence of a realization is in general different, and only the average/expected degree sequence coincides with that of the graph
at hand. The two models are equivalent in the limit of infinite graph size.
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Since the only contributions to the sum come from vertex pairs belonging to the same cluster, we can group these
contributions together and rewrite the sum over the vertex pairs as a sum over the clusters

Q =
nc�

c=1

� lc
m

−
�

dc
2m

�2�
. (15)

Here, nc is the number of clusters, lc the total number of edges joining vertices of module c and dc the sum of the degrees of
the vertices of c. In Eq. (15), the first term of each summand is the fraction of edges of the graph inside the module, whereas
the second term represents the expected fraction of edges that would be there if the graph were a random graph with the
same expected degree for each vertex.

A nice feature of modularity is that it can be equivalently expressed both in terms of the intra-cluster edges, as in
Eq. (15), and in terms of the inter-cluster edges [116]. In fact, the maximum of modularity can be expressed as

Qmax = max
P

�
nc�

c=1

� lc
m

−
�

dc
2m

�2��

= 1
m

max
P

�
nc�

c=1

�
lc − Ex(lc)

��

= − 1
m

min
P

�

−
nc�

c=1

�
lc − Ex(lc)

��

, (16)

where maxP and minP indicates the maximum and the minimum over all possible graph partitions P and Ex(lc) = d2c/4m
indicates the expected number of links in cluster c in the null model of modularity. By adding and subtracting the total
number of edgesm of the graph one finally gets

Qmax = − 1
m

min
P

���
m −

nc�

c=1

lc
�

−
�
m −

nc�

c=1

Ex(lc)
���

= − 1
m

min
P

(|CutP | − ExCutP ). (17)

In the last expression |CutP | = m − �nc
c=1 lc is the number of inter-cluster edges of partition P , and ExCutP = m −�nc

c=1 Ex(lc) is the expected number of inter-cluster edges of the partition in modularity’s null model.
According to Eq. (15), a subgraph is a module if the corresponding contribution to modularity in the sum is positive. The

more the number of internal edges of the cluster exceeds the expected number, the better defined the community. So, large
positive values of the modularity indicate good partitions.7 The maximummodularity of a graph generally grows if the size
of the graph and/or the number of (well-separated) clusters increases [117]. Therefore, modularity should not be used to
compare the quality of the community structure of graphs which are very different in size. The modularity of the whole
graph, taken as a single community, is zero, as the two terms of the only summand in this case are equal and opposite.
Modularity is always smaller than one, and can be negative as well. For instance, the partition in which each vertex is a
community is always negative: in this case the sum runs over n terms, which are all negative as the first term of each
summand is zero. This is a nice feature of the measure, implying that, if there are no partitions with positive modularity,
the graph has no community structure. On the contrary, the existence of partitions with large negative modularity values
may hint to the existence of subgroups with very few internal edges and many edges lying between them (multipartite
structure) [118]. Holmströmet al. [119] have shown that the distribution ofmodularity values across the partitions of various
graphs, real and artificial (including random graphs with no apparent community structure), has some stable features, and
that the most likely modularity values correspond to partitions in clusters of approximately equal size.

Modularity has been employed as quality function in many algorithms, like some of the divisive algorithms of Section 5.
In addition, modularity optimization is itself a popular method for community detection (see Section 6.1). Modularity also
allows one to assess the stability of partitions [120] (Section 14), it can be used to design layouts for graph visualization [121]
and to perform a sort of renormalization of a graph, by transforming a graph into a smaller one with the same community
structure [122].

4. Traditional methods

4.1. Graph partitioning

The problem of graph partitioning consists of dividing the vertices in g groups of predefined size, such that the number of
edges lying between the groups is minimal. The number of edges running between clusters is called cut size. Fig. 9 presents
the solution of the problem for a graph with fourteen vertices, for g = 2 and clusters of equal size.

7 This is not necessarily true, as we will see in Section 6.3.
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Fig. 9. Graph partitioning. The dashed line shows the solution of the minimum bisection problem for the graph illustrated, i.e. the partition in two groups
of equal size with minimal number of edges running between the groups. Reprinted figure with permission from Ref. [16].
© 2009, by Springer.

Specifying the number of clusters of the partition is necessary. If one simply imposed a partition with the minimal cut
size, and left the number of clusters free, the solution would be trivial, corresponding to all vertices ending up in the same
cluster, as this would yield a vanishing cut size. Specifying the size is also necessary, as otherwise the most likely solution of
the problem would consist of separating the lowest degree vertex from the rest of the graph, which is quite uninteresting.
This problem can be actually avoided by choosing a different measure to optimize for the partitioning, which accounts for
the size of the clusters. Some of these measures will be briefly introduced at the end of this section.

Graph partitioning is a fundamental issue in parallel computing, circuit partitioning and layout, and in the design ofmany
serial algorithms, including techniques to solve partial differential equations and sparse linear systems of equations. Most
variants of the graph partitioning problem are NP-hard. There are however several algorithms that can do a good job, even
if their solutions are not necessarily optimal [123]. Many algorithms perform a bisection of the graph. Partitions into more
than two clusters are usually attained by iterative bisectioning. Moreover, in most cases one imposes the constraint that the
clusters have equal size. This problem is calledminimum bisection and is NP-hard.

The Kernighan–Lin algorithm [124] is one of the earliest methods proposed and is still frequently used, often in
combination with other techniques. The authors were motivated by the problem of partitioning electronic circuits onto
boards: the nodes contained in different boards need to be linked to each other with the least number of connections. The
procedure is an optimization of a benefit function Q , which represents the difference between the number of edges inside
the modules and the number of edges lying between them. The starting point is an initial partition of the graph in two
clusters of the predefined size: such an initial partition can be random or suggested by some information on the graph
structure. Then, subsets consisting of equal numbers of vertices are swapped between the two groups, so that Q has the
maximal increase. The subsets can consist of single vertices. To reduce the risk to be trapped in local maxima of Q , the
procedure includes some swaps that decrease the function Q . After a series of swaps with positive and negative gains, the
partition with the largest value of Q is selected and used as starting point of a new series of iterations. The Kernighan–Lin
algorithm is quite fast, scaling as O(n2 log n) (n being as usual the number of vertices), if only a constant number of swaps
are performed at each iteration. The most expensive part is the identification of the subsets to swap, which requires the
computation of the gains/losses for any pair of candidate subsets. On sparse graphs, a slightly different heuristic allows to
lower the complexity toO(n2). The partitions found by the procedure are strongly dependent on the initial configuration and
other algorithms can do better. It is preferable to start with a good guess about the sought partition, otherwise the results
are quite poor. Therefore themethod is typically used to improve on the partitions found through other techniques, by using
them as starting configurations for the algorithm. The Kernighan–Lin algorithm has been extended to extract partitions in
any number of parts [125], however the run-time and storage costs increase rapidly with the number of clusters.

Another popular technique is the spectral bisection method [126], which is based on the properties of the spectrum of the
Laplacian matrix. Spectral clustering will be discussed more thoroughly in Section 4.4, here we focus on its application to
graph partitioning.

Every partition of a graph with n vertices in two groups can be represented by an index vector s, whose component si is
+1 if vertex i is in one group and −1 if it is in the other group. The cut size R of the partition of the graph in the two groups
can be written as

R = 1
4
sTLs, (18)

where L is the Laplacianmatrix and sT the transpose of vector s. Vector s can bewritten as s = �
i aivi, where vi, i = 1, . . . , n

are the eigenvectors of the Laplacian. If s is properly normalized, then

R =
�

i

a2i λi, (19)
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where λi is the Laplacian eigenvalue corresponding to eigenvector vi. It is worth remarking that the sum contains at most
n − 1 terms, as the Laplacian has at least one zero eigenvalue. Minimizing R equals to the minimization of the sum on the
right-hand side of Eq. (19). This task is still very hard. However, if the second lowest eigenvector λ2 is close enough to zero,
a good approximation of the minimum can be attained by choosing s parallel with the corresponding eigenvector v2, which
is called the Fiedler vector [127]: this would reduce the sum to λ2, which is a small number. But the index vector cannot
be perfectly parallel with v2 by construction, because all its components are equal in modulus, whereas the components of
v2 are not. The best choice is to match the signs of the components. So, one can set si = +1 (−1) if vi2 > 0 (<0). It may
happen that the sizes of the two corresponding groups do not match the predefined sizes one wishes to have. In this case,
if one aims at a split in n1 and n2 = n − n1 vertices, the best strategy is to order the components of the Fiedler vector from
the lowest to the largest values and to put in one group the vertices corresponding to the first n1 components from the top
or the bottom, and the remaining vertices in the second group. This procedure yields two partitions: the better solution is
naturally the one that gives the smaller cut size.

The spectral bisection method is quite fast. The first eigenvectors of the Laplacian can be computed by using the Lanczos
method [128]. The time required to compute the first k eigenvectors of a matrix with the Lanczos method depends on the
size of the eigengap |λk+1 −λk| [129]. If the eigenvalues λk+1 and λk are well separated, the running time of the algorithm is
much shorter than the time required to calculate the complete set of eigenvectors, which scales as O(n3). The method gives
in general good partitions, that can be further improved by applying the Kernighan–Lin algorithm.

The well known max-flow min-cut theorem by Ford and Fulkerson [130] states that the minimum cut between any two
vertices s and t of a graph, i.e. any minimal subset of edges whose deletion would topologically separate s from t , carries the
maximum flow that can be transported from s to t across the graph. In this context edges play the role of water pipes, with a
given carrying capacity (e.g. their weights), and vertices the role of pipe junctions. This theorem has been used to determine
minimal cuts frommaximal flows in clustering algorithms. There are several efficient routines to compute maximum flows
in graphs, like the algorithmof Goldberg and Tarjan [131]. Flake et al. [132,25] have recently usedmaximum flows to identify
communities in the graph of the World Wide Web. The web graph is directed but for the purposes of the calculation Flake
et al. treated the edges as undirected. Web communities are defined to be ‘‘strong’’ (LS-sets), i.e. the internal degree of each
vertex must not be smaller than its external degree [78]. An artificial sink t is added to the graph and one calculates the
maximum flows from a source vertex s to the sink t: the corresponding minimum cut identifies the community of vertex
s, provided s shares a sufficiently large number of edges with the other vertices of its community, otherwise one could get
trivial separations and meaningless clusters.

Other popular methods for graph partitioning include level-structure partitioning, the geometric algorithm, multilevel
algorithms, etc. A good description of these algorithms can be found in Ref. [123].

Graphs can be also partitioned by minimizing measures that are affine to the cut size, like conductance [2]. The
conductance Φ(C) of the subgraph C of a graph G is defined as

Φ(C) = c(C, G \ C)

min(kC, kG\C)
, (20)

where c(C, G \ C) is the cut size of C, and kC , kG\C are the total degrees of C and of the rest of the graph G \ C, respectively.
Cuts are defined only between non-empty sets, otherwise themeasure would not be defined (as the denominator in Eq. (20)
would vanish). The minimum of the conductance is obtained in correspondence of low values of the cut size and of large
values for the denominator in Eq. (20), which peaks when the total degrees of the cluster and its complement are equal. In
practical applications, especially on large graphs, close values of the total degrees correspond to clusters of approximately
equal size. The problem of finding a cut with minimal conductance is NP-hard [84]. Similar measures are the ratio cut [133]
and the normalized cut [134,135]. The ratio cut of a cluster C is defined as

ΦC (C) = c(C, G \ C)

nCnG\C

, (21)

where nC and nG\C are the numbers of vertices of the two subgraphs. The normalized cut of a cluster C is

ΦN(C) = c(C, G \ C)

kC

, (22)

where kC is again the total degree of C. As for the conductance, minimizing the ratio cut and the normalized cut favors
partitions into clusters of approximately equal size, measured in terms of the number of vertices or edges, respectively.
On the other hand, graph partitioning requires preliminary assumptions on the cluster sizes, whereas the minimization
of conductance, ratio cut and normalized cut does not. The ratio cut was introduced for circuit partitioning [133] and
its optimization is an NP-hard problem [136]. The normalized cut is frequently used in image segmentation [137] and
its optimization is NP-complete [135]. The cut ratio and the normalized cut can be quite well minimized via spectral
clustering [138,139] (Section 4.4).

Algorithms for graph partitioning are not good for community detection, because it is necessary to provide as input the
number of groups and in some cases even their sizes, about which in principle one knows nothing. Instead, one would like
an algorithm capable of producing this information in its output. Besides, from the methodological point of view, using
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iterative bisectioning to split the graph in more pieces is not a reliable procedure. For instance, a split into three clusters is
necessarily obtained by breaking either cluster of the original bipartition in two parts, whereas in many cases a minimum
cut partition is obtained if the third cluster is a merger of parts of both initial clusters.

4.2. Hierarchical clustering

In general, very little is known about the community structure of a graph. It is uncommon to know the number of clusters
in which the graph is split, or other indications about the membership of the vertices. In such cases clustering procedures
like graph partitioning methods can hardly be of help, and one is forced to make some reasonable assumptions about the
number and size of the clusters, which are often unjustified. On the other hand, the graphmay have a hierarchical structure,
i.e. may display several levels of grouping of the vertices, with small clusters included within large clusters, which are in
turn included in larger clusters, and so on. Social networks, for instance, often have a hierarchical structure (Section 3.3.1). In
such cases, onemay use hierarchical clustering algorithms [140], i.e. clustering techniques that reveal themultilevel structure
of the graph. Hierarchical clustering is very common in social network analysis, biology, engineering, marketing, etc.

The starting point of any hierarchical clustering method is the definition of a similarity measure between vertices. After
a measure is chosen, one computes the similarity for each pair of vertices, no matter if they are connected or not. At the end
of this process, one is left with a new n × n matrix X , the similarity matrix. In Section 3.2.4 we have listed several possible
definitions of similarity. Hierarchical clustering techniques aim at identifying groups of vertices with high similarity, and
can be classified in two categories:
1. Agglomerative algorithms, in which clusters are iteratively merged if their similarity is sufficiently high;
2. Divisive algorithms, in which clusters are iteratively split by removing edges connecting vertices with low similarity.
The two classes refer to opposite processes: agglomerative algorithms are bottom–up, as one starts from the vertices as
separate clusters (singletons) and ends up with the graph as a unique cluster; divisive algorithms are top–down as they
follow the opposite direction. Divisive techniques have been rarely used in the past (meanwhile they have become more
popular, see Section 5), so we shall concentrate here on agglomerative algorithms.

Since clusters are merged based on their mutual similarity, it is essential to define a measure that estimates how similar
clusters are, out of the matrix X . This involves some arbitrariness and several prescriptions exist. In single linkage clustering,
the similarity between two groups is the minimum element xij, with i in one group and j in the other. On the contrary, the
maximumelement xij for vertices of different groups is used in the procedure of complete linkage clustering. In average linkage
clustering one has to compute the average of the xij.

The procedure can be better illustrated by means of dendrograms (Section 3.3.1), like the one in Fig. 8. Sometimes,
stopping conditions are imposed to select a partition or a group of partitions that satisfy a special criterion, like a given
number of clusters or the optimization of a quality function (e.g. modularity).

Hierarchical clustering has the advantage that it does not require a preliminary knowledge on the number and size of the
clusters. However, it does not provide a way to discriminate between the many partitions obtained by the procedure, and
to choose that or those that better represent the community structure of the graph. The results of the method depend on
the specific similarity measure adopted. The procedure also yields a hierarchical structure by construction, which is rather
artificial inmost cases, since the graph at handmaynot have a hierarchical structure at all.Moreover, vertices of a community
may not be correctly classified, and in many cases some vertices are missed even if they have a central role in their
clusters [13]. Another problem is that verticeswith just one neighbor are often classified as separated clusters, which inmost
cases does not make sense. Finally, a major weakness of agglomerative hierarchical clustering is that it does not scale well.
If points are embedded in space, so that one can use the distance as dissimilarity measure, the computational complexity is
O(n2) for single linkage, O(n2 log n) for the complete and average linkage schemes. For graph clustering, where distance is
not trivially defined, the complexity can become much heavier if the calculation of the chosen similarity measure is costly.

4.3. Partitional clustering

Partitional clustering indicates another popular class of methods to find clusters in a set of data points. Here, the number
of clusters is preassigned, say k. The points are embedded in a metric space, so that each vertex is a point and a distance
measure is defined between pairs of points in the space. The distance is ameasure of dissimilarity between vertices. The goal
is to separate the points in k clusters such to maximize/minimize a given cost function based on distances between points
and/or from points to centroids, i.e. suitably defined positions in space. Some of the most used functions are listed below:
• Minimum k-clustering. The cost function here is the diameter of a cluster, which is the largest distance between two points

of a cluster. The points are classified such that the largest of the k cluster diameters is the smallest possible. The idea is
to keep the clusters very ‘‘compact’’.

• k-clustering sum. Same as minimum k-clustering, but the diameter is replaced by the average distance between all pairs
of points of a cluster.

• k-center. For each cluster i one defines a reference point xi, the centroid, and computes themaximum di of the distances of
each cluster point from the centroid. The clusters and centroids are self-consistently chosen such tominimize the largest
value of di.

• k-median. Same as k-center, but the maximum distance from the centroid is replaced by the average distance.
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The most popular partitional technique in the literature is k-means clustering [141]. Here the cost function is the total
intra-cluster distance, or squared error function

k�

i=1

�

xj∈Si

�xj − ci�2, (23)

where Si indicates the subset of points of the i-th cluster and ci its centroid. The k-means problem can be simply solved
with the Lloyd’s algorithm [142]. One starts from an initial distribution of centroids such that they are as far as possible
from each other. In the first iteration, each vertex is assigned to the nearest centroid. Next, the centers of mass of the k
clusters are estimated and become a new set of centroids, which allows for a new classification of the vertices, and so on.
After a small number of iterations, the positions of the centroids are stable, and the clusters do not change any more. The
solution found is not optimal, and it strongly depends on the initial choice of the centroids. Nevertheless, Lloyd’s heuristic
has remained popular due to its quick convergence, whichmakes it suitable for the analysis of large data sets. The result can
be improved by performing more runs starting from different initial conditions, and picking the solution which yields the
minimum value of the total intra-cluster distance. Extensions of k-means clustering to graphs have been proposed by some
authors [143–145].

Another popular technique, similar in spirit to k-means clustering, is fuzzy k-means clustering [146,147]. This method
accounts for the fact that a point may belong to two or more clusters at the same time and is widely used in pattern
recognition. The associated cost function is

Jm =
n�

i=1

k�

j=1

um
ij �xi − cj�2, (24)

where uij is the membership matrix, which measures the degree of membership of point i (with position xi) in cluster j, m is
a real number greater than 1 and cj is the center of cluster j

cj =

n�
i=1

um
ij xi

n�
i=1

um
ij

. (25)

The matrix uij is normalized so that the sum of the memberships of every point in all clusters yields 1. The membership uij
is related to the distance of point i from the center of cluster j, as it is reasonable to assume that the larger this distance, the
lower uij. This can be expressed by the following relation

uij = 1
k�

l=1

� �xi−cj�
�xi−cl�

� 2
m−1

. (26)

The cost function Jm can be minimized by iterating Eqs. (25) and (26). One starts from some initial guess for uij and uses Eq.
(25) to compute the centers, which are then plugged back into Eq. (26), and so on. The process stopswhen the corresponding
elements of the membership matrix in consecutive iterations differ from each other by less than a predefined tolerance. It
can be shown that this procedure indeed delivers a local minimum of the cost function Jm of Eq. (24). This procedure has the
same problems of Lloyd’s algorithm for k-means clustering, i.e. the minimum is a local minimum, and depends on the initial
choice of the matrix uij.

The limitation of partitional clustering is the same as that of the graph partitioning algorithms: the number of clusters
must be specified at the beginning, the method is not able to derive it. In addition, the embedding in a metric space can be
natural for some graphs, but rather artificial for others.

4.4. Spectral clustering

Let us suppose to have a set of n objects x1, x2, . . . , xn with a pairwise similarity function S defined between them, which
is symmetric and non-negative (i.e., S(xi, xj) = S(xj, xi) ≥ 0, ∀i, j = 1, . . . , n). Spectral clustering includes all methods and
techniques that partition the set into clusters by using the eigenvectors of matrices, like S itself or other matrices derived
from it. In particular, the objects could be points in somemetric space, or the vertices of a graph. Spectral clustering consists
of a transformation of the initial set of objects into a set of points in space, whose coordinates are elements of eigenvectors:
the set of points is then clustered via standard techniques, like k-means clustering (Section 4.3). One may wonder why it is
necessary to cluster the points obtained through the eigenvectors, when one can directly cluster the initial set of objects,
based on the similaritymatrix. The reason is that the change of representation induced by the eigenvectorsmakes the cluster
properties of the initial data set muchmore evident. In this way, spectral clustering is able to separate data points that could
not be resolved by applying directly k-means clustering, for instance, as the latter tends to deliver convex sets of points.

The first contribution on spectral clustering was a paper by Donath and Hoffmann [148], who used the eigenvectors of
the adjacency matrix for graph partitions. In the same year, Fiedler [127] realized that from the eigenvector of the second
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smallest eigenvalue of the Laplacian matrix it was possible to obtain a bipartition of the graph with very low cut size, as
we have explained in Section 4.1. For a historical survey see Ref. [149]. In this section we shall follow the nice tutorial by
von Luxburg [150], with a focus on spectral graph clustering. The concepts and methods discussed below apply to both
unweighted and weighted graphs.

The Laplacian is by far the most used matrix in spectral clustering. In Appendix A.2 we see that the unnormalized
Laplacian of a graph with k connected components has k zero eigenvalues. In this case the Laplacian can be written in
block-diagonal form, i.e. the vertices can be ordered in such a way that the Laplacian displays k square blocks along
the diagonal, with (some) entries different from zero, whereas all other elements vanish. Each block is the Laplacian of
the corresponding subgraph, so it has the trivial eigenvector with components (1, 1, 1, . . . , 1, 1). Therefore, there are k
degenerate eigenvectors with equal non-vanishing components in correspondence with the vertices of a block, whereas all
other components are zero. In thisway, from the components of the eigenvectors one can identify the connected components
of the graph. For instance, let us consider the n× kmatrix, whose columns are the k eigenvectors above mentioned. The i-th
row of thismatrix is a vectorwith k components representing vertex i of the graph. Vectors representing vertices in the same
connected component of the graph coincide, and their tip lies on one of the axes of a k-dimensional system of coordinates
(i.e. they are all vectors of the form (0, 0, . . . 0, 1, 0, . . . , 0, 0)). So, by drawing the vertex vectors one would see k distinct
points, each on a different axis, corresponding to the graph components.

If the graph is connected, but consists of k subgraphs which are weakly linked to each other, the spectrum of the
unnormalized Laplacian will have one zero eigenvalue, all others being positive. Now the Laplacian cannot be put in block-
diagonal form: even if one enumerates the vertices in the order of their cluster memberships (by listing first the vertices of
one cluster, then the vertices of another cluster, etc.) there will always be some non-vanishing entries outside of the blocks.
However, the lowest k−1 non-vanishing eigenvalues are still close to zero, and the vertex vectors of the first k eigenvectors
should still enable one to clearly distinguish the clusters in a k-dimensional space. Vertex vectors corresponding to the same
cluster are now not coincident, in general, but still rather close to each other. So, instead of k points, one would observe k
groups of points, with the points of each group localized close to each other and far from the other groups. Techniques like
k-means clustering (Section 4.3) can then easily recover the clusters.

The scenario we have described is expected from perturbation theory [151,152]. In principle all symmetric matrices
that can be put in block-diagonal form have a set of eigenvectors (as many as the blocks), such that the elements of each
eigenvector are different from zero on the vertices of a block and zero otherwise, just like the Laplacian. The adjacency
matrix itself has the same property, for example. This is a necessary condition for the eigenvectors to be successfully used
for graph clustering, but it is not sufficient. In the case of the Laplacian, for a graph with k connected components, we know
that the eigenvectors corresponding to the k lowest eigenvalues come each from one of the components. In the case of
the adjacency matrix A (or of its weighted counterpart W), instead, it may happen that large eigenvalues refer to the same
component. So, if one takes the eigenvectors corresponding to the k largest eigenvalues,8 some components will be over-
represented, while others will be absent. Therefore, using the eigenvectors of A (or W) in spectral graph clustering is in
general not reliable. Moreover, the elements of the eigenvectors corresponding to the components should be sufficiently far
from zero. To understand why, suppose that we take a (symmetric, block-diagonal) matrix, and that one or more elements
of one of the eigenvectors corresponding to the connected components is very close to zero. If one perturbs the graph
by adding edges between different components, all entries of the perturbed eigenvectors will become non-zero and some
may have comparable values as the lowest elements of the eigenvectors on the blocks. Therefore distinguishing vertices of
different componentsmaybecomeaproblem, evenwhen the perturbation is fairly small, andmisclassifications are likely. On
the other hand, the non-vanishing elements of the (normalized) eigenvectors of the unnormalized Laplacian, for instance,
are all equal to 1/

√
ni, where ni is the number of vertices in the i-th component. In this way, there is a gap between the

lowest element (here they are all equal for the same eigenvector) and zero. This holds as well for the normalized Laplacian
Lrw (Appendix A.2). For the other normalized Laplacian Lsym (Appendix A.2), the non-zero elements of the eigenvectors
corresponding to the connected components are proportional to the square root of the degree of the corresponding vertex.
So, if degrees are very different from each other, and especially if there are vertices with very low degree, some eigenvector
elementsmaybe quite small. Aswe shall see below, in the context of the technique byNg et al. [153], a suitable normalization
procedure is introduced to alleviate this problem.

Now that we have explained why the Laplacian matrix is particularly suitable for spectral clustering, we proceed with
the description of three popularmethods: unnormalized spectral clustering and two normalized spectral clustering techniques,
proposed by Shi and Malik [134,135] and by Ng et al. [153], respectively.

Unnormalized spectral clustering uses the unnormalized Laplacian L. The inputs are the adjacency matrix A (W for
weighted graphs) and the number k of clusters to be recovered. The first step consists of computing the eigenvectors
corresponding to the lowest k eigenvalues of L. Then, one builds the n × kmatrix V, whose columns are the k eigenvectors.
The n rows of V are used to represent the graph vertices in a k-dimensional Euclidean space, through a Cartesian system
of coordinates. The points are then grouped in k clusters by using k-means clustering or similar techniques (Section 4.3).
Normalized spectral clustering works in the same way. In the version by Shi and Malik [134,135], one uses the eigenvectors

8 Large eigenvalues of the adjacency matrix are the counterpart of the low eigenvalues of the Laplacian, since L = D−A, where D is the diagonal matrix
whose elements are the vertex degrees.
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of the normalized Laplacian Lrw (Appendix A.2). In the algorithm by Ng et al. [153] one adopts the normalized Laplacian Lsym
(Appendix A.2). Here, however, the matrix V is normalized by dividing the elements of each row by their sum, obtaining a
newmatrix U, whose rows are then used to represent the vertices in space, as in the other methods. By doing so, it is much
more unlikely that eigenvector components for a well-separated cluster are close to zero, a scenario which would make the
classification of the corresponding vertices problematic, as we have said above. However, if the graph has some vertices
with low degree, they may still be misclassified.

Spectral clustering is closely related to graph partitioning. Relaxed versions of the minimization of ratio cut and
normalized cut (see Section 4.1) can be turned into spectral clustering problems, by following similar procedures as in
spectral graph partitioning. The measure to minimize can be expressed in matrix form, obtaining similar expressions as for
the cut size (see Eq. (18)), with index vectors defining the partition of the graph in groups through the values of their entries.
For instance, for the minimum cut bipartition of Section 4.1, there is only one index vector s, whose components equal ±1,
where the signs indicate the two clusters. The relaxation consists in performing the minimization over all possible vectors
s, allowing for real-valued components as well. This version of the problem is exactly equivalent to spectral clustering. The
relaxed minimization of ratio cut for a partition in k clusters yields the n k-dimensional vertex vectors of unnormalized
spectral clustering [150]; for a normalized cut one obtains the n k-dimensional vertex vectors of normalized spectral
clustering, with the normalized Laplacian Lrw [134]. The problem is then to turn the resulting vectors into a partition of the
graph, which can be done by using techniques like k-means clustering, as we have seen above. However, it is still unclear
what is the relation between the original minimum cut problem over actual graph partitions and the relaxed version of it,
in particular how close one can come to the real solution via spectral clustering.

Random walks on graphs are also related to spectral clustering. In fact, by minimizing the number of edges between
clusters (properly normalized formeasures like, e.g., ratio cut and normalized cut) one forces randomwalkers to spendmore
time within clusters and to move more rarely from one cluster to another. In particular, unnormalized spectral clustering
with the Laplacian Lrw has a natural link with random walks, because Lrw = I − D−1A (Appendix A.2), where D−1A is the
transfer matrix T. This has interesting consequences. For instance, Meilă and Shi have proven that the normalized cut for a
bipartition equals the total probability that a randomwalkermoves fromone of the clusters to the other in either sense [154].
In this way, minimizing the normalized cut means looking for a partition minimizing the probability of transitions between
clusters.

Spectral clustering requires the computation of the first k eigenvectors of a Laplacian matrix. If the graph is large, an
exact computation of the eigenvectors is impossible, as it would require a time O(n3). Fortunately there are approximate
techniques, like the power method or Krylov subspace techniques like the Lanczos method [129], whose speed depends on
the size of the eigengap |λk+1 − λk|, where λk and λk+1 are the k-th and (k + 1)-th smallest eigenvalue of the matrix. The
larger the eigengap, the faster the convergence. In fact, the existence of large gaps between pairs of consecutive eigenvalues
could suggest the number of clusters of the graph, an information which is not delivered by spectral clustering and which
has to be given as input. We know that, for a disconnected graph with k components, the first k eigenvalues of the Laplacian
matrix (normalized or not) are zero, whether the (k + 1)-th is non-zero. If the clusters are weakly connected to each other,
one expects that the first k eigenvalues remain close to zero, and that the (k+1)-th is clearly different from zero. By reversing
this argument, the number of clusters of a graph could be derived by checking whether there is an integer k such that the
first k eigenvalues are small and the (k + 1)-th is relatively large. However, when the clusters are very mixed with each
other, it may be hard to identify significant gaps between the eigenvalues.

The last issue we want to point out concerns the choice of the Laplacian matrix to use in the applications. If the graph
vertices have the same or similar degrees, there is no substantial difference between the unnormalized and the normalized
Laplacians. If there are big inhomogeneities among the vertex degrees, instead, the choice of the Laplacian considerably
affects the results. In general, normalized Laplacians are more promising because the corresponding spectral clustering
techniques implicitly impose a double optimization on the set of partitions, such that the intracluster edge density is high
and, at the same time, the intercluster edge density is low. On the contrary, the unnormalized Laplacian is related to the
intercluster edge density only. Moreover, unnormalized spectral clustering does not always converge, and sometimes yields
trivial partitions in which one or more clusters consist of a single vertex. Of the normalized Laplacians, Lrw is more reliable
than Lsym because the eigenvectors of Lrw corresponding to the lowest eigenvalues are cluster indicator vectors, i.e., they
have equal non-vanishing entries in correspondence of the vertices of each cluster, and zero elsewhere, if the clusters are
disconnected. The eigenvectors of Lsym, instead, are obtained by (left-) multiplying those of Lrw by the matrix D1/2: in this
way, eigenvector components corresponding to vertices of the same cluster are no longer equal, in general, a complication
that may induce artifacts in the spectral clustering procedure.

5. Divisive algorithms

A simple way to identify communities in a graph is to detect the edges that connect vertices of different communities
and remove them, so that the clusters get disconnected from each other. This is the philosophy of divisive algorithms. The
crucial point is to find a property of intercommunity edges that could allow for their identification. Divisive methods do
not introduce substantial conceptual advances with respect to traditional techniques, as they just perform hierarchical
clustering on the graph at study (Section 4.2). The main difference with divisive hierarchical clustering is that here one
removes inter-cluster edges instead of edges between pairs of vertices with low similarity and there is no guarantee a priori
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Fig. 10. Edge betweenness is highest for edges connecting communities. In the figure, the edge in the middle has a much higher betweenness than all
other edges, because all shortest paths connecting vertices of the two communities run through it. Reprinted figure with permission from Ref. [16].
© 2009, by Springer.

that inter-cluster edges connect vertices with low similarity. In some cases vertices (with all their adjacent edges) or whole
subgraphs may be removed, instead of single edges. Being hierarchical clustering techniques, it is customary to represent
the resulting partitions by means of dendrograms.

5.1. The algorithm of Girvan and Newman

The most popular algorithm is that proposed by Girvan and Newman [12,54]. The method is historically important,
because it marked the beginning of a new era in the field of community detection and opened this topic to physicists. Here
edges are selected according to the values of measures of edge centrality, estimating the importance of edges according to
some property or process running on the graph. The steps of the algorithm are:
1. Computation of the centrality for all edges;
2. Removal of edge with largest centrality: in case of ties with other edges, one of them is picked at random;
3. Recalculation of centralities on the running graph;
4. Iteration of the cycle from step 2.
Girvan andNewman focused on the concept of betweenness, which is a variable expressing the frequency of the participation
of edges to a process. They considered three alternative definitions: geodesic edge betweenness, random-walk edge
betweenness and current-flow edge betweenness. In the following we shall refer to them as edge betweenness, random-
walk betweenness and current-flow betweenness, respectively.

Edge betweenness is the number of shortest paths between all vertex pairs that run along the edge. It is an extension
to edges of the popular concept of site betweenness, introduced by Freeman in 1977 [40] and expresses the importance
of edges in processes like information spreading, where information usually flows through the shortest paths. Historically
edge betweenness was introduced before site betweenness in a never published technical report by Anthonisse [155]. It is
intuitive that intercommunity edges have a large value of the edge betweenness, because many shortest paths connecting
vertices of different communities will pass through them (Fig. 10). As in the calculation of site betweenness, if there are
two or more geodesic paths with the same endpoints that run through an edge, the contribution of each of them to the
betweenness of the edge must be divided by the multiplicity of the paths, as one assumes that the signal/information
propagates equally along each geodesic path. The betweenness of all edges of the graph can be calculated in a time that
scales as O(mn), or O(n2) on a sparse graph, with techniques based on breadth-first-search [54,156,157].

In the context of information spreading, one could imagine that signals flow across random rather than geodesic paths. In
this case the betweenness of an edge is given by the frequency of the passages across the edge of a random walker running
on the graph (random-walk betweenness). A random walker moving from a vertex follows each adjacent edge with equal
probability. A pair of vertices is chosen at random, s and t . The walker starts at s and keeps moving until it hits t , where it
stops. One computes the probability that each edge was crossed by the walker, and averages over all possible choices for the
vertices s and t . It is meaningful to compute the net crossing probability, which is proportional to the number of times the
walk crossed the edge in one direction. In this way one neglects back and forth passages that are accidents of the random
walk and tell nothing about the centrality of the edge. Calculation of random-walk betweenness requires the inversion of an
n×nmatrix (once), followed by obtaining and averaging the flows for all pairs of nodes. The first task requires a time O(n3),
the second O(mn2), for a total complexity O[(m + n)n2], or O(n3) for a sparse matrix. The complete calculation requires a
time O(n3) on a sparse graph.

Current-flow betweenness is defined by considering the graph a resistor network, with edges having unit resistance. If a
voltage difference is applied between any two vertices, each edge carries some amount of current, that can be calculated by
solving Kirchoff’s equations. The procedure is repeated for all possible vertex pairs: the current-flow betweenness of an edge
is the average value of the current carried by the edge. It is possible to show that this measure is equivalent to random-walk
betweenness, as the voltage differences and the random walks net flows across the edges satisfy the same equations [158].
Therefore, the calculation of current-flow betweenness has the same complexity O[(m + n)n2], or O(n3) for a sparse graph.

Calculating edge betweenness is much faster than current-flow or random walk betweenness [O(n2) versus O(n3)
on sparse graphs]. In addition, in practical applications the Girvan–Newman algorithm with edge betweenness gives
better results than adopting the other centrality measures [54]. Numerical studies show that the recalculation step 3 of
Girvan–Newman algorithm is essential to detect meaningful communities. This introduces an additional factor m in the
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running time of the algorithm: consequently, the edge betweenness version scales asO(m2n), orO(n3) on a sparse graph. On
graphswith strong community structure, that quickly break into communities, the recalculation step needs to be performed
onlywithin the connected component including the last removed edge (or the two components bridgedby it if the removal of
the edge splits a subgraph), as the edge betweenness of all other edges remains the same. This canhelp saving some computer
time, although it is impossible to give estimates of the gain since it depends on the specific graph at hand. Nevertheless,
the algorithm is quite slow, and applicable to sparse graphs with up to n ∼ 10 000 vertices, with current computational
resources. In the original version of Girvan–Newman’s algorithm [12], the authors had to deal with the whole hierarchy
of partitions, as they had no procedure to say which partition is the best. In a successive refinement [54], they selected
the partition with the largest value of modularity (see Section 3.3.2), a criterion that has been frequently used ever since.
The method can be simply extended to the case of weighted graphs, by suitably generalizing the edge betweenness. The
betweenness of a weighted edge equals the betweenness of the edge in the corresponding unweighted graph, divided by
the weight of the edge [159]. There have been countless applications of the Girvan–Newman method: the algorithm is now
integrated in well known libraries of network analysis programs.

Tyler et al. proposed amodification of the Girvan–Newman algorithm, to improve the speed of the calculation [160,161].
The gain in speed was required by the analysis of graphs of gene co-occurrences, which are too large to be analyzed by the
algorithm of Girvan and Newman. Algorithms computing site/edge betweenness start from any vertex, taken as center, and
compute the contribution to betweenness from all paths originating at that vertex; the procedure is then repeated for all
vertices [54,156,157]. Tyler et al. proposed to calculate the contribution to edge betweenness only from a limited number
of centers, chosen at random, deriving a sort of Monte Carlo estimate. Numerical tests indicate that, for each connected
subgraph, it suffices to pick a number of centers growing as the logarithm of the number of vertices of the component. For a
given choice of the centers, the algorithm proceeds just like that of Girvan and Newman. The stopping criterion is different,
though, as it does not require the calculation of modularity on the resulting partitions, but relies on a particular definition of
community. According to such a definition, a connected subgraph with n0 vertices is a community if the edge betweenness
of any of its edges does not exceed n0 − 1. Indeed, if the subgraph consists of two parts connected by a single edge, the
betweenness value of that edge would be greater than or equal to n0 − 1, with the equality holding only if one of the two
parts consists of a single vertex. Therefore, the condition on the betweenness of the edges would exclude such situations,
although other types of cluster structure might still be compatible with it. In this way, in the method of Tyler et al., edges
are removed until all connected components of the partition are ‘‘communities’’ in the sense explained above. The Monte
Carlo sampling of the edge betweenness necessarily induces statistical errors. As a consequence, the partitions are in general
different for different choices of the set of center vertices. However, the authors showed that, by repeating the calculation
many times, the method gives good results on a network of gene co-occurrences [161], with a substantial gain of computer
time. The technique has been also applied to a network of people corresponding via email [160]. In practical examples,
only vertices lying at the boundary between communities may not be clearly classified, and be assigned sometimes to a
group, sometimes to another. This is actually a nice feature of the method, as it allows one to identify overlaps between
communities, as well as the degree of membership of overlapping vertices in the clusters they belong to. The algorithm
of Girvan and Newman, which is deterministic, is unable to accomplish this.9 Another fast version of the Girvan–Newman
algorithm has been proposed by Rattigan et al. [145]. Here, a quick approximation of the edge betweenness values is carried
out by using a network structure index, which consists of a set of vertex annotations combinedwith a distancemeasure [162].
Basically one divides the graph into regions and computes the distances of every vertex fromeach region. In thiswayRattigan
et al. showed that it is possible to lower the complexity of the algorithm to O(m), by keeping a fair accuracy in the estimate
of the edge betweenness values. This version of the Girvan–Newman algorithm gives good results on the benchmark graphs
proposed by Brandes et al. [163] (see also Section 15.1), as well as on a collaboration network of actors and on a citation
network.

Chen and Yuan have pointed out that counting all possible shortest paths in the calculation of the edge betweennessmay
lead to unbalanced partitions, with communities of very different size, and proposed to count only non-redundant paths, i.e.
paths whose endpoints are all different from each other: the resulting betweenness yields better results than standard edge
betweenness for mixed clusters on the benchmark graphs of Girvan and Newman [24]. Holme et al. have used a modified
version of the algorithm in which vertices, rather than edges, are removed [164]. A centrality measure for the vertices,
proportional to their site betweenness, and inversely proportional to their indegree, is chosen to identify boundary vertices,
which are then iteratively removed with all their edges. This modification, applied to study the hierarchical organization of
biochemical networks, is motivated by the need to account for reaction kinetic information, that simple site betweenness
does not include. The indegree of a vertex is solely used because it indicates the number of substrates to ametabolic reaction
involving that vertex; for the purpose of clustering the graph is considered undirected, as usual.

The algorithm of Girvan and Newman is unable to find overlapping communities, as each vertex is assigned to a single
cluster. Pinney and Westhead have proposed a modification of the algorithm in which vertices can be split between
communities [165]. To do that, they also compute the betweenness of all vertices of the graph. Unfortunately the values
of edge and site betweenness cannot be simply compared, due to their different normalization, but the authors remarked

9 It may happen that, at a given iteration, two or more edges of the graph have the same value of maximal betweenness. In this case one can pick any of
them at random, which may lead in general to (slightly) different partitions at the end of the computation.
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Fig. 11. Schematic illustration of the edge clustering coefficient introduced by Radicchi et al. [78]. The two gray vertices have five and six other neighbors,
respectively. Of the five possible triangles based on the edge connecting the gray vertices, three are actually there, yielding an edge clustering coefficient
C3 = 3/5. Courtesy by F. Radicchi.

that the two endvertices of an inter-cluster edge should have similar betweenness values, as the shortest paths crossing
one of them are likely to reach the other one as well through the edge. So they take the edge with largest betweenness and
remove it only if the ratio of the betweenness values of its end-vertices is between α and 1/α, with α = 0.8. Otherwise,
the vertex with highest betweenness (with all its adjacent edges) is temporarily removed. When a subgraph is split by
vertex or edge removal, all deleted vertices belonging to that subgraph are ‘‘copied’’ in each subcomponent, along with all
their edges. Gregory [166] has proposed a similar approach, named CONGA (Cluster Overlap Newman–Girvan Algorithm),
in which vertices are split among clusters if their site betweenness exceeds the maximum value of the betweenness of the
edges. A vertex is split by assigning some of its edges to one of its duplicates, and the rest to the other. There are several
possibilities to do that, Gregory proposed to go for the split that yields the maximum of a new centrality measure, called
split betweenness, which is the number of shortest paths that would run between two parts of a vertex if the latter were split.
The method has a worst-case complexity O(m3), or O(n3) on a sparse graph, like the algorithm of Girvan and Newman. The
code can be found at http://www.cs.bris.ac.uk/~steve/networks/index.html.

5.2. Other methods

Another promising track to detect inter-cluster edges is related to the presence of cycles, i.e. closed non-intersecting
paths, in the graph. Communities are characterized by a high density of edges, so it is reasonable to expect that such edges
form cycles. On the contrary, edges lying between communities will hardly be part of cycles. Based on this intuitive idea,
Radicchi et al. proposed a new measure, the edge clustering coefficient, such that low values of the measure are likely
to correspond to intercommunity edges [78]. The edge clustering coefficient generalizes to edges the notion of clustering
coefficient introduced byWatts and Strogatz for vertices [167] (Fig. 11). The clustering coefficient of a vertex is the number
of triangles including the vertex divided by the number of possible triangles that can be formed (Appendix A.1). The edge
clustering coefficient is defined as

C̃ (g)
i,j =

z(g)
i,j + 1

s(g)i,j

, (27)

where i and j are the extremes of the edge, z(g)
i,j the number of cycles of length g built upon edge ij and s(g)i,j the possible number

of cycles of length g that one could build based on the existing edges of i, j and their neighbors. The number of actual cycles
in the numerator is augmented by 1 to enable a ranking among edges without cycles, which would all yield a coefficient
C̃ (g)
i,j equal to zero, independently of the degrees of the extremes i and j and their neighbors. Usually, cycles of length g = 3

(triangles) or 4 are considered. The measure is (anti)correlated with edge betweenness: edges with low edge clustering
coefficient usually have high betweenness and vice versa, although the correlation is not perfect. The method works as the
algorithm by Girvan and Newman. At each iteration, the edgewith smallest clustering coefficient is removed, themeasure is
recalculated again, and so on. If the removal of an edge leads to a split of a subgraph in two parts, the split is accepted only if
both clusters are LS-sets (‘‘strong’’) or ‘‘weak’’ communities (see Section 3.2.2). The verification of the community condition
on the clusters is performed on the full adjacencymatrix of the initial graph. If the conditionwere satisfied only for one of the
two clusters, the initial subgraphmaybe a randomgraph, as it canbe easily seen that by cutting a randomgraph á la Erdös and
Rényi in two parts, the larger of them is a strong (or weak) community with very high probability, whereas the smaller part
is not. Enforcing the community condition on both clusters, it is more likely that the subgraph to be split indeed has a cluster
structure. Therefore, the algorithm stops when all clusters produced by the edge removals are communities in the strong
or weak sense, and further splits would violate this condition. The authors suggested to use the same stopping criterion
for the algorithm of Girvan and Newman, to get structurally well-defined clusters. Since the edge clustering coefficient is

http://www.cs.bris.ac.uk/~steve/networks/index.html
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a local measure, involving at most an extended neighborhood of the edge, it can be calculated very quickly. The running
time of the algorithm to completion is O(m4/n2), or O(n2) on a sparse graph, if g is small, so it is much shorter than the
running time of the Girvan–Newman method. The recalculation step becomes slow if g is not so small, as in this case the
number of edgeswhose coefficient needs to be recalculatedmay reach a sizeable fraction of the edges of the graph; likewise,
counting the number of cycles based on one edge becomes lengthier. If g ∼ 2d, where d is the diameter of the graph (which
is usually a small number for real networks), the cycles span thewhole graph and themeasure becomes global and no longer
local. The computational complexity in this case exceeds that of the algorithm of Girvan and Newman, but it can come close
to it for practical purposes even at lower values of g . So, by tuning g one can smoothly interpolate between a local and a
global centrality measure. The software of the algorithm can be found in http://filrad.homelinux.org/Data/. In a successive
paper [168] the authors extended themethod to the case of weighted networks, bymodifying the edge clustering coefficient
of Eq. (27), in that the number of cycles z(g)

i,j is multiplied by the weight of the edge ij. The definitions of strong and weak
communities can be trivially extended toweighted graphs by replacing the internal/external degrees of the vertices/clusters
with the corresponding strengths. More recently, the method has been extended to bipartite networks [169], where only
cycles of even length are possible (g = 4, 6, 8, etc.). The algorithm by Radicchi et al. may give poor results when the graph
has few cycles, as it happens in some social andmany non-social networks. In this case, in fact, the edge clustering coefficient
is small and fairly similar for most edges, and the algorithm may fail to identify the bridges between communities.

An alternative measure of centrality for edges is information centrality. It is based on the concept of efficiency [170],
which estimates how easily information travels on a graph according to the length of shortest paths between vertices. The
efficiency of a network is defined as the average of the inverse distances between all pairs of vertices. If the vertices are
‘‘close’’ to each other, the efficiency is high. The information centrality of an edge is the relative variation of the efficiency of
the graph if the edge is removed. In the algorithmby Fortunato et al. [171], edges are removed according to decreasing values
of information centrality. The method is analogous to that of Girvan and Newman. Computing the information centrality of
an edge requires the calculation of the distances between all pairs of vertices, which can be done with breadth-first-search
in a time O(mn). So, in order to compute the information centrality of all edges one requires a time O(m2n). At this point
one removes the edge with the largest value of information centrality and recalculates the information centrality of all
remaining edges with respect to the running graph. Since the procedure is iterated until there are no more edges in the
network, the final complexity is O(m3n), or O(n4) on a sparse graph. The partition with the largest value of modularity is
chosen as most representative of the community structure of the graph. The method is much slower than the algorithm of
Girvan and Newman. Partitions obtained with both techniques are rather consistent, mainly because information centrality
has a strong correlationwith edge betweenness. The algorithmby Fortunato et al. gives better resultswhen communities are
mixed, i.e. with a high degree of interconnectedness, but it tends to isolate leaf vertices and small loosely bound subgraphs.

A measure of vertex centrality based on loops, similar to the clustering coefficient by Watts and Strogatz [167], has
been introduced by Vragoviĉ and Louis [172]. The idea is that neighbors of a vertex well inside a community are ‘‘close’’
to each other, even in the absence of the vertex, due to the high density of intra-cluster edges. Suppose that j and k are
neighbors of a vertex i: djk/i is the length of a shortest path between j and k, if i is removed from the graph. Naturally, the
existence of alternative paths to j − i − k implies the existence of loops in the graph. Vragoviĉ and Louis defined the loop
coefficient of i as the average of 1/djk/i over all pairs of neighbors of i, somewhat reminding of the concept of information
centrality used in the method by Fortunato et al. [171]. High values of the loop coefficient are likely to identify core vertices
of communities, whereas low values correspond to vertices lying at the boundary between communities. Clusters are built
around the vertices with highest values of the loop coefficient. The method has time complexity O(nm); its results are not
so accurate, as compared to popular clustering techniques.

6. Modularity-based methods

Newman–Girvan modularity Q (Section 3.3.2), originally introduced to define a stopping criterion for the algorithm of
Girvan and Newman, has rapidly become an essential element of many clustering methods. Modularity is by far the most
used and best known quality function. It represented one of the first attempts to achieve a first principle understanding
of the clustering problem, and it embeds in its compact form all essential ingredients and questions, from the definition
of community, to the choice of a null model, to the expression of the ‘‘strength’’ of communities and partitions. In this
section we shall focus on all clustering techniques that require modularity, directly and/or indirectly. We will examine fast
techniques that can be used on large graphs, but which do not find good optima for the measure [173–184]; more accurate
methods, which are computationally demanding [185–187]; algorithms giving a good tradeoff between high accuracy and
low complexity [188–192]. We shall also point out other properties of modularity, discuss some extensions/modifications
of it, as well as highlight its limits.

6.1. Modularity optimization

By assumption, high values of modularity indicate good partitions.10 So, the partition corresponding to its maximum
value on a given graph should be the best, or at least a very good one. This is the main motivation for modularity

10 This is not true in general, as we shall discuss in Section 6.3.

http://filrad.homelinux.org/Data/
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maximization, by far the most popular class of methods to detect communities in graphs. An exhaustive optimization of
Q is impossible, due to the huge number of ways in which it is possible to partition a graph, even when the latter is small.
Besides, the true maximum is out of reach, as it has been recently proved that modularity optimization is an NP-complete
problem [193], so it is probably impossible to find the solution in a time growing polynomially with the size of the graph.
However, there are currently several algorithms able to find fairly good approximations of the modularity maximum in a
reasonable time.

6.1.1. Greedy techniques
The first algorithm devised to maximize modularity was a greedy method of Newman [173]. It is an agglomerative

hierarchical clustering method, where groups of vertices are successively joined to form larger communities such that
modularity increases after the merging. One starts from n clusters, each containing a single vertex. Edges are not initially
present, they are added one by one during the procedure. However, the modularity of partitions explored during the
procedure is always calculated from the full topology of the graph, as wewant to find themodularitymaximumon the space
of partitions of the full graph. Adding a first edge to the set of disconnected vertices reduces the number of groups from n
to n − 1, so it delivers a new partition of the graph. The edge is chosen such that this partition gives the maximum increase
(minimum decrease) of modularity with respect to the previous configuration. All other edges are added based on the same
principle. If the insertion of an edge does not change the partition, i.e. the edge is internal to one of the clusters previously
formed, modularity stays the same. The number of partitions found during the procedure is n, each with a different number
of clusters, from n to 1. The largest value of modularity in this subset of partitions is the approximation of the modularity
maximum given by the algorithm. At each iteration step, one needs to compute the variation ∆Q of modularity given by
the merger of any two communities of the running partition, so that one can choose the best merger. However, merging
communities between which there are no edges can never lead to an increase of Q , so one has to check only the pairs of
communities which are connected by edges, of which there cannot be more thanm. Since the calculation of each ∆Q can be
done in constant time, this part of the calculation requires a time O(m). After deciding which communities are to bemerged,
one needs to update thematrix eij expressing the fraction of edges between clusters i and j of the running partition (necessary
to compute Q ), which can be done in a worst-case time O(n). Since the algorithm requires n − 1 iterations (community
mergers) to run to completion, its complexity is O((m + n)n), or O(n2) on a sparse graph, so it enables one to perform a
clustering analysis on much larger networks than the algorithm of Girvan and Newman (up to an order of 100000 vertices
with current computers). In a later paper [174], Clauset et al. pointed out that the update of the matrix eij in Newman’s
algorithm involves a large number of useless operations, due to the sparsity of the adjacency matrix. This operation can be
performed more efficiently by using data structures for sparse matrices, like max-heaps, which rearrange the data in the
form of binary trees. Clauset et al. maintained the matrix of modularity variations ∆Qij, which is also sparse, a max-heap
containing the largest elements of each row of the matrix ∆Qij as well as the labels of the corresponding communities,
and a simple array whose elements are the sums of the elements of each row of the old matrix eij. The optimization of
modularity can be carried out using these three data structures, whose update ismuch quicker than in Newman’s technique.
The complexity of the algorithm is O(md log n), where d is the depth of the dendrogram describing the successive partitions
found during the execution of the algorithm, which grows as log n for graphs with a strong hierarchical structure. For
those graphs, the running time of the method is then O(n log2 n), which allows one to analyze the community structure
of very large graphs, up to 106 vertices. The greedy optimization of Clauset et al. is currently one of the few algorithms
that can be used to estimate the modularity maximum on such large graphs. The code can be freely downloaded from
http://cs.unm.edu/~aaron/research/fastmodularity.htm.

This greedy optimization of modularity tends to form quickly large communities at the expenses of small ones, which
often yields poor values of the modularity maxima. Danon et al. suggested to normalize the modularity variation ∆Q
produced by the merger of two communities by the fraction of edges incident to one of the two communities, in order
to favor small clusters [175]. This trick leads to better modularity optima as compared to the original recipe of Newman,
especially when communities are very different in size.Wakita and Tsurumi [178] have noticed that, due to the bias towards
large communities, the fast algorithm by Clauset et al. is inefficient, because it yields very unbalanced dendrograms, for
which the relation d ∼ log n does not hold, and as a consequence the method often runs at its worst-case complexity. To
improve the situation they proposed a modification in which, at each step, one seeks the community merger delivering the
largest value of the product of the modularity variation ∆Q times a factor (consolidation ratio), that peaks for communities
of equal size. In this way there is a tradeoff between the gain in modularity and the balance of the communities to merge,
with a big gain in the speed of the procedure, that enables the analysis of systems with up to 107 vertices. Interestingly,
this modification often leads to better modularity maxima than those found with the version of Clauset et al., at least
on large social networks. The code can be found at http://www.is.titech.ac.jp/~wakita/en/software/community-analysis-
software/. Another trick to avoid the formation of large communities was proposed by Schuetz and Caflisch and consists
in allowing for the merger of more community pairs, instead of one, at each iteration [180,181]. This generates several
‘‘centers’’ around which communities are formed, which grow simultaneously so that a condensation into a few large
clusters is unlikely. This modified version of the greedy algorithm is combinedwith a simple refinement procedure in which
single vertices are moved to the neighboring community that yields the maximum increase of modularity. The method
has the same complexity of the fast optimization by Clauset et al., but comes closer to the modularity maximum. The
software is available at http://www.biochem-caflisch.uzh.ch/public/5/network-clusterization-algorithm.html. The accuracy

http://cs.unm.edu/~aaron/research/fastmodularity.htm
http://www.is.titech.ac.jp/~wakita/en/software/community-analysis-software/
http://www.is.titech.ac.jp/~wakita/en/software/community-analysis-software/
http://www.is.titech.ac.jp/~wakita/en/software/community-analysis-software/
http://www.biochem-caflisch.uzh.ch/public/5/network-clusterization-algorithm.html
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Fig. 12. Hierarchical optimization of modularity by Blondel et al. [179]. The diagram shows two iterations of the method, starting from the graph on the
left. Each iteration consists of a step, in which every vertex is assigned to the (local) cluster that produces the largest modularity increase, followed by a
successive transformation of the clusters into vertices of a smaller (weighted) graph, representing the next higher hierarchical level. Reprinted figure with
permission from Ref. [179].
© 2008, by IOP Publishing and SISSA.

of the greedy optimization can be significantly improved if the hierarchical agglomeration is started from some reasonable
intermediate configuration, rather than from the individual vertices [176,177]. Xiang et al. suggested to start from a
configuration obtained by merging the original isolated vertices into larger subgraphs, according to the values of a measure
of topological similarity between subgraphs [183]. A similar approach has been described by Ye et al. [194]: here the initial
partition is such that no single vertex can be moved from its cluster to another without decreasing Q . Higher-quality
modularities can be also achieved by applying refinement strategies based on local search at various steps of the greedy
agglomeration [182]. Such refinement procedures are similar to the technique proposed by Newman to improve the results
of his spectral optimization of modularity ([190] and Section 6.1.4). Another good strategy consists of alternating greedy
optimization with stochastic perturbations of the partitions [184].

A different greedy approach has been introduced by Blondel et al. [179], for the general case of weighted graphs. Initially,
all vertices of the graph are put in different communities. The first step consists of a sequential sweep over all vertices. Given
a vertex i, one computes the gain in weightedmodularity (Eq. (35)) coming from putting i in the community of its neighbor j
and picks the community of the neighbor that yields the largest increase ofQ , as long as it is positive. At the end of the sweep,
one obtains the first level partition. In the second step communities are replaced by supervertices, and two supervertices
are connected if there is at least an edge between vertices of the corresponding communities. In this case, the weight of
the edge between the supervertices is the sum of the weights of the edges between the represented communities at the
lower level. The two steps of the algorithm are then repeated, yielding new hierarchical levels and supergraphs (Fig. 12).
We remark that modularity is always computed from the initial graph topology: operating on supergraphs enables one to
consider the variations of modularity for partitions of the original graph after merging and/or splitting of groups of vertices.
Therefore, at some iteration, modularity cannot increase any more, and the algorithm stops. The technique is more limited
by storage demands than by computational time. The latter grows like O(m), so the algorithm is extremely fast and graphs
with up to 109 edges can be analyzed in a reasonable time on current computational resources. The software can be found
at http://findcommunities.googlepages.com/. The modularity maxima found by the method are better than those found
with the greedy techniques by Clauset et al. [174] and Wakita and Tsurumi [178]. However, closing communities within
the immediate neighborhood of vertices may be inaccurate and yield spurious partitions in practical cases. So, it is not clear
whether some of the intermediate partitions could correspond tomeaningful hierarchical levels of the graph. Moreover, the
results of the algorithm depend on the order of the sequential sweep over the vertices.

We conclude by stressing that, despite the improvements and refinements of the last years, the accuracy of greedy
optimization is not that good, as compared with other techniques.

6.1.2. Simulated annealing
Simulated annealing [195] is a probabilistic procedure for global optimization used in different fields and problems. It

consists of performing an exploration of the space of possible states, looking for the global optimum of a function F , say its
maximum. Transitions from one state to another occur with probability 1 if F increases after the change, otherwise with
a probability exp(β∆F), where ∆F is the decrease of the function and β is an index of stochastic noise, a sort of inverse
temperature, which increases after each iteration. The noise reduces the risk that the system gets trapped in local optima.

http://findcommunities.googlepages.com/
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At some stage, the system converges to a stable state, which can be an arbitrarily good approximation of the maximum
of F , depending on how many states were explored and how slowly β is varied. Simulated annealing was first employed
for modularity optimization by Guimerà et al. [185]. Its standard implementation [27] combines two types of ‘‘move’’: local
moves,where a single vertex is shifted fromone cluster to another, taken at random; globalmoves, consisting ofmergers and
splits of communities. Splits can be carried out in several distinct ways. The best performance is achieved if one optimizes
the modularity of a bipartition of the cluster, taken as an isolated graph. This is done again with simulated annealing, where
one considers only individual vertexmovements, and the temperature is decreased until it reaches the running value for the
global optimization. Global moves reduce the risk of getting trapped in local minima and they have proven to lead to much
better optima than using simply local moves [186,187]. In practical applications, one typically combines n2 local moveswith
n global ones in one iteration. The method can potentially come very close to the true modularity maximum, but it is slow.
The actual complexity cannot be estimated, as it heavily depends on the parameters chosen for the optimization (initial
temperature, cooling factor), not only on the graph size. Simulated annealing can be used for small graphs, with up to about
104 vertices.

6.1.3. Extremal optimization
Extremal optimization (EO) is a heuristic search procedure proposed by Boettcher and Percus [196], in order to achieve an

accuracy comparable with simulated annealing, but with a substantial gain in computer time. It is based on the optimization
of local variables, expressing the contribution of each unit of the system to the global function at study. This technique was
used for modularity optimization by Duch and Arenas [188]. Modularity can be indeed written as a sum over the vertices:
the local modularity of a vertex is the value of the corresponding term in this sum. A fitness measure for each vertex is
obtained by dividing the local modularity of the vertex by its degree, as in this case the measure does not depend on the
degree of the vertex and is suitably normalized. One starts from a randompartition of the graph in two groupswith the same
number of vertices. At each iteration, the vertex with the lowest fitness is shifted to the other cluster. The move changes the
partition, so the local fitnesses of many vertices need to be recalculated. The process continues until the global modularity
Q cannot be improved any more by the procedure. This technique reminds one of the Kernighan–Lin [124] algorithm for
graph partitioning (Section 4.1), but here the sizes of the communities are determined by the process itself, whereas in graph
partitioning they are fixed from the beginning. After the bipartition, each cluster is considered as a graph on its own and the
procedure is repeated, as long asQ increases for the partitions found. The procedure, as described, proceeds deterministically
from the given initial partition, as one shifts systematically the vertexwith lowest fitness, and is likely to get trapped in local
optima. Better results can be obtained if one introduces a probabilistic selection, in which vertices are ranked based on their
fitness values and one picks the vertex of rank qwith the probability P(q) ∼ q−τ (τ -EO, [196]). The algorithm finds very good
estimates of themodularitymaximum, and performs verywell on the benchmark of Girvan andNewman [12] (Section 15.1).
Ranking the fitness values has a cost O(n log n), which can be reduced to O(n) if heap data structures are used. Choosing the
vertex to be shifted can be done with a binary search, which amounts to an additional factor O(log n). Finally, the number of
steps needed to verify whether the running modularity maximum can be improved or not is also O(n). The total complexity
of the method is then O(n2 log n). We conclude that EO represents a good tradeoff between accuracy and speed, although
the use of recursive bisectioning may lead to poor results on large networks with many communities.

6.1.4. Spectral optimization
Modularity can be optimized using the eigenvalues and eigenvectors of a special matrix, the modularity matrix B, whose

elements are

Bij = Aij −
kikj
2m

. (28)

Here the notation is the same used in Eq. (14). Let s be the vector representing any partition of the graph in two clusters
A and B: si = +1 if vertex i belongs to A, si = −1 if i belongs to B. Modularity can be written as
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The last expression indicates standard matrix products. The vector s can be decomposed on the basis of eigenvectors ui
(i = 1, . . . , n) of the modularity matrix B: s = �

i aiui, with ai = uT
i · s. By plugging this expression of s into Eq. (29) one

finally gets

Q = 1
4m

�

i

aiuT
i B

�

j

ajuj = 1
4m

n�

i=1

(uT
i · s)2βi, (30)

where βi is the eigenvalue of B corresponding to the eigenvector ui. Eq. (30) is analogous to Eq. (19) for the cut size
of the graph partitioning problem. This suggests that one can optimize modularity on bipartitions via spectral bisection
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(Section 4.1), by replacing the Laplacian matrix with the modularity matrix [190,118]. Like the Laplacian matrix, B has
always the trivial eigenvector (1, 1, . . . , 1) with eigenvalue zero, because the sum of the elements of each row/column
of the matrix vanishes. From Eq. (30) we see that, if B has no positive eigenvalues, the maximum coincides with the trivial
partition consisting of the graph as a single cluster (for which Q = 0), i.e. it has no community structure. Otherwise, one
has to look for the eigenvector of B with largest (positive) eigenvalue, u1, and group the vertices according to the signs of
the components of u1, just like in Section 4.1. Here, however, one does not need to specify the sizes of the two groups: the
vertices with positive components are all in one group, the others in the other group. If, for example, the component of u1
corresponding to vertex i is positive, but we set si = −1, the modularity is lower than by setting si = +1. The values of the
components of u1 are also informative, as they indicate the level of the participation of the vertices to their communities.
In particular, components whose values are close to zero lie at the border between the two clusters and can be considered
as belonging to both of them. The result obtained from the spectral bipartition can be further improved by shifting single
vertices from one community to the other, such to have the highest increase (or lowest decrease) of the modularity of
the resulting graph partition. This refinement technique, similar to the Kernighan–Lin algorithm (Section 4.1), can be also
applied to improve the results of other optimization techniques (e.g. greedy algorithms, extremal optimization, etc.). The
procedure is repeated for each of the clusters separately, and the number of communities increases as long as modularity
does. At variance with graph partitioning, where one needs to fix the number of clusters and their size beforehand, here
there is a clear-cut stopping criterion, represented by the fact that cluster subdivisions are admitted only if they lead to a
modularity increase. We stress that modularity needs to be always computed from the full adjacency matrix of the original
graph.11 The drawback of themethod is similar as for spectral bisection, i.e. the algorithmgives the best results for bisections,
whereas it is less accurate when the number of communities is larger than two. Recently, Sun et al. [198] have added a
step after each bipartition of a cluster, in that single vertices can be moved from one cluster to another and even form the
seeds of new clusters. We remark that the procedure is different from the Kernighan–Lin-like refining steps, as here the
number of clusters can change. This variant, which does not increase the complexity of the original spectral optimization,
leads to better modularity maxima. Moreover, one does not need to stick to bisectioning, if other eigenvectors with positive
eigenvalues of the modularity matrix are used. Given the first p eigenvectors, one can construct n p-dimensional vectors,
each corresponding to a vertex, just like in spectral partitioning (Section 4.4). The components of the vector of vertex i
are proportional to the p entries of the eigenvectors in position i. Then one can define community vectors, by summing the
vectors of vertices in the same community. It is possible to show that, if the vectors of two communities form an angle larger
that π/2, keeping the communities separate yields larger modularity than if they are merged (Fig. 13). In this way, in a p-
dimensional space the modularity maximum corresponds to a partition in at most p + 1 clusters. Community vectors were
used byWang et al. to obtain high-modularity partitions into a number of communities smaller than a givenmaximum [199].
In particular, if one takes the eigenvectors corresponding to the two largest eigenvalues, one can obtain a split of the graph
in three clusters: in a recent work, Richardson et al. presented a fast technique to obtain graph tripartitions with large
modularity along these lines [197]. The eigenvectors with the most negative eigenvalues can also be used to extract useful
information, like the presence of a possible multipartite structure of the graph, as they give the most relevant contribution
to the modularity minimum.

The spectral optimization of modularity is quite fast. The leading eigenvector of the modularity matrix can be computed
with the power method, by repeatedly multiplying B by an arbitrary vector (not orthogonal to u1). The number of required
iterations to reach convergence is O(n). Each multiplication seems to require a time O(n2), as B is a complete matrix, but
the peculiar form of B allows for a much quicker calculation, taking time O(m + n). So, a graph bipartition requires a time
O[n(m+n)], orO(n2) on a sparse graph. To find themodularity optimumone needs a number of subsequent bipartitions that
equals the depth d of the resulting hierarchical tree. In theworst-case scenario, d = O(n), but in practical cases the procedure
usually stopsmuch before reaching the leaves of the dendrogram, so one could go for the average value �d� ∼ log n, for a total
complexity of O(n2 log n). The algorithm is faster than extremal optimization and it is also slightly more accurate, especially
for large graphs. The modularity matrix and the corresponding spectral optimization can be trivially extended to weighted
graphs.

A different spectral approach had been previously proposed by White and Smyth [189]. Let W indicate the weighted
adjacency matrix of a graph G. A partition of G in k clusters can be described through an n × k assignment matrix X, where
xic = 1 if vertex i belongs to cluster c , otherwise xic = 0. It can be easily shown that, up to a multiplicative constant,
modularity can be rewritten in terms of the matrix X as

Q ∝ tr[XT (W − D)X] = −tr[XTLQX], (31)

where W is a diagonal matrix with identical elements, equal to the sum of all edge weights, and the entries of D are
Dij = kikj, where ki is the degree of vertex i. The matrix LQ = D − W is called the Q -Laplacian. Finding the assignment
matrix X that maximizes Q is an NP-complete problem, but one can get a good approximation by relaxing the constraint
that the elements ofX have to be discrete. By doing soQ becomes a sort of continuous functional ofX and one can determine

11 Richardson et al. [197] have actually shown that if one instead seeks the optimization of modularity for each cluster, taken as an independent graph,
the combination of spectral bisectioning and the post-processing technique may yield better results for the final modularity optima.
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Fig. 13. Spectral optimization of modularity by Newman [190,118]. By using the first two eigenvectors of the modularity matrix, vertices can be
represented as points on a plane. By cutting the plane with a line passing through the origin (like the dashed line in the figure) one obtains bipartitions of
the graph with possibly high modularity values. Reprinted figure with permission from Ref. [118].
© 2006, by the American Physical Society.

the extremes of Q by setting its first derivative (with respect to X) to zero. This leads to the eigenvalue problem
LQX = X�. (32)

Here � is a diagonal matrix. Eq. (32) turns modularity maximization into a spectral graph partitioning problem
(Section 4.4), using the Q -Laplacian matrix. A nice feature of the Q -Laplacian is that, for graphs which are not too small,
it can be approximated (up to constant factors) by the transition matrix W̃ , obtained by normalizing W such that the
sum of the elements of each row equals one. Eq. (32) is at the basis of the algorithms developed by White and Smyth,
which search for partitions with at most K clusters, where K is a predefined input parameter that may be suggested by
preliminary information on the graph cluster structure. The first K − 1 eigenvectors of the transition matrix W̃ (excluding
the trivial eigenvector with all equal components) can be computed with a variant of the Lanczos method [200]. Since
the eigenvector components are not integers, the eigenvectors do not correspond directly to a partition of the graph in
clusters. However, as usual in spectral graph partitioning, the components of the eigenvectors can be used as coordinates
of the graph vertices in an Euclidean space and k-means clustering is applied to obtain the desired partition. White and
Smyth proposed two methods to derive the clustering after embedding the graph in space. Both methods have a worst-
case complexity O(K 2n + Km), which is essentially linear in the number of vertices of the graph if the latter is sparse
and K � n. However, on large and sparse graphs, K could scale with the number of vertices n, so the procedure might
become quite slow. In order to speed up calculations without losing much accuracy in the final estimates of the maximum
modularity, Ruan and Zhang [192] have proposed an algorithm, calledKcut, that applies recursively themethod byWhite and
Smyth, in a slightly modified form: after a first application to the full graph, in the next iteration the method is applied to all
clusters of the first partition, treated as independent networks, and so on. The procedure goes on as long as the modularity
of the resulting partitions keeps growing. The advantage of Kcut is that one can play with low values for the (maximal)
number of clusters � at each iteration; if partitions are balanced, after a levels of recursions, the number of clusters of the
partition is approximately K = �a. Therefore the complexity of Kcut is O[(n + m) log K ] for a final partition in (at most)
K clusters, which is much lower than the complexity of the algorithm by White and Smyth. Ruan and Zhang tested Kcut
on artificial graphs generated with the planted �-partition model (Section 15), and on real networks including Zachary’s
karate club [50], the American college football network [12] and two collaboration networks of Jazz musicians [201]
and physicists [202]: the accuracy of Kcut is comparable to that of the algorithm by White and Smyth, though generally
lower.

6.1.5. Other optimization strategies
Agarwal and Kempe have suggested tomaximizemodularitywithin the framework ofmathematical programming [203].

In fact, modularity optimization can be formulated both as a linear and as a quadratic program. In the first case, the variables
are defined on the links: xij = 0 if i and j are in the same cluster, otherwise xij = 1. The modularity of a partition, up to a
multiplicative constant, can then be written as

Q ∝
�

ij

Bij(1 − xij), (33)

where B is the modularity matrix defined by Newman (see Section 6.1.4). Eq. (33) is linear in the variables {x}, which
must obey the constraint xij ≤ xik + xkj, because, if i and j are in the same cluster, and so are i and k, then j and k must
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be in that cluster too. Maximizing the expression in Eq. (33) under the above constraint is NP-hard, if the variables have
to be integers as required. However, if one relaxes this condition by using real-valued {x}, the problem can be solved
in polynomial time [204]. On the other hand, the solution does not correspond to an actual partition, as the x variables
are fractional. To get clusters out of the {x} one needs a rounding step. The values of the x variables are used as sort
of distances in a metric space (the triangular inequality is satisfied by construction): clusters of vertices ‘‘close’’ enough
to each other (i.e. whose mutual x variables are close to zero) are formed and removed until each vertex is assigned to
a cluster. The resulting partition is further refined with the same post-processing technique used by Newman for the
spectral optimization of modularity, i.e. by a sequence of steps similar to those of the algorithm by Kernighan and Lin
(see Section 6.1.4). Quadratic programming can be used to get bisections of graphs with high modularity, that can be
iterated to get a whole hierarchy of partitions as in Newman’s spectral optimization. One starts from one of the identities in
Eq. (29)

Q = 1
4m

�

ij

Bij(1 + sisj), (34)

where si = ±1, depending on whether the vertex belongs to the first or the second cluster. Since the optimization of the
expression in Eq. (34) is NP-complete, one must relax again the constraint on the variables s being integers. A possibility
is to transform each s into an n-dimensional vector s and each product in the scalar product between vectors. The vectors
are normalized so that their tips lie on the unit-sphere of the n-dimensional space. This vector problem is polynomially
solvable, but one needs a method to associate a bipartition to the set of n vectors of the solution. Any (n − 1)-dimensional
hyperplane centered at the origin cuts the space in two halves, separating the vectors in two subsets. One can then choose
multiple random hyperplanes and pick the one which delivers the partition with highest modularity. As in the linear
program, a post-processing technique á la Newman (see Section 6.1.4) is used to improve the results of the procedure.
The two methods proposed by Agarwal and Kempe are strongly limited by their high computational complexity, due
mostly to the large storage demands, making graphs with more than 104 vertices intractable. On the other hand, the idea
of applying mathematical programming to graph clustering is promising. The code of the algorithms can be downloaded
from http://www-scf.usc.edu/~gaurava/. In a recent work [205], Xu et al. have optimized modularity using mixed-integer
mathematical programming, with both integer and continuous variables, obtaining very good approximations of the
modularity optimum, at the price of high computational costs. Chen et al. have used integer linear programming to transform
the initial graph into an optimal target graph consisting of disjoint cliques, which effectively yields a partition [206]. Berry
et al. have formulated the problem of graph clustering as a facility location problem [207], consisting in the minimization of
a cost function based on a local variation of modularity [208].

Lehmann andHansen [191] optimizedmodularity viamean field annealing [209], a deterministic alternative to simulated
annealing [195]. The method uses Gibbs probabilities to compute the conditional mean value for the variable of a vertex,
which indicates its community membership. By making a mean field approximation on the variables of the other vertices in
the Gibbs probabilities one derives a self-consistent set of non-linear equations, that can be solved by iteration in a time
O[(m + n)n]. The method yields better modularity maxima than the spectral optimization by Newman (Section 6.1.4),
at least on artificial graphs with built-in community structure, similar to the benchmark graphs by Girvan and Newman
(Section 15.1).

Genetic algorithms [210] have also been used to optimize modularity. In a standard genetic algorithm one has a set
of candidate solutions to a problem, which are numerically encoded as chromosomes, and an objective function to be
optimized on the space of solutions. The objective function plays the role of biological fitness for the chromosomes.
One usually starts from a random set of candidate solutions, which are progressively changed through manipulations
inspired by biological processes regarding real chromosomes, like point mutation (random variations of some parts of
the chromosome) and crossing over (generating new chromosomes by merging parts of existing chromosomes). Then,
the fitness of the new pool of candidates is computed and the chromosomes with the highest fitness have the greatest
chance to survive in the next generation. After several iterations only solutions with large fitness survive. In a work by
Tasgin et al. [211], partitions are the chromosomes and modularity is the fitness function. With a suitable choice of the
algorithm parameters, like the number of chromosomes and the rates of mutation and crossing over, Tasgin et al. could
obtain results of comparative quality as a greedy modularity optimization on Zachary’s karate club [50], the college football
network [12] and the benchmark by Girvan and Newman (Section 15.1). Genetic algorithms were also adopted by Liu
et al. [212]. Here the maximum modularity partition is obtained via successive bipartitions of the graph, where each
bipartition is determined by applying a genetic algorithm to each subgraph (starting from the original graph itself), which
is considered isolated from the rest of the graph. A bipartition is accepted only if it increases the total modularity of the
graph.

In Section 3.3.2 we have seen that the modularity maximum is obtained for the partition that minimizes the difference
between the cut size and the expected cut size of the partition (Eq. (17)). In the complete weighted graph Gw such that the
weightwij of an edge is 1−kikj/2m, if i and j are connected inG, and−kikj/2m if they are not, the difference |CutP |−ExCutP
is simply the cut size of partition P . So, maximizing modularity for G is equivalent to the problem of finding the partition
with minimal cut size of the weighted graph Gw , i.e. to a graph partitioning problem. The problem can then be efficiently
solved by using existing software for graph partitioning [116].

http://www-scf.usc.edu/~gaurava/
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6.2. Modifications of modularity

In the most recent literature on graph clustering several modifications and extensions of modularity can be found. They
are usually motivated by specific classes of clustering problems and/or graphs that one may want to analyze.

Modularity can be easily extended to graphs with weighted edges [159]. One needs to replace the degrees ki and kj in
Eq. (14) with the strengths si and sj of vertices i and j. We remind that the strength of a vertex is the sum of the weights
of edges adjacent to the vertex (Appendix A.1). For a proper normalization, the number of edges m in Eq. (14) has to be
replaced by the sumW of the weights of all edges. The product sisj/2W is now the expected weight of the edge ij in the null
model of modularity, which has to be compared with the actual weight Wij of that edge in the original graph. This can be
understood if we consider the case in which all weights are multiples of a unit weight, so they can be rewritten as integers.
The weight of the connection between two nodes can then be replaced by as many edges between the nodes as expressed
by the number of weight units. For the resulting multigraph we can use the same procedure as in the case of unweighted
graphs, which leads to the formally identical expression

Qw = 1
2W

�

ij

�
Wij −
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2W

�
δ(Ci, Cj), (35)

which can be also written as a sum over the modules
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where Wc is the sum of the weights of the internal edges of module c and Sc is the sum of the strengths of the vertices of c .
If edge weights are not mutually commensurable, one can always represent them as integers with good approximation,
provided a sufficiently small weight unit is adopted, so the expressions for weighted modularity of Eqs. (35) and (36)
are generally valid. In principle, weights can be assigned to the edges of an undirected graph, by using any measure of
similarity/correlation between the vertices (like, e.g., the measures introduced in Section 3.2.4). In this way, one could
derive the corresponding weighted modularity and use it to detect communities, with a potentially better exploitation of
the structural information of the graph as compared to standard modularity [213,214].

Modularity has also a straightforward extension to the case of directed graphs [122,57]. If an edge is directed, the
probability that it will be oriented in either of the two possible directions depends on the in- and out-degrees of the end-
vertices. For instance, taken two vertices A and B, where A (B) has a high (low) in-degree and low (high) out-degree, in the
null model of modularity an edge will be much more likely to point from B to A than from A to B. Therefore, the expression
of modularity for directed graphs reads

Qd = 1
m

�

ij

�

Aij −
kouti kinj
m

�
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where the factor 2 in the denominator of the second summand has been dropped because the sum of the in-degrees (out-
degrees) equals m, whereas the sum of the degrees of the vertices of an undirected graph equals 2m; the factor 2 in the
denominator of the prefactor has been dropped because the number of non-vanishing elements of the adjacency matrix is
m, not 2m as in the symmetric case of an undirected graph. If a graph is both directed and weighted, formulas (35) and (37)
can be combined as

Qgen = 1
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which is the most general (available) expression of modularity [122]. Kim et al. [215] have remarked that the directed
modularity of Eq. (37)maynot properly account for the directedness of the edges (Fig. 14), andproposed adifferent definition
based on diffusion on directed graphs, inspired by Google’s PageRank algorithm [56]. Rosvall and Bergstrom raised similar
objections [58].

If vertices may belong to more clusters, it is not obvious how to find a proper generalization of modularity. In fact, there
is no unique recipe. Shen et al. [216], for instance, suggested the simple definition

Q = 1
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OiOj

�
Aij −

kikj
2m

�
δ(Ci, Cj). (39)

Here Oi is the number of communities including vertex i. The contribution of each edge to modularity is then the
smaller, the larger the number of communities including its end-vertices. Nicosia et al. [217] have made somemore general
considerations on the problem of extending modularity to the case of overlapping communities. They considered the case
of directed unweighted networks, starting from the following general expression

Qov = 1
m

nc�

c=1

�

i,j

�

rijcAij − sijc
kouti kinj
m

�

, (40)
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A' B'

A B

Fig. 14. Problem of the directedmodularity introduced by Arenas et al. [122]. The two situations illustrated are equivalent formodularity, as vertices A and
A� , as well as B and B� , have identical in-degrees and out-degrees. In this way, the optimization of directed modularity is not able to distinguish a situation
in which there is directed flow (top) or not (bottom). Reprinted figure with permission from Ref. [215].

where kini and koutj are the in-degree and out-degree of vertices i and j, the index c labels the communities and rijc , sijc
express the contributions to the sum corresponding to the edge ij in the network and in the null model, due to the multiple
memberships of i and j. If there is no overlap between the communities, rijc = sijc = δcicjc , where ci and cj correspond
to the communities of i and j. In this case, the edge ij contributes to the sum only if ci = cj, as in the original definition
of modularity. For overlapping communities, the coefficients rijc , sijc must depend on the membership coefficients αi,c , αj,c
of vertices i and j. One can assume that rijc = F (αi,c, αj,c), where F is some function. The term sijc is related to the null
model of modularity, and it must be handled with care. In modularity’s original null model edges are formed by joining two
random stubs, so one needs to define themembership of a random stub in the various communities. If we assume that there
is no correlation a priori between the membership coefficients of any two vertices, we can assign to a stub originating from
a vertex i in community c the average membership corresponding to all edges which can be formed with i. On a directed
graph we have to distinguish between outgoing and incoming stubs, so one has

βout
i→,c =

�
j

F (αi,c, αj,c)

n
, (41)

β in
i←,c =

�
j

F (αj,c, αi,c)

n
, (42)

and one can write the following general expression for modularity

Qov = 1
m

nc�

c=1
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j

m
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. (43)

The question now concerns the choice of the function F (αi,c, αj,c). If the formula of Eq. (43) is to be an extension of
modularity to the case of overlapping communities, it has to satisfy some general properties of classical modularity. For
instance, the modularity value of a cover consisting of the whole network as a single cluster should be zero. It turns out
that a large class of functions yields an expression for modularity that fulfills this requirement. Otherwise, the choice of F

is rather arbitrary and good choices can be only tested a posteriori, based on the results of the optimization. Membership
coefficients are also present in an extension of modularity to overlapping communities proposed by Shen et al. [218]. Here
the membership coefficient of vertex v in community c is a sum over the edges of v belonging to c , where each edge has a
weight proportional to the number of maximal cliques of c containing the edge.

Gaertler et al. have introduced qualitymeasures based on themodularity’s principle of the comparison between a variable
relative to the original graph and the corresponding variable of a null model [219]. They remark that modularity is just the
difference between the coverage of a partition and the expected coverage of the partition in the nullmodel.We recall that the
coverage of a partition is the ratio between the number of edgeswithin clusters and the total number of edges (Section 3.3.2).
Based on this observation, Gaertler et al. suggest that the comparison between the two terms can be done with other binary
operations as well. For instance, one could consider the ratio

S÷
cov =

nc�
c=1

lc/m

nc�
c=1

(dc/2m)2
, (44)
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where the notation is the same as in Eq. (15). This can be done as well for any variable other than coverage. By using
performance, for instance, (Section 3.3.2) one obtains two new quality functions S−

perf and S÷
perf , corresponding to taking

the difference or the ratio between performance and its null model expectation value, respectively. Gaertler et al. compared
the results obtained with the four functions S−

cov = Q , S÷
cov , S

−
perf and S÷

perf , on a class of benchmark graphs with built-in
cluster structure (Section 15.1) and social networks. They found that the ‘‘absolute’’ variants S−

cov and S−
perf are better than

the ‘‘relative’’ variants S÷
cov and S÷

perf on the artificial benchmarks, whereas S÷
perf is better on social networks.12 Furthermore

S−
perf is better than the standard modularity S−

cov .
Modifications of modularity’s null model have been introduced by Massen and Doye [186] and Muff et al. [220].

Massen and Doye’s null model is still a graph with the same expected degree sequence as the original, and with edges
rewired at random among the vertices, but one imposes the additional constraint that there can be neither multiple
edges between a pair of vertices nor edges joining a vertex with itself (loops or self-edges). This null model is more
realistic, as multiple edges and loops are usually absent in real graphs. The maximization of the corresponding modified
modularity yields partitions with smaller average cluster size than standard modularity. The latter tends to disfavor small
communities, because the actual densities of edges inside small communities hardly exceed the null model densities,
which are appreciably enhanced by the contributions from multiple connections and loops. Muff et al. proposed a local
version of modularity, in which the expected number of edges within a module is not calculated with respect to the full
graph, but considering just a portion of it, namely the subgraph including the module and its neighboring modules. Their
motivation is the fact that the modularity’s null model implicitly assumes that each vertex could be attached to any other,
whereas in real cases a cluster is usually connected to few other clusters. On a directed graph, their localized modularity LQ
reads

LQ =
nc�

c=1

�
lc
Lcn

− dinc d
out
c

L2cn

�

. (45)

In Eq. (45) lc is the number of edges inside cluster c , dinc (doutc ) the total internal (external) degree of cluster c and Lcn the
total number of edges in the subgraph comprising cluster c and its neighbor clusters. The localizedmodularity is not bounded
by 1, but can take any value. Its maximization delivers more accurate partitions than standard modularity optimization on
a model network describing the social interactions between children in a school (school network) and on the metabolic and
protein–protein interaction networks of Escherichia coli.

Reichardt and Bornholdt have shown that it is possible to reformulate the problem of community detection as the
problem of finding the ground state of a spin glass model [85]. Each vertex i is labeled by a Potts spin variable σi, which
indicates the cluster including the vertex. The basic principle of the model is that edges should connect vertices of the same
class (i.e. same spin state), whereas vertices of different classes (i.e. different spin states) should be disconnected (ideally).
So, one has to energetically favor edges between vertices in the same class, aswell as non-edges between vertices in different
classes, and penalize edges between vertices of different classes, along with non-edges between vertices in the same class.
The resulting Hamiltonian of the spin model is

H({σ }) = −
�

i<j

Jijδ(σi, σj) = −
�

i<j

J(Aij − γ pij)δ(σi, σj), (46)

where J is a constant expressing the coupling strength, Aij are the elements of the adjacency matrix of the graph, γ > 0
a parameter expressing the relative contribution to the energy from existing and missing edges, and pij is the expected
number of links connecting i and j for a nullmodel graphwith the same total number of edgesm of the graph considered. The
system is a spin glass [221], as the couplings Jij between spins are both ferromagnetic (on the edges of the graph, provided
γ pij < 1) and antiferromagnetic (between disconnected vertices, as Aij = 0 and Jij = −Jγ pij < 0). The multiplicative
constant J is irrelevant for practical purposes, so in the following we set J = 1. The range of the spin-spin interaction is
infinite, as there is a non-zero coupling between any pair of spins. Eq. (46) bears a strong resemblance with the expression
of modularity of Eq. (14). In fact, if γ = 1 and pij = kikj/2m we recover exactly modularity, up to a factor −1/m. In this
case, finding the spin configuration for which the Hamiltonian is minimal is equivalent to maximizing modularity. Eq. (46)
is much more general than modularity, though, as both the null model and the parameter γ can be arbitrarily chosen. In
particular, the value of γ determines the importance of the null model term pij in the quality function. Eq. (46) can be
rewritten as

H({σ }) = −
�

s

�
ls − γ (ls)pij

�
= −

�

s=1

css =
�

s<r

�
lrs − γ (lrs)pij

�
=

�

s<r
ars. (47)

Here, the sums run over the clusters: ls and lrs indicate the number of edges within cluster s and between clusters r and
s, respectively; (ls)pij and (lrs)pij are the corresponding null model expectation values. Eq. (47) defines the coefficients css of
cohesion and ars of adhesion. If a subset of a cluster s has a larger coefficient of adhesion with another cluster r than with

12 The comparison was done by computing the values of significance indices like coverage and performance on the final partitions.
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its complement in s, the energy can be reduced by merging the subset with cluster r . In the particular case in which the
coefficient of adhesion of a subset G

� of a cluster s with its complement in the cluster exactly matches the coefficient of
adhesion of G

� with another cluster r , the partitions in which G
� stays within s or is merged with r have the same energy. In

this case one can say that clusters r and s are overlapping. In general, the partition with minimum energy has the following
properties: (1) every subset of each cluster has a coefficient of adhesion with its complement in the cluster not smaller than
with any other cluster; (2) every cluster has a non-negative coefficient of cohesion; (3) the coefficient of adhesion between
any two clusters is non-positive.

By tuning the parameter γ one can vary the number of clusters in the partitionwithminimumenergy, going from a single
cluster comprising all vertices (γ = 0), to n clusters with a single vertex (γ → ∞). So, γ is a resolution parameter that
allows to explore the cluster structure of a graph at different scales (see Section 6.3). The authors used single spin heatbath
simulated annealing algorithms to find the ground state of the Hamiltonian of Eq. (46).

Another generalization of modularity was recently suggested by Arenas et al. [222]. They remarked that the fundamental
unit to define modularity is the edge, but that high edge densities inside clusters usually imply the existence of long-range
topological correlations between vertices, which are revealed by the presence of motifs [223], i.e. connected undirected
subgraphs, like cycles (Appendix A.1). For instance, a high edge density inside a cluster usually means that there are also
several triangles in the cluster, and comparatively few between clusters, a criterion that has inspired on its own popular
graph clustering algorithms [78,28]. Modularity can then be simply generalized by comparing the density of motifs inside
clusters with the expected density in modularity’s null model (motif modularity). As a particular case, the triangle modularity
of a partition C reads

Q�(C) =

�
ijk

Aij(C)Ajk(C)Aki(C)

�
ijk

AijAjkAki
−

�
ijk

nij(C)njk(C)nki(C)

�
ijk

nijnjknki
(48)

where Aij(C) = Aijδ(Ci, Cj) (Ci is the label of the cluster i belongs to), nij = kikj (ki is the degree of vertex i) and
nij(C) = nijδ(Ci, Cj). If one chooses as motifs paths with even length, and removes the constraint that all vertices of the
motif/path should stay inside the same cluster, maximizing motif modularity could reveal the existence of multipartite
structure. For example, if a graph is bipartite, one expects to see many 2-paths starting from one vertex class and returning
to it from the other class. Motif modularity can be trivially extended to the case of weighted graphs.

Several graphs representing real systems are built out of correlation data between elements. Correlation matrices are
very common in the study of complex systems: well-known examples are the correlations of price returns, which are
intensively studied by economists and econophysicists [224]. Correlations may be positive as well as negative, so the
corresponding weighted edges indicate both attraction and repulsion between pairs of vertices. Usually the correlation
values are filtered or otherwise transformed such to eliminate theweakest correlations and anticorrelations and tomaintain
strictly positive weights for the edges, yielding graphs that can be treated with standard techniques. However, ignoring
negative correlations means to give up useful information on the relationships between vertices. Finding clusters in a
graph with both positive and negative weights is called the correlation clustering problem [225]. According to intuition,
one expects that vertices of the same cluster are linked by positive edges, whereas vertices of different clusters are linked
by negative edges. The best cluster structure is the partition that maximizes the sum of the strengths (in absolute value)
of positive edges within clusters and negative edges between clusters, or, equivalently, the partition that minimizes the
sum of the strengths (in absolute value) of positive edges between clusters and negative edges within clusters. This can be
formulated by means of modularity, if one accounts for the contribution of the negative edges. A natural way to proceed
is to create two copies of the graph at study: in one copy only the weights of the positive edges are kept, in the other
only the weights of the negative edges (in absolute value). By applying Eq. (35) to the same partition of both graphs, one
derives the contributions Q+ and Q− to the modularity of that partition for the original graph. Gómez et al. define the
global modularity as a linear combination of Q+ and Q−, that accounts for the relative total strengths of positive and
negative edge weights [226]. Kaplan and Forrest [227] have proposed a similar expression, with two important differences.
First, they have used the total strength of the graph, i.e. the sum of the absolute values of all weights, to normalize Q+

and Q−; Gómez et al. instead have used the positive and the negative strengths, for Q+ and Q−, respectively, which
seems to be the more natural choice looking at Eq. (35). Second, Kaplan and Forrest have given equal weight to the
contributions of Q+ and Q− to their final expression of modularity, which is just the difference Q+ − Q−. In another
work, Traag and Bruggeman [228] have introduced negative links in the general spin glass formulation of modularity of
Reichardt and Bornholdt [85]. Here the relative importance of the contribution of positive and negative edge weights is
a free parameter, the tuning of which allows to detect communities of various sizes and densities of positive/negative
edges.

Some authors have pointed out that the original expression of modularity is not ideal to detect communities in bipartite
graphs, which describe several real systems, like food webs [229], scientific [202] and artistic [201] collaboration networks,
etc. Expressions of modularity for bipartite graphs were suggested by Guimerà et al. [230] and Barber [60,231]. Guimerà
et al. call the two classes of vertices actors and teams, and indicate with ti the degree of actor i andma the degree of team a.
The nullmodel graphs are randomgraphswith the same expected degrees for the vertices, as usual. The bipartitemodularity
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MB(P ) for a partition P (of the actors) has the following expression

MB(P ) =
nc�

c=1





�
i�=j∈c

cij
�
a
ma(ma − 1)

−

�
i�=j∈c

titj

��
a
ma

�2




. (49)

Here, cij is the number of teams in which actors i and j are together and the sum
�

a ma(ma − 1) gives the number of
ordered pairs of actors in the same team. The second ratio of each summand is the null model term, indicating the expected
(normalized) number of teams for pairs of actors in cluster c. The bipartite modularity can also be applied to (unipartite)
directed graphs: each vertex can be duplicated and assigned to both classes, based on its twofold role of source and target
for the edges.

Another interesting alternative was introduced by Barber [60,231] and is a simple extension of Eq. (14). Let us suppose
that the two vertex classes (red and blue) are made out of p and q vertices, respectively. The degree of a red vertex i is
indicated with ki, that of a blue vertex j with dj. The adjacency matrix A of the graph is in block off-diagonal form, as there
are edges only between red and blue vertices. Because of that, Barber assumes that the null model matrix P, whose element
Pij indicates as usual the expected number of edges between vertices i and j in the null model, also has the block off-diagonal
form

P =
�
Op×p P̃p×q

P̃T
q×p Oq×q

�
, (50)

where the O are square matrices with all zero elements and P̃ij = kidj/m, as in the null model of standard modularity
(though other choices are possible). The modularity maximum can be computed through the modularity matrix B = A− P,
as we have seen in Section 6.1.4. However, spectral optimization of modularity gives excellent results for bipartitions, while
its performance worsens when the number of clusters is unknown, as is usually the case. Barber has proposed a different
optimization technique, called Bipartite Recursively Induced Modules (BRIM), based on the bipartite nature of the graph.
The algorithm is based on the special expression of modularity for the bipartite case, for which once the partition of the red
or the blue vertices is known, it is easy to get the partition of the other vertex class that yields the maximum modularity.
Therefore, one starts from an arbitrary partition in c clusters of, say, the blue vertices, and recovers the partition of the red
vertices, which is in turn used as input to get a better partition of the blue vertices, and so on until modularity converges.
BRIM does not predict the number of clusters c of the graph, but one can obtain good estimates for it by exploring different
valueswith a simple bisection approach. Typically, for a given c the algorithmneeds a few steps to converge, each step having
a complexity O(m). An expression of the number of convergence steps in terms of n and/orm still needs to be derived.

6.3. Limits of modularity

In this section we shall discuss some features of modularity, which are crucial to identify the domain of its applicability
and ultimately to assess the issue of the reliability of the measure for the problem of graph clustering.

An important question concerns the value of the maximum modularity Qmax for a graph. We know that it must be
non-negative, as there is always at least a partition with zero modularity, consisting of a single cluster with all vertices
(Section 3.3.2). However, a large value for the modularity maximum does not necessarily mean that a graph has community
structure. Random graphs are supposed to have no community structure, as the linking probability between vertices is
either constant or a function of the vertex degrees, so there is no bias a priori towards special groups of vertices. Still,
random graphs may have partitions with large modularity values [185,85]. This is due to fluctuations in the distribution
of edges in the graph, which in many graph realizations is not homogeneous even if the linking probability is constant, like
in Erdös–Rényi graphs. The fluctuations determine concentrations of links in some subsets of the graph, which then appear
like communities. According to the definition of modularity, a graph has community structure with respect to a random
graph with equal size and expected degree sequence. Therefore, the modularity maximum of a graph reveals a significant
community structure only if it is appreciably larger than the modularity maximum of random graphs of the same size and
expected degree sequence. The significance of the modularity maximum Qmax for a graph can be estimated by calculating
the maximum modularity for many realizations of the null model, obtained from the original graph by randomly rewiring
its edges. One then computes the average �Q �NM and the standard deviation σ NM

Q of the results. The statistical significance
of Qmax is indicated by the distance of Qmax from the null model average �Q �NM in units of the standard deviation σ NM

Q , i.e.
by the z-score

z = Qmax − �Q �NM
σ NM
Q

. (51)

If z � 1, Qmax indicates strong community structure. Cutoff values of 2–3 for the z-scores are customary. This approach
has problems, though. It can generate both false positives and false negatives: a few graphs thatmost people would consider
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without a significant community structure have a large z-score; on the other hand, some graphs that are agreed to display
cluster structure have very low values for the z-score. Besides, the distribution of the maximum modularity values of the
null model, though peaked, is not Gaussian. Therefore, one cannot attribute to the values of the z-score the significance
corresponding to a Gaussian distribution, and one would need instead to compute the statistical significance for the right
distribution.

Reichardt and Bornholdt have studied the issue of the modularity values for random graphs in some depth [232,233],
using their general spin glass formulation of the clustering problem (Section 6.2). They considered the general case of a
random graph with arbitrary degree distribution P(k) and without degree-degree correlations. They set γ = 1, so that
the energy of the ground state coincides with modularity (up to a constant factor). For modularity’s null model graphs, the
modularity maximum corresponds to an equipartition of the graph, i.e. the magnetization of the ground state of the spin
glass is zero, a result confirmed by numerical simulations [232,233]. This is because the distribution of the couplings has
zero mean, and the mean is only coupled to magnetization [234]. For a partition of any graph with n vertices and m edges
in q clusters with equal numbers of vertices, there is a simple linear relation between the cut size Cq of the partition and
its modularity Qq: Cq = m[(q − 1)/q − Qq]. We recall that the cut size Cq is the total number of inter-cluster edges of the
partition (Section 4.1). In this way, the partition with maximum modularity is also the one with minimum cut size, and
community detection becomes equivalent to graph partitioning. Reichardt and Bornholdt derived analytically the ground
state energy for Ising spins (q = 2), which corresponds to the following expression of the expected maximum modularity
Qmax
2 for a bipartition [233]

Qmax
2 = U0J

�k1/2�
�k� . (52)

Here �kα� =
�
P(k)kαdk and U0 is the ground state energy of the Sherrington-Kirkpatrick model [235]. The most

interesting feature of Eq. (52) is the simple scaling with �k1/2�/�k�. Numerical calculations show that this scaling holds for
both Erdös–Rényi and scale-free graphs (Appendix A.3). Interestingly, the result is valid for partitions in q clusters, where q
is left free, not only for q = 2. The number of clusters of the partition with maximum modularity decreases if the average
degree �k� increases, and tends to 5 for large values of �k�, regardless of the degree distribution and the size of the graph.
From Eq. (52) we also see that the expected maximum modularity for a random graph increases when �k� decreases, i.e. if
the graph gets sparser. So it is particularly hard to detect communities in sparse graphs by using modularity optimization.
As we shall see in Section 14, the sparsity of a graph is generally a serious obstacle for graph clustering methods, no matter
if one uses modularity or not.

A more fundamental issue, raised by Fortunato and Barthélemy [236], concerns the capability of modularity to detect
‘‘good’’ partitions. If a graph has a clear cluster structure, one expects that the maximum modularity of the graph reveals
it. The null model of modularity assumes that any vertex i ‘‘sees’’ any other vertex j, and the expected number of edges
between them is pij = kikj/2m. Similarly, the expected number of edges between two clusters A and B with total degrees
KA and KB , respectively, is PAB = KAKB/2m. The variation of modularity determined by the merger of A and B with
respect to the partition in which they are separate clusters is ∆QAB = lAB/m − KAKB/2m2, with lAB number of edges
connecting A to B. If lAB = 1, i.e. there is a single edge joining A to B, we expect that the two subgraphs will often be
kept separated. Instead, if KAKB/2m < 1, ∆QAB > 0. Let us suppose for simplicity that KA ∼ KB = K , i.e. that the two
subgraphs are of about the same size, measured in terms of edges. We conclude that, if K <∼

√
2m and the two subgraphs

A and B are connected, modularity is greater if they are in the same cluster [236]. The reason is intuitive: if there are more
edges than expected betweenA andB, there is a strong topological correlation between the subgraphs. If the subgraphs are
sufficiently small (in degree), the expected number of edges for the null model can be smaller than one, so even the weakest
possible connection (a single edge) suffices to keep the subgraphs together. Interestingly, this result holds independently
of the structure of the subgraphs. In particular it remains true if the subgraphs are cliques, which are the subgraphs with
the largest possible density of internal edges, and represent the strongest possible communities. In Fig. 15 a graph is made
out of nc identical cliques, with l vertices each, connected by single edges. It is intuitive to think that the clusters of the best
partition are the individual cliques: instead, if nc is larger than about l2, modularity would be higher for partitions in which
the clusters are groups of cliques (like the clique pairs indicated by the dashed lines in the figure).

The conclusion is striking: modularity optimization has a resolution limit that may prevent it from detecting clusters
which are comparatively small with respect to the graph as a whole, even when they are well defined communities like
cliques. So, if the partition with maximum modularity includes clusters with total degree of the order of

√
m or smaller,

one cannot know a priori whether the clusters are single communities or combinations of smaller weakly interconnected
communities. This resolution problem has a large impact in practical applications. Real graphs with community structure
usually contain communities which are very diverse in size [28,237,238,174], so many (small) communities may remain
undetected. Besides, modularity is extremely sensitive to even individual connections. Many real graphs, in biology and in
the social sciences, are reconstructed through experiments and surveys, so edges may occasionally be false positives: if two
small subgraphs happen to be connected by a few false edges, modularity will put them in the same cluster, inferring a
relationship between entities that in reality may have nothing to do with each other.

The resolution limit comes from the very definition of modularity, in particular from its null model. The weak point of
the null model is the implicit assumption that each vertex can interact with every other vertex, which implies that each part
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Fig. 15. Resolution limit of modularity optimization. The natural community structure of the graph, represented by the individual cliques (circles), is not
recognized by optimizing modularity, if the cliques are smaller than a scale depending on the size of the graph. In this case, the maximum modularity
corresponds to a partition whose clusters include two ormore cliques (like the groups indicated by the dashed contours). Reprinted figure with permission
from Ref. [236].
© 2007, from the National Academy of Science of the USA.

of the graph knows about everything else. This is however questionable, and certainly wrong for large systems like, e.g., the
Web graph. It is certainly more reasonable to assume that each vertex has a limited horizon within the graph, and interacts
just with a portion of it. However, nobody knows yet how to define such local territories for the graph vertices. The null
model of the localized modularity of Muff et al. (Section 6.2) is a possibility, since it limits the horizon of a vertex to a local
neighborhood, comprising the cluster of the vertex and the clusters linked to it by at least one edge (neighboring clusters).
However, there are many other possible choices. In this respect, the null model of Girvan and Newman, though unrealistic,
is the simplest one can think of, which partly explains its success. Quality functions that, like modularity, are based on a
null model such that the horizon of vertices is of the order of the size of the whole graph, are likely to be affected by a
resolution limit [239]. The problem is more general, though. For instance, Li et al. [240] have introduced a quality function,
called modularity density, which consists in the sum over the clusters of the ratio between the difference of the internal
and external degrees of the cluster and the cluster size. The modularity density does not require a null model, and delivers
better results than modularity optimization (e.g. it correctly recovers the natural partition of the graph in Fig. 15 for any
number/size of the cliques). However, it is still affected by a resolution limit. To avoid that, Li et al. proposed a more general
definition of their measure, including a tunable parameter that allows to explore the graph at different resolutions, in the
spirit of the methods of Section 12.

A way to go around the resolution limit problem could be to perform further subdivisions of the clusters obtained from
modularity optimization, in order to eliminate possible artificialmergers of communities. For instance, one could recursively
optimize modularity for each single cluster, taking the cluster as a separate entity [236,241]. However, this is not a reliable
procedure, for two reasons: (1) the localmodularities used to find partitionswithin the clusters have different nullmodels, as
they depend on the cluster sizes, so they are inconsistent with each other; (2) one needs to define a criterion to decide when
one has to stop partitioning a cluster, but there is no obvious prescription, so any choice is necessarily based on arbitrary
assumptions.13

Resolution limits arise as well in the more general formulation of community detection by Reichardt and Bornholt [242].
Here the limit scale for the undetectable clusters is

√
γm. We recall that γ weighs the contribution of the null model term

in the quality function. For γ = 1 one recovers the resolution limit of modularity. By tuning the parameter γ it is possible
to arbitrarily vary the resolution scale of the corresponding quality function. This in principle solves the problem of the
resolution limit, as one could adjust the resolution of the method to the actual scale of the communities to detect. The
problem is that usually one has no information about the community sizes, so it is not possible to decide a priori the proper
value(s) of γ for a specific graph. In the most recent literature on graph clustering quite a fewmultiresolution methods have
been introduced, addressing this problem in several ways. We will discuss them in some detail in Section 12.

The resolution limit can be easily extended to the case of weighted graphs. In a recent paper [243], Berry et al. have
considered the special case in which intracluster edges have weight 1, whereas intercluster edges have weight �. By
repeating the same procedure as in Ref. [236], they conclude that clusters with internal strength (i.e. sum of all weights
of internal edges) ws may remain undetected if ws <

√
W�/2 − �, where W is the total strength of the graph. So, the

13 Ruan and Zhang [241] propose a stopping criterion based on the statistical significance of the maximum modularity values of the subgraph. The
maximum modularity of a subgraph is compared with the expected maximum modularity for a random graph with the same size and expected degree
sequence of the subgraph. If the corresponding z-score is sufficiently high, the subgraph is supposed to have community structure and one accepts the
partition in smaller pieces. The procedure stops when none of the subgraphs of the running partitions has significant community structure, based on
modularity.
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Fig. 16. Low-dimensional visualization of the modularity landscape for the metabolic network of the spirochete Treponema pallidum. The big degeneracy
of suboptimal high-modularity partitions is revealed by the plateau (whose shape is detailed in the inset), which is large and very irregular. Modularity
values in the plateau are very close to the absolutemaximum, although theymay correspond to quite different partitions. Reprinted figurewith permission
from Ref. [117].

resolution limit decreases when � decreases. Berry et al. use this result to show that, by properly weighting the edges
of a given unweighted graph, it becomes possible to detect clusters with very high resolution by still using modularity
optimization.

Very recently, Good et al. [117] havemade a careful analysis of modularity and its performance. They discovered that the
modularity landscape is characterized by an exponential number of distinct states/partitions, whose modularity values are
very close to the global maximum (Fig. 16). This problem is particularly dramatic if a graph has a hierarchical community
structure, like most real networks. Such an enormous number of solutions explains why many heuristics are able to come
very close to modularity’s global maximum, but it also implies that the global maximum is basically impossible to find. In
addition, high-modularity partitions are not necessarily similar to each other, despite the proximity of their modularity
scores. The optimal partition from a topological point of view, which usually does not correspond to the modularity
maximumdue to the resolution limit,mayhowever have a largemodularity score. Therefore the optimal partition is basically
indistinguishable from a huge number of high-modularity partitions, which are in general structurally dissimilar from it.
The large structural inhomogeneity of the high-modularity partitions implies that one cannot rely on any of them, at least
in principle, in the absence of additional information on the particular system at hand and its structure.

7. Spectral algorithms

In Sections 4.1 and 4.4 we have learned that spectral properties of graphmatrices are frequently used to find partitions. A
paradigmatic example is spectral graph clustering, which makes use of the eigenvectors of Laplacian matrices (Section 4.4).
We have also seen that Newman–Girvan modularity can be optimized by using the eigenvectors of the modularity matrix
(Section 6.1.4). Most spectral methods have been introduced and developed in computer science and generally focus on
data clustering, although applications to graphs are often possible as well. In this section we shall review recent spectral
techniques proposed mostly by physicists explicitly for graph clustering.

Early works have shown that the eigenvectors of the transfer matrix T (Appendix A.2) can be used to extract useful
information on community structure. The transfer matrix acts as a time propagator for the process of random walk on a
graph. Given the eigenvector cα of the transposed transfer matrix TĎ, corresponding to the eigenvalue λα , cα

i is the outgoing
current flowing from vertex i, corresponding to the eigenmode α. The participation ratio (PR)

χα =
�

n�

i=1

(cα
i )4

�−1

(53)

indicates the effective number of vertices contributing to eigenvector cα . If χα receives contributions only from vertices of
the same cluster, i.e. eigenvector cα is ‘‘localized’’, the value ofχα indicates the size of that cluster [244,245]. The significance
of the cluster can be assessed by comparing χα with the corresponding participation ratio for a random graphwith the same
expected degree sequence as the original graph. Eigenvectors of the adjacency matrix may be localized as well if the graph
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a b

Fig. 17. Spectral algorithm by Donetti and Muñoz. Vertex i is represented by the values of the ith components of Laplacian eigenvectors. In this example,
the graph has an ad-hoc division in four communities, indicated by the colors. The communities are better separated in two dimensions (b) than in one (a).
Reprinted figure with permission from Ref. [48].
© 2004, by IOP Publishing and SISSA.

has a clear community structure [246]. A recent comprehensive analysis of spectral properties of modular graphs has been
carried out by Mitrović and Tadić [247].

Donetti and Muñoz have devised an elegant method based on the eigenvectors of the Laplacian matrix [48]. The idea
is the same as in spectral graph clustering (Section 4.4): since the values of the eigenvector components are close for
vertices in the same community, one can use them as coordinates, such that vertices turn into points in a metric space.
So, if one uses M eigenvectors, one can embed the vertices in an M-dimensional space. Communities appear as groups of
points well separated from each other, as illustrated in Fig. 17. The separation is the more visible, the larger the number
of dimensions/eigenvectors M . The originality of the method consists in the procedure to group the points and to extract
the partition. Donetti and Muñoz used hierarchical clustering (see Section 4.2), with the constraint that only pairs of
clusters which have at least one interconnecting edge in the original graph are merged. Among all partitions of the resulting
dendrogram, the one with largest modularity is chosen. For the similarity measure between vertices, Donetti and Muñoz
used both the Euclidean distance and the angle distance. The angle distance between two points is the angle between the
vectors going from the origin of the M-dimensional space to either point. Tests on the benchmark by Girvan and Newman
(Section 15.1) show that the best results are obtainedwith complete-linkage clustering. Themost computationally expensive
part of the algorithm is the calculation of the Laplacian eigenvectors. Since a few eigenvectors suffice to get good partitions,
one can determine them with the Lanczos method [128]. The number M of eigenvectors that is needed to have a clean
separation of the clusters is not known a priori, but one can compute a number M0 > 1 of them and search for the
highest modularity partition among those delivered by the method for all 1 ≤ M ≤ M0. In a related work, Simonsen
has embedded graph vertices in space by using as coordinates the components of the eigenvectors of the right stochastic
matrix [248].

Eigenvalues and eigenvectors of the Laplacian matrix have been used by Alves to compute the effective conductances
for pairs of vertices in a graph, assuming that the latter is an electric network with edges of unit resistance [249]. The
conductances enable one to compute the transition probabilities for a random walker moving on the graph, and from the
transition probabilities one builds a similaritymatrix between vertex pairs. Hierarchical clustering is applied to join vertices
in groups. The method can be trivially extended to the case of weighted graphs. The algorithm by Alves is rather slow, as
one needs to compute the whole spectrum of the Laplacian, which requires a time O(n3). Moreover, there is no criterion to
select which partition(s) of the dendrogram is (are) the best.

Capocci et al. [250] used eigenvector components of the right stochastic matrix R (Appendix A.2), that is derived from
the adjacency matrix by dividing each row by the sum of its elements. The right stochastic matrix has similar properties
as the Laplacian. If the graph has g connected components, the largest g eigenvalues are equal to 1, with eigenvectors
characterized by having equal-valued components for vertices belonging to the same component. In this way, by listing the
vertices according to the connected components they belong to, the components of any eigenvector of R, corresponding to
eigenvalue 1, display a step-wise profile, with plateaus indicating vertices in the same connected component. For connected
graphs with cluster structure, one can still see plateaux, if communities are only loosely connected to each other (Fig. 18).
Here the communities can be immediately deducted by an inspection of the components of any eigenvector with eigenvalue
1. In practical cases, plateaux are not clearly visible, and one eigenvector is not enough. However, one expects that there
should be a strong correlation between eigenvector components corresponding to vertices in the same cluster. Capocci et al.
derived a similarity matrix, where the similarity between vertices i and j is the Pearson correlation coefficient between their
corresponding eigenvector components, averaged over a small set of eigenvectors. The eigenvectors can be calculated by
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Fig. 18. Basic principle of the spectral algorithm by Capocci et al. [250]. The bottom diagram shows the values of the components of the second
eigenvector of the right stochastic matrix for the graph drawn on the top. The three plateaux of the eigenvector components correspond to the three
evident communities of the graph. Reprinted figures with permission from Ref. [250].
© 2005, by Elsevier.

performing a constrained optimization of a suitable cost function. The method can be extended to weighted and directed
graphs. It is useful to estimate vertex similarities, however it does not provide a well-defined partition of the graph.

Yang and Liu [251] adopted a recursive bisectioning procedure. Communities are subgraphs such that the external degree
of each vertex does not exceed the internal degree (strong communities or LS-sets, see Section 3.2.2). In the first step of
the algorithm, the adjacency matrix of the graph is put in approximately block-diagonal form. This is done by computing
a new centrality measure for the vertices, called clustering centrality. This measure is similar to Bonacich’s eigenvector
centrality [252,253], which is given by the eigenvector of the adjacency matrix corresponding to the largest eigenvalue.
The clustering centrality of a vertex basically measures the probability that a random walker starting at that vertex hits a
given target. Such a probability is larger if the origin and the target vertices belong to the same cluster than if they do not. If
the graph has well-separated communities, the values of the clustering centrality would be similar for vertices in the same
cluster. In this way, one can rearrange the original adjacency matrix by listing the vertices in non-decreasing order of their
clustering centralities, and blocks would be visible. The blocks are then identified by iterative bisection: each cluster found
at some step is split in two as long as the resulting parts are still communities in the strong sense, otherwise the procedure
stops. Theworst-case complexity of themethod isO[Kt(n log n+m)], where K is the number of clusters of the final partition
and t the (average) number of iterations required to compute the clustering centrality with the power method [129]. Since
t is fairly independent of the graph size, the method scales quite well on sparse graphs [O(n log n)]. The main limit of this
technique is the assumption that communities are defined in the strong sense, which is too restrictive. On the other hand,
one could think of using alternative definitions.

8. Dynamic algorithms

This section describes methods employing processes running on the graph, focusing on spin–spin interactions, random
walks and synchronization.

8.1. Spin models

The Potts model is among the most popular models in statistical mechanics [254]. It describes a system of spins that
can be in q different states. The interaction is ferromagnetic, i.e. it favors spin alignment, so at zero temperature all spins
are in the same state. If antiferromagnetic interactions are also present, the ground state of the system may not be the one
where all spins are aligned, but a state where different spin values coexist, in homogeneous clusters. If Potts spin variables
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are assigned to the vertices of a graph with community structure, and the interactions are between neighboring spins, it is
likely that the structural clusters could be recovered from like-valued spin clusters of the system, as there are many more
interactions inside communities than outside. Based on this idea, inspired by an earlier paper by Blatt et al. [255], Reichardt
and Bornholdt proposed a method to detect communities that maps the graph onto a zero-temperature q-Potts model with
nearest-neighbor interactions [256]. The Hamiltonian of the model, i.e. its energy, reads

H = −J
�

i,j

Aijδ(σi, σj) + γ
q�

s=1

ns(ns − 1)
2

, (54)

where Aij is the element of the adjacency matrix, δ is Kronecker’s function, ns the number of spins in state s, J and γ are
coupling parameters. The energy H is the sum of two competing terms: the first is the classical ferromagnetic Potts model
energy, and favors spin alignment; the second term instead peaks when the spins are homogeneously distributed. The ratio
γ /J expresses the relative importance of the two terms: by tuning γ /J one can explore different levels of modularity of the
system, from the whole graph seen as a single cluster to clusters consisting of individual vertices. If γ /J is set to the value
δ(G) of the average density of edges of the graph G, the energy of the system is smaller if spins align within subgraphs such
that their internal edge density exceeds δ(G), whereas the external edge density is smaller than δ(G), i.e. if the subgraphs are
clusters (Section 3.2.1). Theminimization ofH is carried out via simulated annealing ([195] and Section 6.1.2), starting from
a configuration where spins are randomly assigned to the vertices and the number of states q is very high. The procedure
is quite fast and the results do not depend on q (provided q is sufficiently high). The method also allows one to identify
vertices shared between communities, from the comparison of partitions corresponding to global and local energy minima.
The Hamiltonian H can be rewritten as

H =
�

i<j

δ(σi, σj)(γ − Aij), (55)

which is the energy of an infinite-range Potts spin glass, as all pairs of spins are interacting (neighboring or not) and there
may be both positive and negative couplings. The method can be simply extended to the analysis of weighted graphs, by
introducing spin couplings proportional to the edge weights, which amounts to replacing the adjacency matrix A with
the weight matrix W in Eq. (54). Ispolatov et al. [257] have adopted a similar Hamiltonian as in Eq. (54), with a tunable
antiferromagnetic term interpolating between the corresponding term of Eq. (54) and the entropy term (proportional to
ns log ns) of the free energy, whose minimization is equivalent to finding the states of the finite-temperature Potts model
used by Blatt et al. [255]. Eq. (55) is at the basis of the successive generalization of modularity with arbitrary null models
proposed by Reichardt and Bornholdt, that we have discussed in Section 6.2.

In another work [258], Son et al. have presented a clustering technique based on the Ferromagnetic Random Field Ising
Model (FRFIM). Given a weighted graph with weight matrixW, the Hamiltonian of the FRFIM on the graph is

H = −1
2

�

i,j

Wijσiσj −
�

i

Biσi. (56)

In Eq. (56) σi = ±1 and Bi are the spin and the random magnetic field of vertex i, respectively. The FRFIM has been studied
to understand the nature of the spin glass phase transition [259] and the disorder-driven roughening transition of interfaces
in disordered media [260,261]. The behavior of the model depends on the choice of the magnetic fields. Son et al. set to
zero the magnetic fields of all vertices but two, say s and t , for which the field has infinite strength and opposite signs. This
amounts to fix the spins of s and t to opposite values, introducing frustration in the system. The idea is that, if s and t are
central vertices of different communities, they impose their spin state to the other community members. So, the state of
minimum energy is a configuration in which the graph is polarized into a subgraph with all positive spins and a subgraph
with all negative spins, coinciding with the communities, if they are well defined. Finding the minimum of H is equivalent
to solving a maximum-flow/minimum-cut problem, which can be done through well known techniques of combinatorial
optimization, like the augmenting path algorithm [88]. For a given choice of s and t , many ground states can be found. The
vertices that end up in the same cluster in all ground states represent the cores of the clusters, which are called coteries.
Possible vertices not belonging to the coteries indicate that the two clusters overlap. In the absence of information about
the cluster structure of the graph, one needs to repeat the procedure for any pair of vertices s and t . Picking vertices of the
same cluster, for instance, would not give meaningful partitions. Son et al. distinguish relevant clusters if they are of about
the same size. The procedure can be iteratively applied to each of the detected clusters, considered as a separate graph, until
all clusters have no community structure anymore. On sparse graphs, the algorithmhas complexityO(n2+θ ), where θ ∼ 1.2,
so it is very slow and can be currently used for graphs of up to few thousands of vertices. If one happens to know which are
the important vertices of the clusters, e.g. by computing appropriate centrality values (like degree or site betweenness [40]),
the choices for s and t are constrained and the complexity can become as low asO(nθ ), which enables the analysis of systems
withmillions of vertices. Tests on Barabási–Albert graphs (Appendix A.3) show that the latter have no community structure,
as expected.
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8.2. Random walk

Random walks [262] can also be useful to find communities. If a graph has a strong community structure, a random
walker spends a long time inside a community due to the high density of internal edges and consequent number of paths
that could be followed. Here we describe the most popular clustering algorithms based on random walks. All of them can
be trivially extended to the case of weighted graphs.

Zhou used randomwalks to define a distance between pairs of vertices [98]: the distance dij between i and j is the average
number of edges that a random walker has to cross to reach j starting from i. Close vertices are likely to belong to the same
community. Zhou defines a ‘‘global attractor’’ of a vertex i to be a closest vertex to i (i.e. any vertex lying at the smallest
distance from i), whereas the ‘‘local attractor’’ of i is its closest neighbor. Two types of community are defined, according to
local or global attractors: a vertex i has to be put in the same community of its attractor and of all other vertices for which i is
an attractor. Communities must be minimal subgraphs, i.e. they cannot include smaller subgraphs which are communities
according to the chosen criterion. Applications to real networks, like Zachary’s karate club [50] and the college football
network compiled by Girvan and Newman [12] (Section 15.1), along with artificial graphs like the benchmark by Girvan and
Newman [12] (Section 15.1), show that themethod can findmeaningful partitions. Themethod can be refined, in that vertex
i is associated to its attractor j only with a probability proportional to exp(−βdij), β being a sort of inverse temperature. The
computation of the distance matrix requires solving n linear-algebra equations (as many as the vertices), which requires a
time O(n3). On the other hand, an exact computation of the distancematrix is not necessary, as the attractors of a vertex can
be identified by considering only a localized portion of the graph around the vertex; therefore the method can be applied
to large graphs as well. In a successive paper [263], Zhou introduced a measure of dissimilarity between vertices based on
the distance defined above. The measure resembles the definition of distance based on structural equivalence of Eq. (7),
where the elements of the adjacency matrix are replaced by the corresponding distances. Graph partitions are obtained
with a divisive procedure that, starting from the graph as a single community, performs successive splits based on the
criterion that vertices in the same cluster must be less dissimilar than a running threshold, which is decreased during the
process. The hierarchy of partitions derived by the method is representative of actual community structures for several real
and artificial graphs, including Zachary’s karate club [50], the college football network [12] and the benchmark by Girvan
and Newman [12] (Section 15.1). The time complexity of the procedure is again O(n3). The code of the algorithm can be
downloaded from http://www.mpikg-golm.mpg.de/theory/people/zhou/networkcommunity.html.

In another work [264], Zhou and Lipowsky adopted biased randomwalkers, where the bias is due to the fact that walkers
move preferentially towards vertices sharing a large number of neighbors with the starting vertex. They defined a proximity
index, which indicates how close a pair of vertices is to all other vertices. Communities are detected with a procedure called
NetWalk, which is an agglomerative hierarchical clustering method (Section 4.2), where the similarity between vertices is
expressed by their proximity. The method has a time complexity O(n3): however, the proximity index of a pair of vertices
can be computed with good approximation by considering just a small portion of the graph around the two vertices, with a
considerable gain in time. The performance of the method is comparable with that of the algorithm of Girvan and Newman
(Section 5.1).

A different distance measure between vertices based on random walks was introduced by Latapy and Pons [100]. The
distance is calculated from the probabilities that the random walker moves from a vertex to another in a fixed number of
steps. The number of steps has to be large enough to explore a significant portion of the graph, but not too long, as otherwise
onewould approach the stationary limit inwhich transition probabilities trivially depend on the vertex degrees. Vertices are
then grouped into communities through an agglomerative hierarchical clustering technique based onWard’s method [265].
Modularity (Section 3.3.2) is used to select the best partition of the resulting dendrogram. The algorithm runs to completion
in a time O(n2d) on a sparse graph, where d is the depth of the dendrogram. Since d is often small for real graphs [O(log n)],
the expected complexity in practical computations isO(n2 log n). The software of the algorithm can be found at http://www-
rp.lip6.fr/~latapy/PP/walktrap.html.

Hu et al. [266] designed a graph clustering technique based on a signaling process between vertices, somewhat
resembling diffusion. Initially a vertex s is assigned one unit of signal, all the others have no signal. In the first step, the
source vertex s sends one unit of signal to each of its neighbors. Next, all vertices send as many units of signals they have to
each of their neighbors. The process is continued until a given number of iterations T is reached. The intensity of the signal
at vertex i, normalized by the total amount of signal, is the i-th entry of a vector us, representing the source vertex s. The
procedure is then repeated by choosing each vertex as source. In this way one can associate an n-dimensional vector to each
vertex, which corresponds to a point in an Euclidean space. The vector us is actually the s-th column of the matrix (I + A)T ,
where I and A are the identity and adjacency matrix, respectively. The idea is that the vector us describes the influence that
vertex s exerts on the graph through signaling. Vertices of the same community are expected to have similar influence on
the graph and thus to correspond to vectors which are ‘‘close’’ in space. The vectors are finally grouped via fuzzy k-means
clustering (Section 4.3). The optimal number of clusters corresponds to the partition with the shortest average distance
between vectors in the same community and the largest average distance between vectors of different communities. The
signaling process is similar to diffusion, but with the important difference that here there is no flow conservation, as the
amount of signal at each vertex is not distributed among its neighbors but transferred entirely to each neighbor (as if the
vertex sent multiple copies of the same signal). The complexity of the algorithm is O[T (�k�+ 1)n2], where �k� is the average

http://www.mpikg-golm.mpg.de/theory/people/zhou/networkcommunity.html
http://www-rp.lip6.fr/~latapy/PP/walktrap.html
http://www-rp.lip6.fr/~latapy/PP/walktrap.html
http://www-rp.lip6.fr/~latapy/PP/walktrap.html
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degree of the graph. Like in the previous algorithm by Latapy and Pons [100], finding an optimal value for the number of
iterations T is non-trivial.

Delvenne et al. [267] have shown that random walks enable one to introduce a general quality function, expressing the
persistence of clusters in time. A cluster is persistent with respect to a randomwalk after t time steps if the probability that
the walker escapes the cluster before t steps is low. Such probability is computed via the clustered autocovariance matrix Rt ,
which, for a partition of the graph in c clusters, is defined as

Rt = HT (�Mt − πTπ)H. (57)

Here, H is the n × c membership matrix, whose element Hij equals one if vertex i is in cluster j, and is zero otherwise; M
is the transition matrix of the random walk; � the diagonal matrix whose elements are the stationary probabilities of the
random walk, i.e. Πii = ki/2m, ki being the degree of vertex i; π is the vector whose entries are the diagonal elements of
�. The element (Rt)ij expresses the probability for the walk to start in cluster i and end up in cluster j after t steps, minus
the stationary probability that two independent random walkers are in i and j. In this way, the persistence of a cluster i is
related to the diagonal element (Rt)ii. Delvenne et al. defined the stability of the clustering

r(t;H) = min
0≤s≤t

c�

i=1

(Rs)ii = min
0≤s≤t

trace[Rs]. (58)

The aim is then, for a given time t , finding the partition with the largest value for r(t;H). For t = 0, themost stable partition
is that in which all vertices are their own clusters. Interestingly, for t = 1, maximizing stability is equivalent to maximizing
Newman–Girvan modularity (Section 3.3.2). The cut size of the partition (Section 4.1) equals [r(0) − r(1)], so it is also a
one-step measure. In the limit t → ∞, the most stable partition coincides with the Fiedler partition [127,268], i.e. the
bipartition where vertices are put in the same class according to the signs of the corresponding component of the Fiedler
eigenvector (Section 4.1). Therefore, themeasure r(t;H) is very general, and gives a unifying interpretation in the framework
of the random walk of several measures that were defined in different contexts. In particular, modularity has a natural
interpretation in this dynamic picture [269]. Since the size of stable clusters increases with t , time can be considered as a
resolution parameter. Resolution can be fine tuned by taking time as a continuous variable (the extension of the formalism
is straightforward); the linearization of the stability measure at small (continuous) times delivers multiresolution versions
of modularity [85,49] (Section 12.1).

In a method by Weinan et al. [270], the best partition of a graph in k clusters is such that the Markov chain describing
a random walk on the meta-graph, whose vertices are the clusters of the original graph, gives the best approximation of
the full random walk dynamics on the whole graph. The quality of the approximation is given by the distance between the
left stochastic matrices of the two processes, which thus needs to be minimized. The minimization is performed by using a
variant of the k-means algorithm (Section 4.3), and the result is the best obtained out of l runs starting from different initial
conditions, a strategy that considerably improves the quality of the optimum. The time complexity is O[tlk(n + m)], where
t is the number of steps required to reach convergence. The optimal number of clusters could in principle be determined by
analyzing how the quality of the approximation varies with k, but the authors do not give any general recipe. The method
is rather accurate on the benchmark by Girvan and Newman [12] (Section 15.1) and on Zachary’s karate club network. The
algorithm by Weinan et al. is asymptotically equivalent to spectral graph partitioning (Section 4.4) when the Markov chain
describing the randomwalk presents a sizeable spectral gap between some of the largest eigenvalues of the transfer matrix
(Appendix A.2), approximately equal to one, and the others.

We conclude this section by describing the Markov Cluster Algorithm (MCL), which was invented by Van Dongen [271].
This method simulates a peculiar process of flow diffusion in a graph. One starts from the transfer matrix of the graph T
(Appendix A.2). The element Tij of the transfer matrix gives the probability that a random walker, sitting at vertex j, moves
to i. The sum of the elements of each column of T is one. Each iteration of the algorithm consists of two steps. In the first step,
called expansion, the transfermatrix of the graph is raised to an integer power p (usually p = 2). The entryMij of the resulting
matrix gives the probability that a randomwalker, starting fromvertex j, reaches i in p steps (diffusion flow). The second step,
which has no physical counterpart, consists of raising each single entry of the matrix M to some power α, where α is now
real-valued. This operation, called inflation, enhances theweights between pairs of vertices with large values of the diffusion
flow, which are likely to be in the same community. Next, the elements of each column must be divided by their sum, such
that the sum of the elements of the column equals one and a new transfer matrix is recovered. After some iterations, the
process delivers a stable matrix, with some remarkable properties. Its elements are either zero or one, so it is a sort of
adjacency matrix. Most importantly, the graph described by the matrix is disconnected, and its connected components are
the communities of the original graph. The method is really simple to implement, which is the main reason of its success:
as of now, the MCL is one of the most used clustering algorithms in bioinformatics. The code can be downloaded from
http://www.micans.org/mcl/. Due to the matrix multiplication of the expansion step, the algorithm should scale as O(n3),
even if the graph is sparse, as the running matrix becomes quickly dense after a few steps of the algorithm. However, while
computing the matrix multiplication, MCL keeps only a maximum number k of non-zero elements per column, where k is
usually much smaller than n. So, the actual worst-case running time of the algorithm is O(nk2) on a sparse graph. A problem
of the method is the fact that the final partition is sensitive to the parameter α used in the inflation step. Therefore several
different partitions can be obtained, and it is not clear which are the most meaningful or representative.

http://www.micans.org/mcl/


120 S. Fortunato / Physics Reports 486 (2010) 75–174

8.3. Synchronization

Synchronization [272] is an emergent phenomenon occurring in systems of interacting units and is ubiquitous in nature,
society and technology. In a synchronized state, the units of the system are in the same or similar state(s) at every time.
Synchronization has also been applied to find communities in graphs. If oscillators are placed at the vertices, with initial
random phases, and have nearest-neighbor interactions, oscillators in the same community synchronize first, whereas a full
synchronization requires a longer time. So, if one follows the time evolution of the process, stateswith synchronized clusters
of vertices can be quite stable and long-lived, so they can be easily recognized. This was first shown by Arenas, Díaz-Guilera
and Pérez-Vicente [273]. They used Kuramoto oscillators [274], which are coupled two-dimensional vectors endowed with
a proper frequency of oscillations. In the Kuramoto model, the phase θi of oscillator i evolves according to the following
dynamics

dθi
dt

= ωi +
�

j

K sin(θj − θi), (59)

whereωi is the natural frequency of i, K the strength of the coupling between oscillators and the sum runs over all oscillators
(mean field regime). If the interaction coupling exceeds a threshold, depending on the width of the distribution of natural
frequencies, the dynamics leads to synchronization. If the dynamics runs on a graph, each oscillator is coupled only to its
nearest neighbors. In order to reveal the effect of local synchronization, Arenas et al. introduced the local order parameter

ρij(t) = �cos[θi(t) − θj(t)]�, (60)

measuring the average correlation between oscillators i and j. The average is computed over different initial conditions.
By visualizing the correlation matrix ρ(t) at a given time t , one may distinguish groups of vertices that synchronize
together. The groups can be identified by means of the dynamic connectivity matrix Dt(T ), which is a binary matrix
obtained from ρ(t) by thresholding its entries. The dynamic connectivity matrix embodies information about both the
synchronization dynamics and the underlying graph topology. From the spectrum of Dt(T ) it is possible to derive the
number of disconnected components at time t . By plotting the number of components as a function of time, plateaux
may appear at some characteristic time scales, indicating structural scales of the graph with robust communities (Fig. 19).
Partitions corresponding to long plateaux are characterized by high values of the modularity of Newman and Girvan
(Section 3.3.2) on graphs with homogeneous degree distributions, whereas such correlation is poor in the presence of
hubs [275]. Indeed, it has been proven that the stability (Eq. (58)) of the dynamics associated to the standard Laplacian
matrix, which describes the convergence towards synchronization of the Kuramoto model with equal intrinsic frequencies,
coincideswithmodularity only for graphswhose vertices have the samedegree [269]. The appearance of plateaus at different
time scales hints to a hierarchical organization of the graph. After a sufficiently long t all oscillators are synchronized and
the whole system behaves as a single component. Interestingly, Arenas et al. found that the structural scales revealed by
synchronization correspond to groups of eigenvalues of the Laplacian matrix of the graph, separated by gaps (Fig. 19).

Based on the same principle, Boccaletti et al. designed a community detection method based on synchronization [276].
The synchronization dynamics is a variation of Kuramoto’s model, the opinion changing rate (OCR) model [277]. Here the
interaction coupling between adjacent vertices is weighted by a term proportional to a (negative) power of the betweenness
of the edge connecting the vertices (Section 5.1), with exponent α. The evolution equations of the model are solved by
decreasing the value of α during the evolution of the dynamics, starting from a configuration in which the system is
fully synchronized (α = 0). The graph tends to get split into clusters of synchronized elements, because the interaction
strengths across inter-cluster edges get suppressed due to their high betweenness scores. By varying α, different partitions
are recovered, from the graph as a whole until the vertices as separate communities: the partition with the largest value
of modularity is taken as the most relevant. The algorithm scales in a time O(mn), or O(n2) on sparse graphs, and gives
good results in practical examples, including Zachary’s karate club [50] and the benchmark by Girvan and Newman [12]
(Section 15.1). The method can be refined by homogenizing the natural frequencies of the oscillators during the evolution
of the system. In this way, the system becomes more stable and partitions with higher modularity values can be recovered.

In a recent paper by Li et al. [278], it was shown that synchronized clusters in modular networks are characterized by
interfacial vertices, whose oscillation frequency is intermediate between those of two or more clusters, so that they do not
belong to a specific community. Li et al. used this result to devise a technique able to detect overlapping communities.

Synchronization-based algorithmsmay not be reliablewhen communities are very different in size; tests in this direction
are still missing.

9. Methods based on statistical inference

Statistical inference [279] aims at deducing properties of data sets, starting from a set of observations and model
hypotheses. If the data set is a graph, the model, based on hypotheses on how vertices are connected to each other, has to fit
the actual graph topology. In this section we review those clustering techniques attempting to find the best fit of a model to
the graph, where the model assumes that vertices have some sort of classification, based on their connectivity patterns. We
mainly focus on methods adopting Bayesian inference [280], in which the best fit is obtained through the maximization of a
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Fig. 19. Synchronization of Kuramoto oscillators on graphs with two hierarchical levels of communities. (Top) The number of different synchronized
components is plotted versus time for two graphs with different densities of edges within the clusters. (Bottom) The rank index of the eivenvalues of the
Laplacian matrices of the same two graphs of the upper panels is plotted versus the inverse eigenvalues (the ranking goes from the largest to the smallest
eigenvalue). The two types of communities are revealed by the plateaux. Reprinted figure with permission from Ref. [273].
© 2006, by the American Physical Society.

likelihood (generative models), but we also discuss related techniques, based on blockmodeling [281], model selection [282]
and information theory [279].

9.1. Generative models

Bayesian inference uses observations to estimate the probability that a given hypothesis is true. It consists of two
ingredients: the evidence, expressed by the information D one has about the system (e.g., through measurements); a
statistical model with parameters {θ}. Bayesian inference starts by writing the likelihood P(D|{θ}) that the observed
evidence is produced by themodel for a given set of parameters {θ}. The aim is to determine the choice of {θ} thatmaximizes
the posterior distribution P({θ}|D) of the parameters given the model and the evidence. By using Bayes’ theorem one has

P({θ}|D) = 1
Z
P(D|{θ})P({θ}), (61)

where P({θ}) is the prior distribution of the model parameters and

Z =
�

P(D|{θ})P({θ})dθ . (62)

Unfortunately, computing the integral (62) is a major challenge. Moreover, the choice of the prior distribution P({θ}) is
non-obvious. Generative models differ from each other by the choice of the model and the way they address these two
issues.

Bayesian inference is frequently used in the analysis and modeling of real graphs, including social [283–285] and
biological networks [286,287]. Graph clustering can be considered a specific example of inference problem. Here, the
evidence is represented by the graph structure (adjacency or weight matrix) and there is an additional ingredient,
represented by the classification of the vertices in groups, which is a hidden (or missing) information that one wishes to
infer along with the parameters of the model which is supposed to be responsible for the classification. This idea is at the
basis of several recent papers, which we discuss here. In all these works, one essentially maximizes the likelihood P(D|{θ})
that the model is consistent with the observed graph structure, with different constraints. We specify the set of parameters
{θ} as the triplet ({q}, {π}, k), where {q} indicates the community assignment of the vertices, {π} the model parameters,
and k the number of clusters. In the following we shall stick to the notation of the papers, so the variables above may be
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indicated by different symbols. However, to better show what each method specifically does we shall refer to our general
notation at the end of the section.

Hastings [288] chooses as amodel of a networkwith communities the planted partitionmodel (Section 15). In it, n vertices
are assigned to q groups: vertices of the same group are linked with a probability pin, while vertices of different groups are
linked with a probability pout . If pin > pout , the model graph has a built-in community structure. The vertex classification is
indicated by the set of labels {qi}. The probability that, given a graph, the classification {qi} is the right one according to the
model is14

p({qi}) ∝
�

exp

�

−
�

�ij�
Jδqiqj −

�

i�=j

J �δqiqj/2

��−1

, (63)

where J = log{[pin(1− pout)]/[pout(1− pin)]}, J � = log[(1− pin)/(1− pout)] and the first sum runs over nearest neighboring
vertices. Maximizing p({qi}) is equivalent to minimizing the argument of the exponential, which is the Hamiltonian of a
Potts model with short- and long-range interactions. For pin > pout , J > 0 and J � < 0, so the model is a spin glass
with ferromagnetic nearest-neighbor interactions and antiferromagnetic long-range interactions, similar to the model
proposed by Reichardt and Bornholdt to generalize Newman–Girvan modularity [85] (Section 6.2). Hastings used belief
propagation [289] to find the ground state of the spin model. On sparse graphs, the complexity of the algorithm is expected
to be O(n logα n), where α needs to be estimated numerically. In principle one needs to input the parameters pin and pout ,
which are usually unknown in practical applications. However, it turns out that they can be chosen rather arbitrarily, and
that bad choices can be recognized and corrected.

Newman and Leicht [290] have recently proposed a similar method based on a mixture model and the
expectation–maximization technique [291]. Themethodbears some resemblancewith an a posterioriblockmodel previously
introduced by Snijders and Nowicki [292,293]. They start from a directed graph with n vertices, whose vertices fall into c
classes. The group of vertex i is indicated by gi, πr the fraction of vertices in group r , and θri the probability that there is a
directed edge from vertices of group r to vertex i. By definition, the sets {πi} and {θri} satisfy the normalization conditions�c

r=1 πr = 1 and
�n

i=1 θri = 1. Apart from normalization, the probabilities {θri} are assumed to be independent of each
other. The best classification of the vertices corresponds to the maximum of the average log-likelihood L̄ that the model,
described by the values of the parameters {πi} and {θri} fits the adjacency matrix A of the graph. The expression of the
average log-likelihood L̄ requires the definition of the probability qir = Pr(gi = r|A, π , θ), that vertex i belongs to group r .
By applying Bayes’ theorem the probabilities {qir} can be computed in terms of the {πi} and the {θri}, as

qir =
πr

�
j

θ
Aij
rj

�
s

πs
�
j

θ
Aij
sj

, (64)

while the maximization of the average log-likelihood L̄, under the normalization constraints of the model variables {πi}
and {θri}, yields the relations

πr = 1
n

�

i

qir , θrj =

�
i
Aijqir

�
i
kiqir

, (65)

where ki is the out-degree of vertex i. Eqs. (64) and (65) are self-consistent, and can be solved by iterating them to
convergence, starting from a suitable set of initial conditions. Convergence is fast, so the algorithm could be applied to
fairly large graphs, with up to about 106 vertices.

The method, designed for directed graphs, can be easily extended to the undirected case, whereas an extension to
weighted graphs is not straightforward. A nice feature of the method is that it does not require any preliminary indication
on what type of structure to look for; the resulting structure is the most likely classification based on the connectivity
patterns of the vertices. Therefore, various types of structure can be detected, not necessarily communities. For instance,
multipartite structure could be uncovered, or mixed patterns where multipartite subgraphs coexist with communities, etc.
In this respect, it is more powerful than most methods of community detection, which are bound to focus only on proper
communities, i.e. subgraphs with more internal than external edges. In addition, since partitions are defined by assigning
probability values to the vertices, expressing the extent of their membership in a group, it is possible that some vertices are
not clearly assigned to a group, but to more groups, so the method is able to deal with overlapping communities. The main
drawback of the algorithm is the fact that one needs to specify the number of groups c at the beginning of the calculation, a
number that is typically unknown for real networks. It is possible to derive this information self-consistently bymaximizing

14 The actual likelihood includes an additional factor expressing the a priori probability of the community sizes. Hastings assumes that this probability is
constant.
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c

Fig. 20. Problem of method by Newman and Leicht. By applying the method to the illustrated complete bipartite graph (colors indicate the vertex classes)
the natural group structure (c) is not recovered; instead, the most likely classifications are (a) and (b). Reprinted figure with permission from Ref. [299].
© 2008, by the American Physical Society.

the probability that the data are reproduced by partitions with a given number of clusters. But this procedure involves some
degree of approximation, and the results are often not good.

In a recent study it has been shown that the method by Newman and Leicht enables one to rank vertices based on their
degree of influence on other vertices, which allows one to identify the vertices responsible for the group structure and its
stability [294]. A very similar technique has also been applied by Vázquez [295] to the problem of population stratification,
where animal populations and their attributes are represented as hypergraphs (Appendix A.1). Vázquez also suggested
an interesting criterion to decide the optimal number of clusters, namely picking the number c̄ whose solution has the
greatest similarity with solutions obtained at different values of c. The similarity between two partitions can be estimated
in various ways, for instance by computing the normalized mutual information (Section 15). In a successive paper [296],
Vázquez showed that better results are obtained if the classification likelihood is maximized by using Variational Bayes
[297,298].

Ramasco andMungan [299] remarked that the normalization condition on the probabilities {θri} implies that each group
r must have non-zero out-degree and that therefore the method fails to detect the intuitive group structure of (directed)
bipartite graphs (Fig. 20). To avoid this problem, they proposed a modification, that consists in introducing three sets for
the edge probabilities {θri}, relative to edges going from group r to vertex i (as before), from i to r and in both directions,
respectively. Furthermore, they used the average entropy of the classification Sq = −(

�
i,r qir ln qir)/n, where the qir are

the analogs of the probabilities in Eq. (64), to infer the optimal number of groups, that the method of Newman and Leicht
is unable to provide. Another technique similar to that by Newman and Leicht has been designed by Ren et al. [300]. The
model is based on the group fractions {πi}, defined as above, and a set of probabilities {βr,i}, expressing the relevance of
vertex i for group r; the basic assumption is that the probability that two vertices of the same group be connected by an
edge is proportional to the product of the relevances of the two vertices. In this way, there is an explicit relation between
group membership and edge density, and the method can only detect community structure. The community assignments
are recovered through an expectation–maximization procedure that closely follows that by Newman and Leicht.

Maximum likelihood estimation has been used by Čopič et al. to define an axiomatization of the problem of graph
clustering and its related concepts [301]. The starting point is again the planted partition model (Section 15), with
probabilities pin and pout . A novelty of the approach is the introduction of the size matrix S, whose element Sij indicates the
maximumstrength of interaction between vertices i and j. For instance, in a graphwith unweighted connections, all elements
of S equal 1. In this case, the probability that the graph conceals a community structure coincides with the expression (63)
by Hastings. Čopič et al. used this probability as a quality function to define rankings between graph partitions (likelihood
rankings). The authors show that the likelihood rankings satisfy a number of general properties, which should be satisfied
by any reasonable ranking. They also propose an algorithm to find the maximum likelihood partition, by using the auxiliary
concept of pseudo-community structure, i.e. a grouping of the graph vertices in which it is specified which pairs of vertices
stay in the same community and which pairs instead stay in different communities. A pseudo-community may not be a
community because the transitive property is not generally valid, as the focus is on pairwise vertex relationships: it may
happen that i and j are classified in the same group, and that j and k are classified in the same group, but that i and k are not
classified as belonging to the same group. We believe that the work by Čopič et al. is an important first step towards a more
rigorous formalization of the problem of graph clustering.

Zanghi et al. [302] have designed a clustering technique that lies somewhat in between the method by Hastings and
that by Newman and Leicht. As in Ref. [288], they use the planted partition model to represent a graph with community
structure; as in Ref. [290], they maximize the classification likelihood using an expectation–maximization algorithm [291].
The algorithm runs for a fixed number of clusters q, like that byNewman and Leicht; however, the optimal number of clusters
can be determined by running the algorithm for a range of q-values and selecting the solution thatmaximizes the Integrated
Classification Likelihood introduced by Biernacki et al. [303]. The time complexity of the algorithm is O(n2).
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Hofman and Wiggins have proposed a general Bayesian approach to the problem of graph clustering [304]. Like
Hastings [288], they model a graph with community structure as in the planted partition problem (Section 15), in that
there are two probabilities θc and θd that there is an edge between vertices of the same or different clusters, respectively.
The unobserved community structure is indicated by the set of labels �σ for the vertices; πr is again the fraction of vertices
in group r . The conjugate prior distributions p(�θ) and p(�π) are chosen to be Beta and Dirichlet distributions. The most
probable number of clusters K ∗ maximizes the conditional probability p(K |A) that there are K clusters, given the matrix A.
Like Hastings, Hofman and Wiggins assume that the prior probability p(K) on the number of clusters is a smooth function,
thereforemaximizing p(K |A) amounts tomaximizing the Bayesian evidence p(A|K) ∝ p(K |A)/p(K), obtained by integrating
the joint distribution p(A, �σ |�π , �θ , K), which is factorizable, over the model parameters �θ and �π . The integration can be
performed exactly only for small graphs. Hofman and Wiggins used Variational Bayes [297,298], in order to compute
controlled approximations of p(A|K). The complexity of the algorithm was estimated numerically on synthetic graphs,
yielding O(nα), with α = 1.44. In fact, the main limitation comes from high memory requirements. The method is more
powerful than the one by Hastings [288], in that the edge probabilities �θ are inferred by the procedure itself and need
not be specified (or guessed) at the beginning. It also includes the expectation–maximization approach by Newman and
Leicht [290] as a special case, with the big advantage that the number of clusters need not be given as an input, but is an
output of the method. The software of the algorithm can be found at http://www.columbia.edu/~chw2/.

We concludewith a brief summary of themain techniques described above, coming back to our notation at the beginning
of the section. In the method by Hastings, one maximizes the likelihood P(D|{q}, {π}, k) over the set of all possible
community assignments {q}, given the number of clusters k and the model parameters (i.e. the linking probabilities pin
and pout ). Newman and Leicht maximize the likelihood P(D|{q}, {π}, k) for a given number of clusters, over the possible
choices for themodel parameters and community assignments, by deriving the optimal choices for both variableswith a self-
consistent procedure. Hofman andWiggins maximize the likelihood PHW (k) = �

{q}
�
P(D|{q}, {π}, k)P({q}|{π})P({π})dπ

over the possible choices for the number of clusters.

9.2. Blockmodeling, model selection and information theory

Blockmodeling is a common approach in statistics and social network analysis to decompose a graph in classes of vertices
with common properties. In this way, a simpler description of the graph is attained. Vertices are usually grouped in classes of
equivalence. There are twomain definitions of topological equivalence for vertices: structural equivalence [86] (Section 3.2.4),
in which vertices are equivalent if they have the same neighbors15; regular equivalence [305,306], in which vertices of a
class have similar connection patterns to vertices of the other classes (ex. parents/children). Regular equivalence does not
require that ties/edges be restricted to specific target vertices, so it is a more general concept than structural equivalence.
Indeed, vertices which are structurally equivalent are also regularly equivalent, but the inverse is not true. The concept
of structural equivalence can be generalized to probabilistic models, in which one compares classes of graphs, not single
graphs, characterized by a set of linking probabilities between the vertices. In this case, vertices are organized in classes
such that the linking probabilities of a vertex with all other vertices of the graph are the same for vertices in the same class,
which are called stochastically equivalent [307,308].

A thorough discussion of blockmodeling is beyond the scope of this review: we point the reader to Ref. [281]. Here
we discuss a recent work by Reichardt and White [309]. Let us suppose we have a directed graph with n vertices and m
edges. A classification of the graph is indicated by the set of labels {σ }, where σi = 1, 2, . . . , q is the class of vertex i. The
corresponding blockmodel, or image graph, is expressed by a q×q adjacencymatrix B: Bq1q2 = 1 if edges between classes q1
and q2 are allowed, otherwise it is zero. The aim is finding the classification {σ } and the matrix B that best fits the adjacency
matrix A of the graph. The goodness of the fit is expressed by the quality function

Q
B({σ }) = 1

m

�

i�=j

[aijAijBσiσj + bij(1 − Aij)(1 − Bσiσj)], (66)

where aij (bij) reward the presence (absence) of edges between vertices if there are edges (non-edges) between the
corresponding classes, and m is the number of edges of the graph, as usual. Eq. (66) can be rewritten as a sum over the
classes

Q
B({σ }) =

q�

r,s
(ers − [ers])Brs, (67)

by setting ers = (1/m)
�

i�=j(aij + bij)Aijδσirδσjs and [ers] = (1/m)
�

i�=j bijδσirδσjs. If one sets aij = 1 − pij and bij = pij, pij
can be interpreted as the linking probability between i and j, in some null model. Thereof, ers becomes the number of edges
running between vertices of class r and s, and [ers] the expected number of edges in the null model. Reichardt and White
set pij = kouti kinj /m, which defines the same null model of Newman–Girvan modularity for directed graphs (Section 6.2). In

15 More generally, if they have the same ties/edges to the same vertices, as in a social network there may be different types of ties/edges.

http://www.columbia.edu/~chw2/
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Fig. 21. Basic principle of the method by Rosvall and Bergstrom [315]. An encoder sends to a decoder a compressed information about the topology of the
graph on the left. The information gives a coarse description of the graph, which is used by the decoder to deduce the original graph structure. Reprinted
figure with permission from Ref. [315].
© 2007, by the National Academy of Science of the USA.

fact, if the image graph has only self-edges, i.e. Brs = δrs, the quality function Q
B({σ }) exactly matches modularity. Other

choices for the image graph are possible, however. For instance, a matrix Brs = 1 − δrs describes the classes of a q-partite
graph (Appendix A.1). From Eq. (67) we see that, for a given classification {σ }, the image graph that yields the largest value
of the quality function Q

B({σ }) is that in which Brs = 1 when the term ers − [ers] is non-negative, and Brs = 0 when the
term ers − [ers] is non-positive. So, the best classification is the one maximizing the quality function

Q
∗({σ }) = 1

2

q�

r,s
�ers − [ers]�, (68)

where all terms of the sum are taken in absolute value. The function Q
∗({σ }) is maximized via simulated annealing. The

absolute maximum Qmax is obtained by construction when q matches the number q∗ of structural equivalence classes of
the graph. However, the absolute maximum Qmax does not have a meaning by itself, as one can achieve fairly high values of
Q

∗({σ }) also for null model instances of the original graph, i.e. if one randomizes the graph by keeping the same expected
in-degree and out-degree sequences. In practical applications, the optimal number of classes is determined by comparing
the ratio Q ∗(q)/Qmax [Q ∗(q) is the maximum of Q

∗({σ }) for q classes] with the expected ratio for the null model. Since
classifications for different q-values are not hierarchically ordered, overlaps between classes may be detected. The method
can be trivially extended to the case of weighted graphs.

Model selection [282] aims at findingmodels which are at the same time simple and good at describing a system/process.
A basic example of a model selection problem is curve fitting. There is no clear-cut recipe to select a model, but a bunch of
heuristics, like Akaike Information Criterion (AIC) [310], Bayesian Information Criterion (BIC) [311], Minimum Description
Length (MDL) [312,313], MinimumMessage Length (MML) [314], etc.

The modular structure of a graph can be considered as a compressed description of the graph to approximate the whole
information contained in its adjacencymatrix. Based on this idea, Rosvall and Bergstrom [315] envisioned a communication
process in which a partition of a graph in communities represents a synthesis Y of the full structure that a signaler sends to a
receiver, who tries to infer the original graph topology X from it (Fig. 21). The same idea is at the basis of an earliermethod by
Sun et al. [316], which was originally designed for bipartite graphs evolving in time and will be described in Section 13. The
best partition corresponds to the signal Y that contains the most information about X . This can be quantitatively assessed
by the minimization of the conditional information H(X |Y ) of X given Y ,

H(X |Y ) = log

�
q�

i=1

�
ni(ni − 1)/2

lii

� �

i>j

�
ninj

lij

��

, (69)

where q is the number of clusters, ni the number of vertices in cluster i, lij the number of edges between clusters i and j. We
remark that, if one imposes no constraints on q, H(X |Y ) is minimal in the trivial case in which X = Y (H(X |X) = 0). This
solution is not acceptable because it does not correspond to a compression of information with respect to the original data
set. Onehas to look for the ideal tradeoff between a good compression and a small enough informationH(X |Y ). TheMinimum
Description Length (MDL) principle [312,313] provides a solution to this problem, which amounts to the minimization of
a function given by H(X |Y ) plus a function of the number n of vertices, m of edges and q of clusters. The optimization is
performed by simulated annealing, so the method is rather slow and can be applied to graphs with up to about 104 vertices.
However, faster techniques may in principle be used, even if they imply a loss in accuracy. The method appears superior
than modularity optimization, especially when communities are of different sizes. This comes from tests performed on the
benchmark of Girvan and Newman [12] (Section 15.1), both in its original version and in asymmetric versions, proposed
by the authors, where the clusters have different sizes or different average degrees. In addition, it can detect other types
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of vertex classifications than communities, as in Eq. (69) there are no constraints on the relative importance of the edge
densities within communities with respect to the edge densities between communities. The software of the algorithm can
be found at http://www.tp.umu.se/~rosvall/code.html.

In a recent paper [58], Rosvall and Bergstrom pursued the same idea of describing a graph by using less information
than that encoded in the full adjacency matrix. The goal is to optimally compress the information needed to describe the
process of information diffusion across the graph. A randomwalk is chosen as a proxy of information diffusion. A two-level
description, inwhich one gives unique names to important structures of the graph and to verticeswithin the same structure,
but the vertex names are recycled among different structures, leads to a more compact description than by simply coding
all vertices with different names. This is similar to the procedure usually adopted in geographic maps, where the structures
are cities and one usually chooses the same names for streets of different cities, as long as there is only one street with a
given name in the same city. Huffman coding [317] is used to name vertices. For the random walk, the above-mentioned
structures are communities, as it is intuitive that walkers will spend a lot of time within them, so they play a crucial role in
the process of information diffusion. Graph clustering turns then into the following coding problem: finding the partition
that yields the minimum description length of an infinite random walk. Such a description length consists of two terms,
expressing the Shannon entropy of the randomwalk within and between clusters. Every time the walker steps to a different
cluster, one needs to use the codeword of that cluster in the description, to inform the decoder of the transition.16 Clearly,
if clusters are well separated from each other, transitions of the random walker between clusters will be unfrequent, so it
is advantageous to use the map, with the clusters as regions, because in the description of the random walk the codewords
of the clusters will not be repeated many times, while there is a considerable saving in the description due to the limited
length of the codewords used to denote the vertices. Instead, if there are nowell-defined clusters and/or if the partition is not
representative of the actual community structure of the graph, transitions between the clusters of the partition will be very
frequent and therewill be little or no gain by using the two-level description of themap. Theminimization of the description
length is carried out by combining a greedy searchwith simulated annealing. In a successive paper [318], the authors adopted
the fast greedy technique designed by Blondel et al. for modularity optimization [179], with some refinements. The method
can be applied to weighted graphs, both undirected and directed. In the latter case, the randomwalk process is modified by
introducing a teleportation probability τ , to guarantee ergodicity, just as in Google’s PageRank algorithm [56]. The partitions
of directed graphs obtained by the method differ from those derived by optimizing the directed version of Newman–Girvan
modularity (Section 6.2): this is due to the fact that modularity focuses on pairwise relationships between vertices, so it
does not capture flows. The code of the method is available at http://www.tp.umu.se/~rosvall/code.html.

Chakrabarti [319] has applied the MDL principle to put the adjacency matrix of a graph into the (approximately) block
diagonal form representing the best tradeoff between having a limited number of blocks, for a good compression of the
graph topology, and having very homogeneous blocks, for a compact description of their structure. The total encoding cost
T includes the information on the total number of vertices of the graph, on the number of blocks and the number of vertices
and edges in each block, along with the adjacency matrices of the blocks. The minimization of T is carried out by starting
from the partition in which the graph is a single cluster. At each step, one operates a bipartition of the cluster of the partition
with the maximum Shannon entropy per vertex. The split is carried out in order to remove from the original cluster those
vertices carrying the highest contribution to the entropy per vertex of the cluster. Then, starting from the resulting partition,
which has onemore cluster than the previous one, T is optimized among those partitions with the same number of clusters.
The procedure continues until one reaches a number of clusters k�, for which T cannot be further decreased. The method by
Chakrabarti has complexityO[I(k�)2m], where I is the number of iterations required for the convergence of the optimization
for a given number of clusters, which is usually small (I ≤ 20 in the experiments performed by the author). Therefore the
algorithm can be applied to fairly large graphs.

Information theory has also been used to detect communities in graphs. Ziv et al. [320] have designed amethod in which
the information contained in the graph topology is compressed so as to preserve some predefined information. This is the
basic principle of the information bottleneckmethod [321]. To understand this criterion, we need to introduce an important
measure, themutual information I(X, Y ) [279] of two random variables X and Y . It is defined as

I(X, Y ) =
�

x

�

y
P(x, y) log

P(x, y)
P(x)P(y)

, (70)

where P(x) indicates the probability that X = x (similarly for P(y)) and P(x, y) is the joint probability of X and Y , i.e.
P(x, y) = P(X = x, Y = y). The measure I(X, Y ) tells how much we learn about X if we know Y , and vice versa. If X is
the input variable, Z the variable specifying the partition and Y the variable encoding the information we want to keep,
which is called relevant variable, the goal is to minimize the mutual information between X and Z (to achieve the largest
possible data compression), under the constraint that the information on Y extractable from Z be accurate. The optimal
tradeoff between the values of I(X, Z) and I(Y , Z) (i.e. compression versus accuracy) is expressed by the minimization of
a functional, where the relative weight of the two contributions is given by a parameter playing the role of a temperature.

16 Instead, for a one-level description, in which all vertices have different names, it is enough to specify the codeword of the vertex reached at every step
to completely define the process, but this may be costly.

http://www.tp.umu.se/~rosvall/code.html
http://www.tp.umu.se/~rosvall/code.html
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In the case of graph clustering, the question is what to choose as relevant information variable. Ziv et al. proposed to adopt
the structural information encoded in the process of diffusion on the graph. They also introduce the concept of network
modularity, which characterizes the graph as a whole, not a specific partition like the modularity by Newman and Girvan
(Section 3.3.2). The network modularity is defined as the area under the information curve, which essentially represents the
relation between the extent of compression and accuracy for all solutions found by the method and all possible numbers of
clusters. The software of the algorithm by Ziv et al. can be found at http://www.columbia.edu/~chw2/.

10. Alternative methods

In this section we describe some algorithms that do not fit in the previous categories, although some overlap is possible.
Raghavan et al. [322] have designed a simple and fast method based on label propagation. Vertices are initially given

unique labels (e.g. their vertex labels). At each iteration, a sweep over all vertices, in random sequential order, is performed:
each vertex takes the label shared by the majority of its neighbors. If there is no unique majority, one of the majority labels
is picked at random. In this way, labels propagate across the graph: most labels will disappear, others will dominate. The
process reaches convergencewhen each vertex has themajority label of its neighbors. Communities are defined as groups of
vertices having identical labels at convergence. By construction, each vertex hasmore neighbors in its community than in any
other community. This resembles the strong definition of community we have discussed in Section 3.2.2, although the latter
is stricter, in that each vertex must have more neighbors in its community than in the rest of the graph. The algorithm does
not deliver a unique solution. Due to the many ties encountered along the process it is possible to derive different partitions
starting from the same initial condition, with different random seeds. Tests on real graphs show that all partitions found are
similar to each other, though. Themost precise information that one can extract from themethod is contained by aggregating
the various partitions obtained, which can be done in various ways. The authors proposed to label each vertex with the set
of all labels it has in different partitions. Aggregating partitions enables one to detect possible overlapping communities.
The main advantage of the method is the fact that it does not need any information on the number and the size of the
clusters. It does not need any parameter, either. The time complexity of each iteration of the algorithm is O(m), the number
of iterations to convergence appears independent of the graph size, or growing very slowly with it. So the technique is really
fast and could be used for the analysis of large systems. In a recent paper [323], Tibély and Kertész showed that the method
is equivalent to finding the local energy minima of a simple zero-temperature kinetic Potts model, and that the number of
such energy minima is considerably larger than the number of vertices of the graph. Aggregating partitions as Raghavan
et al. suggest leads to a fragmentation of the resulting partition in clusters that are the smaller, the larger the number of
aggregated partitions. This is potentially a serious problem of the algorithm by Raghavan et al., especially when large graphs
are investigated. In order to eliminate undesired solutions, Barber and Clark introduced some constraints in the optimization
process [324]. This amounts to adding some terms to the objective function H whose maximization is equivalent to the
original label propagation algorithm.17 Interestingly, if one imposes the constraint that partitions have to be balanced, i.e.
that clusters have similar total degrees, the objective function becomes formally equivalent to Newman–Girvan modularity
Q (Section 3.3.2), so the corresponding version of the label propagation algorithm is essentially based on a local optimization
ofmodularity. Leung et al. have found that the original algorithm by Raghavan et al., applied on online social networks, often
yields partitions with one giant community together withmuch smaller ones [325]. In order to avoid this disturbing feature,
which is an artifact of the algorithm, Leung et al. proposed tomodify themethod by introducing a score for the labels, which
decreases as the label propagates far from the vertex to which the label was originally assigned. When choosing the label
of a vertex, the labels of its neighbors are weighted by their scores, therefore a single label cannot span too large portions
of the graph (as its weight fades away with the distance from the origin), and no giant communities can be recovered.
Tests of the modified algorithm on the LFR benchmark [326] (Section 12.1) give good results and encourage further
investigations.

Bagrow and Bollt designed an agglomerative technique, called L-shell method [327]. It is a procedure that finds the
community of any vertex, although the authors also presented a more general procedure to identify the full community
structure of the graph. Communities are defined locally, based on a simple criterion involving the number of edges inside and
outside a group of vertices. One starts from a vertex-origin and keeps adding vertices lying on successive shells, where a shell
is defined as a set of vertices at a fixed geodesic distance from the origin. The first shell includes the nearest neighbors of the
origin, the second the next-to-nearest neighbors, and so on. At each iteration, one calculates the number of edges connecting
vertices of the new layer to vertices inside and outside the running cluster. If the ratio of these two numbers (‘‘emerging
degree’’) exceeds some predefined threshold, the vertices of the new shell are added to the cluster, otherwise the process
stops. The idea of closing a community by expanding a shell has been previously introduced by Costa [328], in which shells
are centered on hubs. However, in this procedure the number of clusters is preassigned and no cluster can contain more
than one hub. Because of the local nature of the process, the L-shell method is very fast and can identify communities very
quickly. Unfortunately themethodworks well only when the source vertex is approximately equidistant from the boundary
of its community. To overcome this problem, Bagrow and Bollt suggested to repeat the process starting from every vertex

17
H = 1/2

�
ij Aijδij , whereA is the adjacencymatrix of the graph and δ is Kronecker’s function. It is just the negative of the energy of a zero-temperature

Potts model, as found by Tibély and Kertész [323].

http://www.columbia.edu/~chw2/
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Fig. 22. Schematic picture of a community C used in the definition of local modularity by Clauset [332]. The black area indicates the subgraph of C

including all vertices of C, whose neighbors are also in C. The boundary B entails the vertices of C with at least one neighbor outside the community.
Reprinted figure with permission from Ref. [332].
© 2005, by the American Physical Society.

and derive amembershipmatrixM: the elementMij is one if vertex j belongs to the community of vertex i, otherwise it is zero.
The membership matrix can be rewritten by suitably permutating rows and columns based on their mutual distances. The
distance between two rows (or columns) is defined as the number of entries whose elements differ. If the graph has a clear
community structure, the membership matrix takes a block-diagonal form, where the blocks identify the communities. The
method enables one to detect overlaps between communities as well [329]. Unfortunately, the rearrangement of thematrix
requires a time O(n3), so it is quite slow. A variant of the algorithm by Bagrow and Bollt, in which boundary vertices are
examined separately andboth first and secondnearest neighbors of the running community are simultaneously investigated,
was suggested by Rodrigues et al. [330].

A recent methodology introduced by Papadopoulos et al. [331], called Bridge Bounding, is similar to the L-shell algorithm,
but here the cluster around a vertex grows until one ‘‘hits’’ the boundary edges. Such edges can be recognized from the
values of various measures, like betweenness [12] or the edge clustering coefficient [78]. The problem is that there are
often no clear gaps in the distributions of the values of such measures, so one is forced to set a threshold to automatically
identify the boundary edges from the others, and there is no obvious way to do it. The best results of the algorithm are
obtained by using a measure consisting of a weighted sum of the edge clustering coefficient over a wider neighborhood of
the given edge. This version of the method has a time complexity O(�k�2m + �k�n), where �k� is the average degree of the
graph.

In another algorithm by Clauset, local communities are discovered through greedy maximization of a local modularity
measure [332]. Given a communityC, the boundaryB is the set of vertices ofC with at least one neighbor outsideC (Fig. 22).
The local modularity R by Clauset is the ratio of the number of edges having both endpoints in C (but at least one in B),
with the number of edges having at least one endpoint in B. It is a measure of the sharpness of the community boundary.
Its optimization consists of a local exploration of the community starting from a source vertex: at each step the neighboring
vertex yielding the largest increase (smallest decrease) of R is added, until the community has reached a predefinite size
nc . This greedy optimization takes a time O(n2

c �k�), where �k� is the average degree of the graph. The local modularity
R has been used in a paper by Hui et al. [333], where methods to find communities in networks of mobile devices are
designed.

Anothermethod, where communities are defined based on a local criterion, was presented by Eckmann andMoses [334].
The idea is to use the clustering coefficient [167] of a vertex as a quantity to distinguish tightly connected groups of vertices.
Many edges mean many loops inside a community, so the vertices of a community are likely to have a large clustering
coefficient. The latter can be related to the average distance between pairs of neighbors of the vertex. The possible values
of the distance are 1 (if neighbors are connected) or 2 (if they are not), so the average distance lies between 1 and 2.
The more triangles there are in the subgraph, the shorter the average distance. Since each vertex always has distance 1
from its neighbors, the fact that the average distance between its neighbors is different from 1 reminds one what happens
when one measures segments on a curved surface. Endowed with a metric, represented by the geodesic distance between
vertices/points, and a curvature, the graph can be embedded in a geometric space. Communities appear as portions of the
graphwith a large curvature. The algorithmwas applied to the graph representation of theWorldWideWeb, where vertices
are web pages and edges are the hyperlinks that take users from a page to the other. The authors found that communities
correspond to web pages dealing with the same topic.

Long et al. have devised an interesting technique that is able to detect various types of vertex groups, not necessarily
communities [335]. The method is based on graph approximation, as it tries to match the original graph topology onto
a coarse type of graph, the community prototype graph, which has a clear group structure (block-diagonal for clusters,
block-off-diagonal for classes of multipartite graphs, etc.). The goal is to determine the community prototype graph that
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best approximates the graph at study, where the goodness of the approximation is expressed by the distance between
the corresponding matrices. In this way the original problem of finding graph subsets becomes an optimization problem.
Long et al. called this procedure Community Learning by Graph Approximation (CLGA). Sometimes the minimization of the
matrix distance can be turned into the maximization of the trace of a matrix. Measures like cut size or ratio cut can be
also formulated as the trace of matrices (see for instance Eq. (18)). In fact, CLGA includes traditional graph partitioning as
a special case (Section 4.1). Long et al. designed three algorithms for CLGA: two of them seek for divisions of the graph
into overlapping or non-overlapping groups, respectively; in the third one an additional constraint is introduced to produce
groups of comparable size. The complexity of these algorithms is O(tn2k), where t is the number of iterations until the
optimization converges and k the number of groups. The latter has to be given as an input, which is a serious limit of
CLGA.

A fast algorithm by Wu and Huberman identifies communities based on the properties of resistor networks [336]. It is
essentially a method for partitioning graphs in two parts, similar to spectral bisection, although partitions in an arbitrary
number of communities can be obtained by iterative applications. The graph is transformed into a resistor network where
each edge has unit resistance. A unit potential difference is set between two randomly chosen vertices. The idea is that, if
there is a clear division in two communities of the graph, there will be a visible gap between voltage values for vertices at
the borders between the clusters. The voltages are calculated by solving Kirchoff’s equations: an exact solutionwould be too
time consuming, but it is possible to find a reasonably good approximation in a linear time for a sparse graph with a clear
community structure, so the more time consuming part of the algorithm is the sorting of the voltage values, which takes
time O(n log n). Any possible vertex pair can be chosen to set the initial potential difference, so the procedure should be
repeated for all possible vertex pairs. The authors showed that this is not necessary, and that a limited number of sampling
pairs is sufficient to get good results, so the algorithm scales as O(n log n) and is very fast. An interesting feature of the
method is that it can quickly find the natural community of any vertex, without determining the complete partition of the
graph. For that, one uses the vertex as source voltage and places the sink at an arbitrary vertex. The same feature is present
in an older algorithm by Flake et al. [25], where one uses max-flow instead of current flow (Section 4.1). An algorithm by
Orponen and Schaeffer [337] is based on the same principle, but it does not need the specification of target sources as it is
based on diffusion in an unbounded medium. The limit of such methods is the fact that one has to give as input the number
of clusters, which is usually not known beforehand.

Ohkubo and Tanaka [338] pointed out that, since communities are rather compact structures, they should have a small
volume, where the volume of a community is defined as the ratio of the number of vertices by the internal edge density
of the community. Ohkubo and Tanaka assumed that the sum Vtotal of the volumes of the communities of a partition is a
reliable index of the goodness of the partition. So, the most relevant partition is the one minimizing Vtotal. The optimization
is carried out with simulated annealing.

Zarei and Samani [339] remarked that there is a symmetry between community structure and anti-community
(multipartite) structure, when one considers a graph and its complement, whose edges are the missing edges of the original
graph. In fact, if a graph has well identified communities, the same groups of vertices would be strong anti-communities
in the complement graph, i.e. they should have a few intra-cluster edges and many inter-cluster edges. Based on this
remark, the communities of a graph can be identified by looking for anticommunities in the complement graph, which can
sometimes be easier. Zarei and Samani devised a spectralmethod usingmatrices of the complement graph. The results of this
technique appear good as compared to other spectral methods on artificial graphs generated with the planted �-partition
model [340], as well as on Zachary’s karate club [50], Lusseau’s dolphins’ network [51] and a network of protein–protein
interactions. However, the authors have used very small graphs for testing. Communities make sense on sparse graphs, but
the complements of large sparse graphs would not be sparse, but very dense, and their community (multipartite) structure
basically invisible.

Gudkov and Montealegre detected communities by means of dynamical simplex evolution [341]. Graph vertices are
represented as points in an (n−1)-dimensional space. Each point initially sits on the n vertices of a simplex, and thenmoves
in space due to forces exerted by the other points. If vertices are neighbors, the mutual force acting on their representative
points is attractive, otherwise it is repulsive. If the graph has a clear community structure, the corresponding spatial clusters
repel each other because of the few connections between them (repulsion dominates over attraction). If communities are
moremixedwith each other, clusters are notwell separated and they could bemistakenly aggregated in larger structures. To
avoid that, Gudkov and Montealegre defined clusters as groups of points such that the distance between each pair of points
does not exceed a given threshold, which can be arbitrarily tuned, to reveal structures at different resolutions (Section 12.1).
The algorithm consists in solving first-order differential equations, describing the dynamics of mass points moving in a
viscous medium. The complexity of the procedure is O(n2). Differential equations are also at the basis of a recent method
designed by Krawczyk and Kułakowski [342,343]. Here the equations describe a dynamic process, in which the original
graph topology evolves to a disconnected graph, whose components are the clusters of the original graph.

Despite the significant improvements in computational complexity, it is still problematic to apply clustering algorithms
to many large networks available today. Therefore Narasimhamurthy et al. [344] proposed a two-step procedure: first, the
graph at study is decomposed in smaller pieces by a fast graph partitioning technique; then, a clustering method is applied
to each of the smaller subgraphs obtained [Narasimhamurthy et al. used the Clique Percolation Method (Section 11.1)]. The
initial decomposition of the graph is carried out through the multilevel method by Dhillon et al. [345]. It is crucial to verify
that the initial partitioning does not split the communities of the graph among the various subgraphs of the decomposition.
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Fig. 23. Clique Percolation Method. The example shows communities spanned by adjacent 4-cliques. Overlapping vertices are shown by the bigger dots.
Reprinted figure with permission from Ref. [28].
© 2005, by the Nature Publishing Group.

This can be done by comparing, on artificial graphs, the final clusters obtainedwith the two-stepmethodwith those detected
by applying the chosen clustering technique to the entire graph.

11. Methods to find overlapping communities

Most of the methods discussed in the previous sections aim at detecting standard partitions, i.e. partitions in which each
vertex is assigned to a single community. However, in real graphs vertices are often shared between communities (Section 2),
and the issue of detecting overlapping communities has become quite popular in the last few years. We devote this section
to the main techniques to detect overlapping communities.

11.1. Clique percolation

The most popular technique is the Clique Percolation Method (CPM) by Palla et al. [28]. It is based on the concept that
the internal edges of a community are likely to form cliques due to their high density. On the other hand, it is unlikely that
intercommunity edges form cliques: this idea was already used in the divisive method of Radicchi et al. (Section 5.2). Palla
et al. use the term k-clique to indicate a complete graph with k vertices.18 Notice that a k-clique is different from the n-
clique (see Section 3.2.2) used in social science. If it were possible for a clique to move on a graph, in some way, it would
probably get trapped inside its original community, as it could not cross the bottleneck formed by the intercommunity
edges. Palla et al. introduced a number of concepts to implement this idea. Two k-cliques are adjacent if they share k − 1
vertices. The union of adjacent k-cliques is called k-clique chain. Two k-cliques are connected if they are part of a k-clique
chain. Finally, a k-clique community is the largest connected subgraph obtained by the union of a k-clique and of all k-cliques
which are connected to it. Examples of k-clique communities are shown in Fig. 23. One could say that a k-clique community
is identified by making a k-clique ‘‘roll’’ over adjacent k-cliques, where rolling means rotating a k-clique about the k − 1
vertices it shares with any adjacent k-clique. By construction, k-clique communities can share vertices, so they can be
overlapping. There may be vertices belonging to non-adjacent k-cliques, which could be reached by different paths and end
up in different clusters. Unfortunately, there are also vertices that cannot be reached by any k-clique, like, e.g. vertices with
degree one (‘‘leaves’’). In order to find k-clique communities, one searches first for maximal cliques. Then a clique–clique
overlapmatrixO is built [346], which is an nc ×nc matrix, nc being the number of cliques;Oij is the number of vertices shared
by cliques i and j. To find k-cliques, one needs simply to keep the entries of Owhich are larger than or equal to k− 1, set the
others to zero and find the connected components of the resulting matrix. Detecting maximal cliques is known to require
a running time that grows exponentially with the size of the graph. However, the authors found that, for the real networks
they analyzed, the procedure is quite fast, due to the fairly limited number of cliques, and that (sparse) graphs with up to
105 vertices can be analyzed in a reasonably short time. The actual scalability of the algorithm depends onmany factors, and
cannot be expressed in closed form. An interesting aspect of k-clique communities is that they allow one to make a clear
distinction between random graphs and graphs with community structure. This is a rather delicate issue: we have seen in
Section 6.3 that Newman–Girvanmodularity can attain large values on random graphs. Derényi et al. [347] have studied the
percolation properties of k-cliques on random graphs, when the edge probability p varies. They found that the threshold

18 In graph theory the k-clique by Palla et al. is simply called clique, or complete graph, with k vertices (Appendix A.1).
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pc(k) for the emergence of a giant k-clique community, i.e. a community occupying a macroscopic portion of the graph, is
pc(k) = [(k − 1)n]−1/(k−1), n being the number of vertices of the graph, as usual. For k = 2, for which the k-cliques reduce
to edges, one recovers the known expression for the emergence of a giant connected component in Erdös–Rényi graphs
(Appendix A.3). This percolation transition is quite sharp: if the edge probability p < pc(k), k-clique communities are rather
small; if p > pc(k) there is a giant component and many small communities. To assess the significance of the clusters found
with the CPM, one can compare the detected cover19 with the cover found on a null model graph, which is random but
preserves the expected degree sequence of the original graph. The modularity of Newman and Girvan is based on the same
null model (Section 3.3.2). The null models of real graphs seem to display the same two scenarios found for Erdös–Rényi
graphs, characterized by the presence of very small k-clique communities, with or without a giant cluster. Therefore, covers
with k-clique communities of large or appreciable size can hardly be due to random fluctuations. Palla and coworkers [348]
have designed a software package implementing the CPM, called CFinder, which is freely available (www.cfinder.org).

The algorithm has been extended to the analysis of weighted, directed and bipartite graphs. For weighted graphs, in
principle one can follow the standard procedure of thresholding the weights, and apply the method on the resulting graphs,
treating themas unweighted. Farkas et al. [349] proposed instead to threshold theweight of cliques, defined as the geometric
mean of the weights of all edges of the clique. The value of the threshold is chosen slightly above the critical value at which
a giant k-clique community emerges, in order to get the richest possible variety of clusters. On directed graphs, Palla et al.
defined directed k-cliques as complete graphswith k vertices, such that there is an ordering among the vertices, and each edge
goes from a vertex with higher order to one with lower order. The ordering is determined from the restricted out-degree of
the vertex, expressing the fraction of outgoing edges pointing to the other vertices of the clique versus the total out-degree.
Themethod has been extended to bipartite graphs by Lehmann et al. [350]. In this case one uses bipartite cliques, or bicliques:
a subgraph Ka,b is a biclique if each of a vertices of one class are connected with each of b vertices of the other class. Two
cliques Ka,b are adjacent if they share a clique Ka−1,b−1, and a Ka,b clique community is the union of all Ka,b cliques that can
be reached from each other through a path of adjacent Ka,b cliques. Finding all Nc bicliques of a graph is an NP-complete
problem [351],mostly because the number of bicliques tends to grow exponentiallywith the size of the graph. The algorithm
designed by Lehmann et al. to find biclique communities is similar to the original CPM, and has a total complexity of O(N2

c ).
On sparse graphs, Nc often grows linearly with the number of edgesm, yielding a time complexity O(m2). Bicliques are also
the main ingredients of BiTector, a recent algorithm to detect community structure in bipartite graphs [352].

Kumpula et al. have developed a fast implementation of the CPM, called the Sequential Clique Percolation algorithm
(SCP) [353]. It consists in detecting k-clique communities by sequentially inserting the edges of the graph at study, one by
one, starting from an initial empty graph. Whenever a new edge is added, one checks whether new k-cliques are formed,
by searching for (k − 2)-cliques in the subset of neighboring vertices of the endpoints of the inserted edge. The procedure
requires building a graph Γ ∗, in which the vertices are (k − 1)-cliques and edges are set between vertices corresponding
to (k − 1)-cliques which are subgraphs of the same k-clique. At the end of the process, the connected components of Γ ∗

correspond to the searched k-clique communities. The technique has a time complexity which is linear in the number of k-
cliques of the graph, so it can vary a lot in practical applications. Nevertheless, it turns out to bemuch faster than the original
implementation of the CPM. The big advantage of the SCP, however, consists of its implementation for weighted graphs.
By inserting edges in decreasing order of weight, one recovers in a single run the community structure of the graph for all
possibleweight thresholds, by storing every cover detected after the addition of each edge. The standard CPM, instead, needs
to be applied once for each threshold. If, instead of edge weight thresholding, one performs k-clique weight thresholding,
as prescribed by Farkas et al. [349], the SCP remains much faster than the CPM, if one applies a simple modification to
it, consisting in detecting and storing all k-cliques on the full graph, sorting them based on their weights, and finding the
communities by sequentially adding the k-cliques in decreasing order of weight.

The CPM has the same limit as the algorithm of Radicchi et al. [78] (Section 5.2): it assumes that the graph has a large
number of cliques, so it may fail to givemeaningful covers for graphswith just a few cliques, like technological networks and
some social networks. On the other hand, if there are many cliques, the method may deliver a trivial community structure,
like a cover consisting of the whole graph as a single cluster. A more fundamental issue is the fact that the method does not
look for actual communities, consistent with the shared notion of dense subgraphs, but for subgraphs ‘‘containing’’ many
cliques, which may be quite different objects than communities (for instance, they could be ‘‘chains’’ of cliques with low
internal edge density). Another big problem is that on real networks there is a considerable fraction of vertices that are left
out of the communities, like leaves. One could think of some post-processing procedure to include them in the communities,
but for that it is necessary to introduce a new criterion, outside the framework that inspired the method. Furthermore it is
not clear a priori which value of k one has to choose to identify meaningful structures. Finally, the criterion to choose the
threshold for weighted graphs and the definition of directed k-cliques are rather arbitrary.

11.2. Other techniques

One of the first methods to find overlapping communities was designed by Baumes et al. [354]. A community is defined
as a subgraph which locally optimizes a given function W , typically some measure related to the edge density of the

19 We remind that cover is the equivalent of partition for overlapping communities.

http://www.cfinder.org
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cluster.20 Different overlapping subsetsmay all be locally optimal, so vertices can be shared between communities. Detecting
the cluster structure of a graph amounts to finding the set of all locally optimal clusters. Two efficient heuristics are proposed,
called Iterative Scan (IS) and Rank Removal (RaRe). IS performs a greedy optimization of the functionW . One starts from a
random seed vertex/edge and adds/deletes vertices one by one as long asW increases. Then another seed is randomly picked
and the procedure is repeated. The algorithm stops when, by picking any seed, one recovers a previously identified cluster.
RaRe consists of removing important vertices such to disconnect the graphs in small components representing the cores of
the clusters. The importance of vertices is determined by their centrality scores (e.g. degree, betweenness centrality [40]),
PageRank [56]). Vertices are removed until one fragments the graph into components of a given size. After that, the removed
vertices are added again to the graph, and are associated to those clusters for which doing so increases the value of the
function W . The complexity of IS and RaRe is O(n2) on sparse graphs. The best performance is achieved by using IS to
refine results obtained from RaRe. In a successive paper [355], Baumes et al. further improved such two-step procedure,
in that the removed vertices in RaRe are reinserted in decreasing order of their centrality scores, and the optimization of
W in IS is only extended to neighboring vertices of the running cluster. The new recipe maintains time complexity O(n2),
but on sparse graphs it requires a time lower by an order of magnitude than the old one, while the quality of the detected
clustering is comparable.

A different method, combining spectral mapping, fuzzy clustering and the optimization of a quality function, has been
presented by Zhang et al. [356]. The membership of vertex i in cluster k is expressed by uik, which is a number between 0
and 1. The sum of the uik over all communities k of a cover is 1, for every vertex. This normalization is suggested by the fact
that the entry uik can be thought of as the probability that i belongs to community k, so the sum of the uik represents the
probability that the vertex belongs to any community of the cover,which is necessarily 1. If therewere no overlaps, uik = δkik,
where ki represents the unique community of vertex i. The algorithm consists of three phases: (1) embedding vertices in
Euclidean space; (2) grouping the corresponding vertex points in a given number nc of clusters; (3)maximizing amodularity
function over the set of covers found in step (2), corresponding to different values of nc . This scheme has been used in
other techniques as well, like in the algorithm of Donetti and Muñoz [48] (Section 7). The first step builds upon a spectral
technique introduced by White and Smyth [189], that we have discussed in Section 6.1.4. Graph vertices are embedded in
a d-dimensional Euclidean space by using the top d eigenvectors of the right stochastic matrix W (Appendix A.2), derived
from the adjacency matrix A by dividing each element by the sum of the elements of the same row. The spatial coordinates
of vertex i are the i-th components of the eigenvectors. In the second step, the vertex points are associated to nc clusters
by using fuzzy k-means clustering [146,147] (Section 4.3). The number of clusters nc varies from 2 to a maximum K , so one
obtains K − 1 covers. The best cover is the one that yields the largest value of the modularity Q zh

ov , defined as
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where

W̄c =
�

i,j∈Vc

uic + ujc

2
wij, (72)

and

S̄c = W̄c +
�

i∈Vc ,j∈V\Vc

uic + (1 − ujc)

2
wij. (73)

The sets Vc and V include the vertices of module c and of the whole network, respectively. Eq. (71) is an extension of the
weighted modularity in Eq. (36), obtained by weighing the contribution of the edges’ weights to the sums in Wc and Sc
by the (average) membership coefficients of the vertices of the edge. The determination of the eigenvectors is the most
computationally expensive part of the method, so the time complexity is the same as that of the algorithm by White and
Smyth (see Section 6.1.4), i.e. O(K 2n + Km), which is essentially linear in n if the graph is sparse and K � n.

Nepusz et al. proposed a different approach based on vertex similarity [357]. One starts from the membership matrix U,
defined as in the previousmethod by Zhang et al. FromU amatrix S is built, where sij = �nc

k=1 uikujk, expressing the similarity
between vertices (nc is the number of clusters). If one assumes to have information about the actual vertex similarity,
corresponding to the matrix S̃, the best cover is obtained by choosing U such that S approximates as closely as possible
S̃. This amounts to minimizing the function

DG(U) =
n�

i=1

n�

j=1

wij(s̃ij − sij)2, (74)

where the wij weigh the importance of the approximation for each entry of the similarity matrices. In the absence of any
information on the community structure of the graph, one sets wij = 1, ∀i, j (equal weights) and S̃ equal to the adjacency

20 Community definitions based on local optimization are adopted in other algorithms as well, like that by Lancichinetti et al. [110] (Section 12.1).
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matrix A, by implicitly assuming that vertices are similar if they are neighbors, dissimilar otherwise. On weighted graphs,
one can set thewij equal to the edgeweights. MinimizingDG(U) is a nonlinear constrained optimization problem, that can be
solved with a gradient-based iterative optimization method, like simulated annealing. The optimization procedure adopted
by Nepusz et al., for a fixed number of clusters nc , has a time complexity O(n2nch), where h is the number of iterations
leading to convergence, so the method can only be applied to fairly small graphs. If nc is unknown, as it usually happens, the
best cover is the one corresponding to the largest value of the modularity

Q = 1
2m

�

ij

�
Aij −

kikj
2m

�
sij. (75)

Eq. (75) is very similar to the expression of Newman–Girvan modularity Eq. (13): the difference is that the Kronecker’s δ is
replaced by the vertices’ similarity, to account for overlapping communities. Once the best cover is identified, one can use
the entries of the partition matrix U to evaluate the participation of each vertex in the nc clusters of the cover. Nepusz et al.
defined the bridgeness bi of a vertex i as

bi = 1 −

���� nc

nc − 1

c�

j=1

�
uji −

1
nc

�2

. (76)

If i belongs to a single cluster, bi = 0. If, for a vertex i, uik = 1/nc , ∀k, bi = 1 and i is a perfect bridge, as
it lies exactly between all clusters. However, a vertex with low bi may be simply an outlier, not belonging to any
cluster. Since real bridges are usually rather central vertices, one can identify them by checking for large values of
the centrality-corrected bridgeness, obtained by multiplying the bridgeness of Eq. (76) by the centrality of the vertex
(expressed by, e.g., degree, betweenness [40], etc.). A variant of the algorithm by Nepusz et al. can be downloaded from
http://www.cs.rhul.ac.uk/home/tamas/assets/files/fuzzyclust-static.tar.gz.

In real networks it is often easier to discriminate between intercluster and intracluster edges than recognizing
overlapping vertices. For instance, in social networks, even though many people may belong to more groups, their social
ties within each group can be easily spotted. Besides, it may happen that communities are joined to each other through
their overlapping vertices (Fig. 24), without intercluster edges. For these reasons, it has been recently suggested that
defining clusters as sets of edges, rather than vertices, may be a promising strategy to analyze graphs with overlapping
communities [358,359]. One has to focus on the line graph [360], i.e. the graph whose vertices are the edges of the original
graph; vertices of the line graph are linked if the corresponding edges in the original graph are adjacent, i.e. if they share one
of their end-vertices. Partitioning the line graphmeans grouping the edges of the starting graph.21 Evans and Lambiotte [358]
introduced a set of quality functions, similar to Newman–Girvan modularity [Eq. (13)], expressing the stability of partitions
against random walks taking place on the graph, following the work of Delvenne et al. [267] (Section 8.2). They considered
a projection of the traditional random walk on the line graph, along with two other diffusion processes, where walkers
move between adjacent edges (rather than between neighboring vertices). Evans and Lambiotte optimized the three
corresponding modularity functions to look for partitions in two real networks, Zachary’s karate club [50] (Section 15.1)
and the network of word associations derived from the University of South Florida Free Association Norms [59] (Section 2).
The optimization was carried out with the hierarchical technique by Blondel et al. [179] and the multi-level algorithm by
Noack and Rotta [182]. While the results for the word association network are reasonable, the test on the karate club yields
partitions in more than two clusters. However, the modularities used by Evans et Lambiotte can be modified to include
longer randomwalks (just like in Ref. [267]), and the length of the walk represents a resolution parameter that can be tuned
to get better results. Ahn et al. [359] proposed to group edgeswith an agglomerative hierarchical clustering technique, called
hierarchical link clustering (Section 4.2). They use a similarity measure for a pair of (adjacent) edges that expresses the size
of the overlap between the neighborhoods of the non-coincident end-vertices, divided by the total number of (different)
neighbors of such end-vertices. Groups of edges are merged pairwise in descending order of similarity, until all edges are
together in the same cluster. The resulting dendrogramprovides themost complete information on the community structure
of the graph. However, as usual, most of this information is redundant and is an artifact of the procedure itself. So, Ahn
et al. introduced a quality function to select the most meaningful partition(s), called partition density, which is essentially
the average edge density within the clusters. The method is able to find meaningful clusters in biological networks, like
protein–protein and metabolic networks, as well as in a social network of mobile phone communications. It can also be
extended to multipartite and weighted graphs.

The idea of grouping edges is surely interesting. However it is not a priori better than grouping vertices. In fact, the
two situations are somewhat symmetric. Edges connecting vertices of different clusters are ‘‘overlapping’’, but they will be
assigned just to one cluster (or else the clusters would be merged).

The possibility of having overlapping communities makes most standard clustering methods inadequate, and enforces
the design of new ad hoc techniques, like the ones we have described so far. On the other hand, if it were possible to

21 Ideally one wants to put together only the edges lying within clusters, and exclude the others. Therefore partitioning does not necessarily mean
assigning each vertex of the line graph to a group, as standard clustering techniques would do.

http://www.cs.rhul.ac.uk/home/tamas/assets/files/fuzzyclust-static.tar.gz
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Fig. 24. Communities as sets of edges. In the figure, the graph has a natural division in two triangles, with the central vertex shared between them. If
communities are identified by their internal edges, detecting the triangles and their overlapping vertex becomes easier than by using methods that group
vertices. Reprinted figure with permission from Ref. [358].
© 2009, by the American Physical Society.

identify the overlapping vertices and ‘‘separate’’ them among the clusters they belong to, the overlaps would be removed
and one could then apply any of the traditional clustering methods to the resulting graph. This idea is at the basis of a
recent method proposed by Gregory [361]. It is a three-stages procedure: first, one transforms the graph into a larger
graph without overlapping vertices; second, a clustering technique is applied to the resulting graph; third, one maps
the partition obtained into a cover by replacing the vertices with those of the original graph. The transformation step,
called Peacock, is performed by identifying the vertices with highest split betweenness (Section 5.1) and splitting them
in multiple parts, connected by edges. This is done as long as the split betweenness of the vertices is sufficiently high,
which is determined by a parameter s. In this way, most vertices of the resulting graph are exactly the same one had
initially, the others are multiple copies of the overlapping vertices of the initial graph. The overlaps of the final cover are
obtained by checking if copies of the same initial vertex end up in different disjoint clusters. The complexity is dominated
by the Peacock algorithm, if one computes the exact values of the split betweenness for the vertices, which requires
a time O(n3) on a sparse graph.22 Gregory proposed an approximate local computation, which scales as O(n log n): in
this way the total complexity of the method becomes competitive, if one chooses a fast algorithm for the identification
of the clusters. The goodness of the results depends on the specific method one uses to find the clusters after the
graph transformation. The software of the version of the method used by Gregory in his applications can be found at
http://www.cs.bris.ac.uk/~steve/networks/peacockpaper/. The idea of Gregory is interesting, as it allows one to exploit
traditional methods even in the presence of overlapping communities. The choice of the parameter s, which determines
whether a vertex is overlapping or not, does not seem to affect the results significantly, as long as s is taken sufficiently
small.

12. Multiresolution methods and cluster hierarchy

The existence of a resolution limit for Newman–Girvan modularity (Section 6.3) implies that the straight optimization
of quality functions yields a coarse description of the cluster structure of the graph, at a scale which has a priori nothing
to do with the actual scale of the clusters. In the absence of information on the cluster sizes of the graph, a method should
be able to explore all possible scales, to make sure that it will eventually identify the right communities. Multiresolution
methods are based on this principle. However, many real graphs display hierarchical cluster structures, with clusters
inside other clusters [44]. In these cases, there are more levels of organization of vertices in clusters, and more relevant
scales. In principle, clustering algorithms should be able to identify them. Multiresolution methods can do the trick, in
principle, as they scan continuously the range of possible cluster scales. Recently other methods have been developed,
where partitions are by construction hierarchically nested in each other. In this section we discuss both classes of
techniques.

12.1. Multiresolution methods

In general, multiresolution methods have a freely tunable parameter, that allows to set the characteristic size of
the clusters to be detected. The general spin glass framework by Reichardt and Bornholdt ([85] and Section 6.2) is a
typical example, where γ is the resolution parameter. The extension of the method to weighted graphs has been recently
discussed [362].

22 The split betweenness needs to be recalculated after each vertex split, just as one does for the edge betweenness in the Girvan–Newman algorithm [12].
Therefore both computations have the same complexity.

http://www.cs.bris.ac.uk/~steve/networks/peacockpaper/
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Pons has proposed amethod [363] consisting of the optimization of multiscale quality functions, including themultiscale
modularity
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, (77)

and two other additive quality functions, derived from the performance (Eq. (12)) and a measure based on the similarity of
vertex pairs. In Eq. (77) 0 ≤ α ≤ 1 is the resolution parameter and the notation is otherwise the same as in Eq. (14). We see
that, for α = 1/2, one recovers standard modularity. However, since multiplicative factors in QM

α do not change the results
of the optimization, we can divideQM

α by α, recovering the same quality function as in Eq. (46), with γ = (1−α)/α, up to an
irrelevantmultiplicative constant. To evaluate the relevance of the partitions, for any givenmultiscale quality function, Pons
suggested that the length of the α-range [αmin(C), αmax(C)], for which a community C ‘‘lives’’ in the maximummodularity
partition, is a good indicator of the stability of the community. He then defined the relevance function of a community C at
scale α as

Rα(C) = αmax(C) − αmin(C)

2
+ 2(αmax(C) − α)(α − αmin(C))

αmax(C) − αmin(C)
. (78)

The relevance R(α) of a partition P at scale α is the average of the relevances of the clusters of the partition, weighted by
the cluster sizes. Peaks in α of R(α) reveal the most meaningful partitions.

Another interesting technique has been devised by Arenas et al. [49], and consists of a modification of the original
expression of modularity. The idea is to make vertices contribute as well to the computation of the edge density of the
clusters, by adding a self-loop of strength r to each vertex. Arenas et al. remarked that the parameter r does not affect the
structural properties of the graph in most cases, which are usually determined by an adjacency matrix without diagonal
elements. With the introduction of the vertex strength r , modularity reads
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for the general case of a weighted graph. The notation is the same as in Eq. (36), Nc is the number of vertices in cluster c .
We see that now the relative importance of the two terms in each summand depends on r , which can take any value in
] − 2W/n, ∞[. Arenas et al. made a sweep in the range of r , and determined for each r the maximum modularity with
extremal optimization (Section 6.1.3) and tabu search23 [364]. Meaningful cluster structures correspond to plateaux in the
plot of the number of clusters versus r (Fig. 25). The length of a plateau gives a measure of the stability of the partition
against the variation of r . The procedure is able to disclose the community structure of a number of real benchmark graphs.
As expected, the most relevant partitions can be found in intervals of r not including the value r = 0, which corresponds
to the case of standard modularity (Fig. 25). A drawback of the method is that it is very slow, as one has to compute
the modularity maximum for many values of r in order to discriminate between relevant and irrelevant partitions. If the
modularity maximum is computed with precise methods like simulated annealing and/or extremal optimization, as in
Ref. [49], only graphs with a few hundred vertices can be analyzed on a single processor. On the other hand the algorithm
can be trivially parallelized by running the optimization for different values of r on different processors. This is a common
feature of allmultiresolutionmethods discussed in this Section. In spite of the different formal expressions ofmodularity, the
methods by Arenas et al. and Reichardt and Bornholdt are somewhat related to each other and yield similar results [365]
on Zachary’s karate club [50] (Section 15.1), synthetic graphs á la Ravasz–Barabási [109] and on a model graph with the
properties of real weighted social networks.24 In fact, their modularities can be both recovered from the continuous-time
version of the stability of clustering under random walk, introduced by Delvenne et al. [267] (Section 8.2).

Lancichinetti et al. have designed a multiresolution method which is capable of detecting both the hierarchical structure
of graphs and overlapping communities [110]. It is based on the optimization of a fitness function, which estimates the
strength of a cluster and entails a resolution parameter α. The function could in principle be arbitrary, in their applications
the authors chose a simple ansatz based on the tradeoff between the internal and the total degree of the cluster. The
optimization procedure starts from a cluster with a single vertex, arbitrarily selected. Given a cluster core, one keeps
adding and removing neighboring vertices of the cluster as long as its fitness increases. The fitness is recalculated after
each addition/removal of a vertex. At some point one reaches a local maximum and the cluster is ‘‘closed’’. Then, another
vertex is chosen at random, among those not yet assigned to a cluster, a new cluster is built, and so on, until all vertices

23 Tabu search consists of moving single vertices from one community to another, chosen at random, or to new communities, starting from some initial
partition. After a sweep over all vertices, the best move, i.e. the one producing the largest increase of modularity, is accepted and applied, yielding a new
partition. The procedure is repeated until modularity does not increase further. To escape local optima, a list of recent acceptedmoves is kept and updated,
so that those moves are not accepted in the next update of the configuration (tabu list). The cost of the procedure is about the same of other stochastic
optimization techniques like, e.g., simulated annealing.
24 Related does not mean equivalent, though. Arenas et al. have shown that their method is better than that by Reichardt and Bornholdt when the graph
at hand includes communities of different sizes [49].
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Fig. 25. Analysis of Zachary’s karate club with the multiresolution method by Arenas et al. [49]. The plot shows the number of clusters obtained in
correspondence of the resolution parameter r . The longest plateau (I) indicates themost stable partition, which exactlymatches the social fission observed
by Zachary. The partition obtained with straight modularity optimization (r = 0) consists of four clusters and is much less stable with respect to (I), as
suggested by the much shorter length of its plateau. Reprinted figure with permission from Ref. [49].
© 2008, by IOP Publishing.

have been assigned to clusters. During the buildup of a cluster, vertices already assigned to other clusters may be included,
i.e. communities may overlap. The computational complexity of the algorithm, estimated on sparse Erdös–Rényi random
graphs, is O(nβ), with β ∼ 2 for small values of the resolution parameter α, and β ∼ 1 if α is large. For a complete analysis,
theworst-case computational complexity isO(n2 log n), where the factor log n comes from theminimumnumber of different
α-values which are needed to resolve the actual community structure of the graph. Relevant partitions are revealed by
pronounced spikes in the histogram of the fitness values of covers obtained for different α-values, where the fitness of a
cover is defined as the average fitness of its clusters.

A technique based on the Potts model, similar to that of Reichardt and Bornholdt [85], has been suggested by Ronhovde
and Nussinov [366]. The energy of their spin model is

H({σ }) = −1
2

�

i�=j

[Aij − γ (1 − Aij)]δ(σi, σj). (80)

The big difference with Eq. (46) is the absence of a null model term. The model considers pairs of vertices in the same
community: edges between vertices are energetically rewarded, whereas missing edges are penalized. The parameter γ
fixes the tradeoff between the two contributions. The energy is minimized by sequentially shifting single vertices/spins to
the communities which yield the largest decrease of the system’s energy, until convergence. If, for each vertex, one just
examines the communities of its neighbors, the energy is minimized in a time O(mβ), where β turns out to be slightly above
1 inmost applications, allowing for the analysis of large graphs. This essentially eliminates the problemof limited resolution,
as the criterion to decide about themerger or the split of clusters only depends on local parameters. Still, for the detection of
possible hierarchical levels tuning γ is mandatory. In a successive paper [367], the authors have introduced a new stability
criterion for the partitions, consisting of the computation of the similarity of partitions obtained for the same γ and different
initial conditions. The idea is that, if a partition is robust in a given range of γ -values,most replicas delivered by the algorithm
will be very similar. On the other hand, if one explores a region of resolutions in between two strong partitions, the algorithm
will deliver the one or the other partition and the individual replicas will be, on average, not so similar to each other. So, by
plotting the similarity as a function of the resolution parameter γ , stable communities are revealed by peaks. Ronhovde and
Nussinov adopted similarity measures borrowed from information theory (Section 15.2). Their criterion of stability can be
adopted to determine the relevance of partitions obtained with any multiresolution algorithm.

A general problem of multiresolution methods is how to assess the stability of partitions for large graphs. The rapidly
increasing number of partitions, obtained byminimal shifts of vertices between clusters, introduces a large amount of noise,
that blurs signatures of stable partitions like plateaus, spikes, etc. that one can observe in small systems. In this respect,
it seems far more reliable focusing on correlations between partitions (like the average similarity used by Ronhovde and
Nussinov [366,367]) than on properties of the individual partitions (like themeasures of occurrence used byArenas et al. [49]
and by Lancichinetti et al. [110]).

12.2. Hierarchical methods

The natural procedure to detect the hierarchical structure of a graph is hierarchical clustering, that we have discussed in
Section 4.2. There we have emphasized the main weakness of the procedure, which consists of the necessity to introduce
a criterion to identify relevant partitions (hierarchical levels) out of the full dendrogram produced by the given algorithm.
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Furthermore, there is no guarantee that the results indeed reflect the actual hierarchical structure of the graph, and that
they are not mere artifacts of the algorithm itself. Scholars have just started to deal with these problems.

Sales-Pardo et al. have proposed a top–down approach [368]. Their method consists of two steps: (1) measuring the
similarity between vertices; (2) deriving the hierarchical structure of the graph from the similarity matrix. The similarity
measure, named node affinity, is based on Newman–Girvan modularity. Basically the affinity between two vertices is the
frequency with which they coexist in the same community in partitions corresponding to local optima of modularity. The
latter are configurations for which modularity is stable, i.e. it cannot increase if one shifts one vertex from one cluster
to another or by merging or splitting clusters. The set of these partitions is called Pmax. Before proceeding with the next
step, one verifies whether the graph has a significant community structure or not. This is done by calculating the z-score
Eq. (51) for the average modularity of the partitions in Pmax with respect to the average modularity of partitions with local
modularity optima of the equivalent ensemble of null model graphs, obtained as usual by randomly rewiring the edges of
the original graph under the condition that the expected degree sequence is the same as the degree sequence of the graph.
Large z-scores indicatemeaningful cluster structure: Sales-Pardo et al. used a threshold corresponding to the 1% significance
level.25 If the graph has a relevant cluster structure, one proceeds with the second step, which consists of putting the affinity
matrix in a form as close as possible to block-diagonal, by minimizing a cost function expressing the average distance of
connected vertices from the diagonal. The blocks correspond to the communities and the recovered partition represents
the uppermost organization level. To determine lower levels, one iterates the procedure for each subgraph identified at the
previous level, which is treated as an independent graph. The procedure stops when all blocks found do not have a relevant
cluster structure, i.e. their z-scores are lower than the threshold. The partitions delivered by the method are hierarchical
by construction, as communities at each level are nested within communities at higher levels. However, the method may
find no relevant partition (no community structure), a single partition (community structure but no hierarchy) or more
(hierarchy) and in this respect it is better than most existing methods. The algorithm is not fast, as both the search of
local optima for modularity and the rearrangement of the similarity matrix are performed with simulated annealing,26 but
delivers good results for computer generated networks, and meaningful partitions for some real networks, like the world
airport network [369], an email exchange network of a Catalan university [237], a network of electronic circuits [370] and
metabolic networks of Escherichia coli [371].

Clauset et al. [372,373] described the hierarchical organization of a graph by introducing a class of hierarchical random
graphs. A hierarchical random graph is defined by a dendrogram D , which is the natural representation of the hierarchy,
and by a set of probabilities {pr} associated to the n − 1 internal nodes of the dendrogram. An ancestor of a vertex i is any
internal node of the dendrogram that is encountered by starting from the ‘‘leaf’’ vertex i and going all the way up to the top
of the dendrogram. The probability that vertices i and j are linked to each other is given by the probability pr of the lowest
common ancestor of i and j. Clauset et al. searched for the model (D, {pr}) that best fits the observed graph topology, by
using Bayesian inference (Section 9.1). The probability that the model fits the graph is proportional to the likelihood

L(D, {pr}) =
�

r∈D

pErr (1 − pr)Lr Rr−Er . (81)

Here, Er is the number of edges connecting vertices whose lowest common ancestor is r , Lr and Rr are the numbers of
graph vertices in the left and right subtrees descending from the dendrogram node r , and the product runs over all internal
dendrogram nodes. For a given dendrogram D , the maximum likelihood L(D) corresponds to the set of probabilities
{p̄r}, where p̄r equals the actual density of edges Er/(LrRr) between the two subtrees of r (Fig. 26). One can define the
statistical ensemble of hierarchical random graphs describing a given graph G, by assigning to each model graph (D, {p̄r})
a probability proportional to the maximum likelihood L(D). The ensemble can be sampled by a Markov chain Monte Carlo
method [374]. The procedure suggested by Clauset et al. seems to converge to equilibrium roughly in a time O(n2), although
the actual complexity may be much higher. Still, the authors were able to investigate graphs with a few thousand vertices.
From sufficiently large sets of model configurations sampled at equilibrium, one can compute average properties of the
model, e.g. degree distributions, clustering coefficients. etc., and compare them with the corresponding properties of the
original graph. Tests on real graphs reveal that the model is indeed capable of describing closely the graph properties.
Furthermore, the model enables one to predict missing connections between vertices of the original graph. This is a very
important problem [375]: edges of real graphs are the result of observations/experiments, that may fail to discover some
relationships between the units of the system. From the ensemble of the hierarchical random graphs one can derive the
average linking probability between all pairs of graph vertices. By ranking the probabilities corresponding to vertex pairs
which are disconnected in the original graph, one may expect that the pairs with highest probabilities are likely to be
connected in the system, even if such connections are not observed. Clauset et al. pointed out that their method does
not deliver a sharp hierarchical organization for a given graph, but a class of possible organizations, with well-defined
probabilities. It is certainly reasonable to assume that many structures are compatible with a given graph topology. In

25 We recall that the significance of the z-score has to be computed with respect to the actual distribution of the maximummodularity for the null model
graphs, as the latter is not Gaussian (Section 6.3).
26 The reordering of the matrix is by far the most time-consuming part of the method. The situation improves if one adopts faster optimization strategies
than simulated annealing, at the cost of less accurate results.
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Fig. 26. Hierarchical random graphs by Clauset et al. [373]. The picture shows two possible dendrograms for the simple graph on the top. The linking
probabilities on the internal nodes of the dendrograms yield the best fit of the model graphs to the graph at study. Reprinted figure with permission from
Ref. [373].
© 2008, by the Nature Publishing Group.

Fig. 27. Possible scenarios in the evolution of communities. Reprinted figure with permission from Ref. [380].
© 2007, by the Nature Publishing Group.

the case of community structure, it is not clear which information one can extract from averaging over the ensemble of
hierarchical random graphs. Moreover, since the hierarchical structure is represented by a dendrogram, it is impossible to
rank partitions according to their relevance. In fact, the work by Clauset et al. questions the concept of ‘‘relevant partition’’,
and opens a debate in the scientific community about the meaning itself of graph clustering. The software of the method
can be found at http://www.santafe.edu/~aaronc/hierarchy/.

13. Detection of dynamic communities

The analysis of dynamic communities is still in its infancy. Studies in this direction have beenmostly hindered by the fact
that the problem of graph clustering is already controversial on single graph realizations, so it is understandable that most
efforts still concentrate on the ‘‘static’’ version of the problem. Another difficulty is represented by the dearth of timestamped
data on real graphs. Recently, several data sets have become available, enabling to monitor the evolution in time of real
systems [376–379]. So it has become possible to investigate how communities form, evolve and die. The main phenomena
occurring in the lifetime of a community are (Fig. 27): birth, growth, contraction, merger with other communities, split,
death.

The first study was carried out by Hopcroft et al. [381], who analyzed several snapshots of the citation graph induced
by the NEC CiteSeer Database [382]. The snapshots cover the period from 1990 to 2001. Communities are detected by
means of (agglomerative) hierarchical clustering (Section 4.2), where the similarity between vertices is the cosine similarity
of the vectors describing the corresponding papers, a well known measure used in information retrieval [383]. In each
snapshot Hopcroft et al. identified the natural communities, defined as those communities of the hierarchical tree that are
only slightly affected by minor perturbations of the graph, where the perturbation consists of removing a small fraction of
the vertices (and their edges). Such natural communities are conceptually similar to the stable communities we will see in

http://www.santafe.edu/~aaronc/hierarchy/
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Section 14. Hopcroft et al. found the best matching natural communities across different snapshots, and in this way they
could follow the history of communities. In particular they could see the emergence of new communities, corresponding to
new research topics. The main drawback of the method comes from the use of hierarchical clustering, which is unable to
sort out meaningful communities out of the hierarchical tree, which includes many different partitions of the graph.

More recently, Palla et al. performed a systematic analysis of dynamic communities [380]. They studied two social
systems: (1) a graph of phone calls between customers of a mobile phone company in a year’s time; (2) a collaboration
network between scientists, describing the coauthorship of papers in condensed matter physics from the electronic
e-print archive (cond-mat) maintained by Cornell University Library, spanning a period of 142 months. The first problem
is identifying the image of a community C(t + 1) at time t + 1 among the communities of the graph at time t . A simple
criterion, used in other works, is to measure the relative overlap Eq. (97) of C(t + 1) with all communities at time t , and
pick the community which has the largest overlap with C(t + 1). This is intuitive, but in many cases it may miss the actual
evolution of the community. For instance, if C(t) at time t + 1 grows considerably and overlaps with another community
B(t + 1) (which at the previous time step was disjoint from C(t)), the relative overlap between C(t + 1) and B(t) may be
larger than the relative overlap between C(t + 1) and C(t). It is not clear whether there is a general prescription to avoid
this problem. Palla et al. solved it by exploiting the features of the Clique PercolationMethod (CPM) (Section 11.1), that they
used to detect communities. The idea is to analyze the graph G(t, t + 1), obtained by merging the two snapshots G(t) and
G(t+1) of the evolving graph, at times t and t+1 (i.e., by putting together all their vertices and edges). Any CPM community
of G(t) and G(t + 1) does not get lost, as it is included within one of the CPM communities of G(t, t + 1). For each CPM
community Vk of G(t, t + 1), one finds the CPM communities {Ct

k} and {Ct+1
k } (of G(t) and G(t + 1), respectively) which

are contained in Vk. The image of any community in {Ct+1
k } at time t is the community of {Ct

k} that has the largest relative
overlap with it.

The age τ of a community is the time since its birth. It turns out that the age of a community is positively correlated with
its size s(τ ), i.e. that older communities are also larger (on average). The time evolution of a community C can be described
by means of the relative overlap C(t) between states of the community separated by a time t:

C(t) = |C(t0)
�

C(t0 + t)|
|C(t0)

�
C(t0 + t)| . (82)

One finds that, in both data sets, C(t) decays faster for larger communities, so the composition of large communities is
rather variable in time, whether small communities are essentially static. Another important question is whether it is
possible to predict the evolution of communities from information on their structure or on their vertices. In Fig. 28a the
probability pl that a vertex will leave the community in the next step of the evolution is plotted as a function of the relative
external strength of the vertex, indicating howmuch of the vertex strength lies on edges connecting it to vertices outside its
community. The plot indicates that there is a clear positive correlation: vertices which are only loosely connected to vertices
of their community have a higher chance (on average) to leave the community than vertices which are more ‘‘committed’’
towards the other community members. The same principle holds at the community level too. Fig. 28b shows that the
probability pd that a community will disintegrate in the next time step is positively correlated with the relative external
strength of the community. Finally, Palla et al. have found that the probability for two communities to merge increases with
the community sizes much more than what one expects from the size distribution, which is consistent with the faster
dynamics observed for large communities. Palla et al. analyzed two different real systems, a network of mobile phone
communications and a coauthorship network, to be able to infer general properties of community evolution. However,
communities were only found with the CPM, so their results need to be cross-checked by employing other clustering
techniques.

Asur et al. [384] explored the dynamic relationship between vertices and communities. Communities were found with
theMCLmethod by Van Dongen [271] (Section 8.2), by analyzing the graph at different timestamps. Asur et al. distinguished
events involving communities and events involving the vertices. Events involving communities are Continue (the community
keeps most of its vertices in consecutive time steps), κ-Merge (two clusters merge into another), κ-Split (two clusters split
in two parts), Form (no pair of vertices of the cluster at time t + 1 were in the same cluster at time t) and Dissolve (opposite
of Form). Events involving vertices are Appear (if a vertex joins the graph for the first time), Disappear (if a vertex of the
graph at time t is no longer there at time t + 1), Join (if a vertex of a cluster at time t + 1 was not in that cluster at time
t) and Leave (if a vertex which was in a cluster at time t is not in that cluster at time t + 1). Based on such events, four
measures are defined in order to catch the behavioral tendencies of vertices contributing to the evolution of the graph:
the stability index (measuring the tendency of a vertex to interact with the same vertices over time), the sociability index
(measuring the number of different interactions of a vertex, basically the number of Join and Leave events), the popularity
index (measuring the number of vertices attracted by a cluster in a given time interval) and the influence index (measuring
the influence a vertex has on the others, which is computed from the number of vertices that leave or join a cluster together
with the vertex). Applications on a coauthorship network of computer scientists and on a network of subjects for clinical
trials show that the behavioral measures above enable one to make reliable predictions about the time evolution of such
graphs (including, e.g., the inference of missing links [375]).

Dynamic communities can be as well detected with methods of information compression, such as some of those we
have seen in Section 9.2. Sun et al. [316] applied the Minimum Description Length (MDL) principle [312,313] to find the
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Fig. 28. Relation between structural features and evolution of a community. (a) Relation between the probability that a vertexwill abandon the community
in the next time step and its relative external strength. (b) Relation between the probability of disintegration of a community in the next time step and its
relative external strength. Reprinted figure with permission from Ref. [380].
© 2007, by the Nature Publishing Group.

minimum encoding cost for the description of a time sequence of graphs and their partitions in communities. The method
is quite similar to that successively developed by Rosvall and Bergstrom [315], which is however defined only for static
graphs (Section 9.2). Here one considers bipartite graphs evolving in time. The time sequence of graphs can be separated in
segments, each containing somenumber of consecutive snapshots of the system. The graphs of each segment are supposed to
have the samemodular structure (i.e. they represent the same phase in the history of the system), so they are characterized
by the same partition of the two vertex classes. For each graph segment it is possible to define an encoding cost, which
combines the encoding cost of the partition of the graphs of the segment with the entropy of compression of the segment
in the subgraph segments induced by the partition. The total encoding cost C of the graph series is given by the sum of
the encoding costs of its segments. Minimizing C enables one to find not only the most modular partition for each graph
segment (highmodularity27 corresponds to low encoding costs for a partition), but also themost compact subdivision of the
snapshots into segments, such that graphs in the same segment are strongly correlated with each other. The latter feature
allows to identify change points in the time history of the system, i.e. short periods in which the dynamics produces big
changes in the graph structure (corresponding to, e.g., extreme events). The minimization of C is NP-hard, so the authors
propose an approximation method called GraphScope, which consists of two steps: first, one looks for the best partition of
each graph segment; second, one looks for the best division in segments. In both cases the ‘‘best’’ result corresponds to the
minimal encoding cost. The best partitionwithin a graph segment is found by local search. GraphScope has the big advantage
not to require any input, like the number and sizes of the clusters. It is also suitable to operate in a streaming environment,
in which new graph configurations are added in time, following the evolution of the system: the computational complexity
required to process a snapshot (on average) is stable over time. Tests on real evolving data sets show that GraphScope is
able to find meaningful communities and change points.

27 We stress that here by modularity we mean the feature of a graph having community structure, not the modularity of Newman and Girvan.
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Since keeping track of communities in different time steps is not a trivial problem, as we have seen above, it is perhaps
easier to adopt a vertex-centric perspective, in which one monitors the community of a given vertex at different times. For
any method, given a vertex i and a time t , the community to which i belongs at time t is well defined. Fenn et al. [385]
used the multiresolution method by Reichardt et al. [85] (Section 6.2) and investigated a fully connected graph with time-
dependent weights, representing the correlations of time series of hourly exchange rate returns. The resolution parameter
γ is fixed to the value that occurs in most stability plateaux of the system at different time steps. Motivated by the work
of Guimerà and Amaral [27] (Section 16), Fenn et al. identify the role of individual vertices in their community through the
pair (zin, zb), where zin is the z-score of the internal strength (weighted degree, Appendix A.1), defined in Eq. (98), and zb
the z-score of the site betweenness, defined by replacing the internal degree with the site betweenness of Freeman [40] in
Eq. (98). We remind that the site betweenness is a measure of the number of shortest paths running through a vertex. The
variable zb expresses the importance of a vertex in processes of information diffusion with respect to the other members of
its community. Another important issue regards the persistence of communities in time, i.e. how stable they are during the
evolution. As a measure of persistence, Fenn et al. introduced a vertex-centric version of the relative overlap of Eq. (82)

ati (τ ) = |Ci(t)
�

Ci(t + τ )|
|Ci(t)

�
Ci(t + τ )| , (83)

where i is the vertex and Ci(t), Ci(t + τ ) the communities of i at times t , t + τ , respectively. The decay of ati (τ ) depends on
the type of vertex. In particular, if the vertex is strongly connected to its community (zin large), ati (τ ) decays quite slowly,
meaning that it tends to stay attached to a stable core of vertices.

The methods described above are basically two-stage approaches, in which clusters are detected at each timestamp of
the graph evolution, independently of the results at different times, and relationships between partitions at different times
are inferred successively. However, this often produces significant variations between partitions close in time, especially
when, as it usually happens, the datasets are noisy. In this case one would be forced to introduce ad hoc hypotheses on
the graph evolution to justify the variability of the modular structure, whereas such variability is mostly an artefact of
the approach. It would be desirable instead to have a unified framework, in which clusters are deduced both from the
current structure of the graph and from the knowledge of the cluster structure at previous times. This is the principle of
evolutionary clustering, a framework introduced by Chakrabarti et al. [386] and successively adopted and refined by other
authors. Let Ct be the partition of the graph at time t . The snapshot quality of Ct measures the goodness of the partition with
respect to the graph structure at time t . The history cost is a measure of the distance/dissimilarity of Ct with respect to the
partition Ct−1 at the previous time step. The overall quality of Ct is given by a combination of the snapshot quality and the
history cost at each time step. Ideally, a good partition should have high snapshot quality (i. e. it should cluster well the
data at time t) and low history cost (i.e. it should be similar to the partition at the previous time step). In order to find Ct
from Ct−1 and the relational data at time t Chakrabarti et al. suggested to minimize the difference between the snapshot
quality and the history cost, with a relative weight cp that is a tunable parameter. The input of the procedure consists of
the sequence of adjacency/similarity matrices at different time steps. In practice, one could use modified versions of such
matrices, obtained by performing (weighted) averages of the data over some time window, in order to make the relational
data more robust against noise and the results of the clustering procedure more reliable. One can adopt arbitrary measures
to compute the snapshot quality and the historical cost. Besides, several known clustering techniques used for static graphs
can be reformulated within this evolutionary framework. Chakrabarti et al. derived evolutionary versions of hierarchical
clustering (Section 4.2) and k-means clustering (Section 4.3), whereas Chi et al. [387] designed two implementations for
spectral clustering (Section 4.4). Based on evolutionary clustering, Lin et al. [388] introduced a framework, called FacetNet,
that allows vertices to belong to more communities at the same time. Here the snapshot cost28 is the Kullback-Leibler (KL)
divergence [389] between the adjacency/similarity matrix at time t and the matrix describing the community structure of
the graph at time t; the historical cost is the KL divergence between the matrices describing the community structure of the
graph at times t − 1 and t . FacetNet can be extended to handle adding and removing of vertices as well as variations of the
number of clusters in consecutive time steps. However, it is not able to account for the creation and the disintegration of
communities and not scalable to large systems due to the high number of iterations necessary for the matrix computations
to reach convergence. These issues have been addressed in a recent approach by Kim and Han [390].

Naturally, what one hopes to achieve at the end of the day is to see how real groups form and evolve in time.
Backstrom et al. [391] have carried out an analysis of group dynamics in the free online community of LiveJournal
(http://www.livejournal.com/) and in a coauthorship network of computer scientists. Here the groups are identified
through the declaredmemberships of users (for LiveJournal) and conferences attended by computer scientists, respectively.
Backstrom and coworkers have found that the probability that an individual joins a community grows with the number
of friends/coauthors who are already in the community and (for LiveJournal) with their degree of interconnectedness.
Moreover, the probability of growth of LiveJournal communities is positively correlated to a combination of factors including
the community size, the number of friends of community members which are not in the community and the ratio of these
two numbers. A high density of triads within a community appears instead to hinder its growth.

28 Lin et al. used the cost and not the quality to evaluate the fit of the partition to the data. The two estimates are obviously related: the lower the cost,
the higher the quality.

http://www.livejournal.com/
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14. Significance of clustering

Given a network, many partitions could represent meaningful clusterings in some sense, and it could be difficult for
some methods to discriminate between them. Quality functions evaluate the goodness of a partition (Section 3.3.2), so
one could say that high quality corresponds to meaningful partitions. But this is not necessarily true. In Section 6.3 we
have seen that high values of the modularity of Newman and Girvan do not necessarily indicate that a graph has a definite
cluster structure. In particular we have seen that partitions of random graphs may also achieve considerably large values
of Q , although we do not expect them to have community structure, due to the lack of correlations between the linking
probabilities of the vertices. The optimization of quality functions, like modularity, delivers the best partition according to
the criterion underlying the quality function. But is the optimal clustering also significant, i.e. a relevant feature of the graph,
or is it just a byproduct of randomness and basic structural properties like, e.g., the degree sequence? Little effort has been
devoted to this crucial issue, that we discuss here.

In some works the concept of significance has been related to that of robustness or stability of a partition against random
perturbations of the graph structure. The basic idea is that, if a partition is significant, itwill be recovered even if the structure
of the graph is modified, as long as the modification is not too extensive. Instead, if a partition is not significant, one expects
thatminimalmodifications of the graphwill suffice to disrupt the partition, so other clusterings are recovered. A nice feature
of this approach is the fact that it can be applied for any clustering technique. Gfeller et al. [392] considered the general case
of weighted graphs. A graph ismodified, in that its edgeweights are increased or decreased by a relative amount 0 < σ < 1.
This choice also allows one to account for the possible effects of uncertainties in the values of the edge weights, resulting
from measurements/experiments carried out on a given system. After fixing σ (usually to 0.5), multiple realizations of the
original graph are generated. The best partition for each realization is identified and, for each pair of adjacent vertices i and
j, the in-cluster probability pij is computed, i.e. the fraction of realizations in which i and jwere classified in the same cluster.
Edges with in-cluster probability smaller than a threshold θ (usually 0.8) are called external edges. The stability of a partition
is estimated through the clustering entropy

S = − 1
m

�

(i,j):Aij=1

[pij log2 pij − (1 − pij) log2(1 − pij)], (84)

wherem is, as usual, the number of graph edges, and the sum runs over all edges. Themost stable partition has pij = 0 along
inter-cluster edges and pij = 1 along intra-cluster edges, which yields S = 0; themost unstable partition has pij = 1/2 on all
edges, yielding S = 1. The absolute value of S is not meaningful, though, and needs to be compared with the corresponding
value for a null model graph, similar to the original graph, but with supposedly no cluster structure. Gfeller et al. adopted
the same null model of Newman–Girvan modularity, i.e. the class of graphs with expected degree sequence coinciding with
that of the original graph. Since the null model is defined on unweighted graphs, the significance of S can be assessed only
in this case, although it would not be hard to think of a generalization to weighted graphs. The approach enables one as
well to identify unstable vertices, i.e. vertices lying at the boundary between clusters. In order to do that, the external edges
are removed and the connected components of the resulting disconnected graph are associated with the clusters detected
in the original graph, based on their relative overlap (computed through Eq. (97)). Unstable vertices end up in components
that are not associated to any of the initial clusters. A weakness of the method by Gfeller et al. is represented by the two
parameters σ and θ , whose values are in principle arbitrary.

More recently, Karrer et al. [393] adopted a similar strategy to unweighted graphs. Here one performs a sweep over all
edges: the perturbation consists in removing each edge with a probability α and replacing it with another edge between
a pair of vertices (i, j), chosen at random with probability pij = kikj/2m, where ki and kj are the degrees of i and j. We
recognize the probability of the null model of Newman–Girvan modularity. Indeed, by varying the probability α from 0 to
1 one smoothly interpolates between the original graph (no perturbation) and the null model (maximal perturbation). The
degree sequence of the graph remains invariant (on average) along the whole process, by construction. The idea is that the
perturbation affects solely the organization of the vertices, keeping the basic structural properties. For a given value of α,
many realizations of the perturbed graph are generated, their cluster structures are identified with some method (Karrer
et al. used modularity optimization) and compared with the partition obtained from the original unperturbed graph. The
partitions are compared by computing the variation of information V (Section 15.2). From the plot of the average �V � versus
α one can assess the stability of the cluster structure of the graph. If �V (α)� changes rapidly for small values ofα the partition
is likely to be unstable. As in the approach by Gfeller et al. the behavior of the function �V (α)� does not have an absolute
meaning, but needs to be compared with the corresponding curve obtained for a null model. For consistency, the natural
choice is again the null model of modularity, which is already used in the process of graph perturbation. The approaches by
Gfeller et al. and Karrer et al., with suitable modifications, can also be used to check for the stability of the cluster structure
in parts of a graph, up to the level of individual communities. This is potentially important as it may happen that some parts
of the graph display a strong community structure and other parts weak or no community structure at all.

Rosvall and Bergstrom [394] defined the significance of clusters with the bootstrap method [395], which is a standard
procedure to check for the accuracy of a measurement/estimate based on resampling from the empirical data. The graph at
study is supposed to be generated by a parametric model, which is used to create many samples. This is done by assigning
to each edge a weight taken by a Poisson distribution with mean equal to the original edge weight. For the initial graph
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and each sample one identifies the community structure with some method, that can be arbitrary. For each cluster of the
partition of the original graph one determines the largest subset of vertices that are classified in the same cluster in at least
95% of all bootstrap samples. Identifying such cluster cores enables one to track the evolution in time of the community
structure, as we explained in Section 13.

A different approach has been proposed by Massen and Doye [120]. They analyzed an equilibrium canonical ensemble
of partitions, with −Q playing the role of the energy, Q being the Newman–Girvan modularity. This means that the
probability of occurrence of a partition at temperature T is proportional to exp(Q/T ). The idea is that, if a graph has a
significant cluster structure, at low temperatures one would recover essentially the same partition, corresponding to the
modularity maximum, which is separated by an appreciable gap from the modularity values of the other partitions. On
the contrary, graphs with no community structure, e.g. random graphs, have many competing (local) maxima, and the
corresponding configurations will emerge already at low temperatures, since their modularity values are close to the
absolute maximum.29 These distinct behaviors can manifest themselves in various ways. For instance, if one considers
the variation of the specific heat C = −dQ/dT with T , the gap in the modularity landscape is associated to a sharp
peak of C around some temperature value, like it happens in a phase transition. If the gap is small and there are many
partitions with similar modularity values, the peak of C becomes broad. Another strategy to assess the significance of
the maximum modularity partition consists of the investigation of the similarity between partitions recovered at a given
temperature T . This similarity can be expressed by the frequency matrix, whose element fij indicates the relative number
of times vertices i and j have been classified in the same cluster. If the graph has a clear community structure, at low
temperatures the frequency matrix can be put in block-diagonal form, with the blocks corresponding to the communities
of the best partition; if there is no significant community structure, the frequency matrix is rather homogeneous. The
Fiedler eigenvalue [127] λ2, the second smallest eigenvalue of the Laplacian matrix associated to the frequency matrix,
allows one to estimate how ‘‘block-diagonal’’ the matrix is (see Section 4.1). At low temperatures λ2 ∼ 0 if there is
one (a few) partitions with maximum or near to maximum modularity; if there are many (almost) degenerate partitions,
λ2 is appreciably different from zero even when T → 0. A sharp transition from low to high values of λ2 by varying
temperature indicates significant community structure. Another clear signature of significant community structure is the
observation of a rapid drop of the average community size with T , as ‘‘strong’’ communities break up in many small
pieces for a modest temperature increase, while the disintegration of ‘‘weak’’ communities takes place more slowly. In
scale-free graphs (Appendix A.3) clusters are often not well separated, due to the presence of the hubs; in these cases the
above-mentioned transitions of ensemble variables are not so sharp and take place over a broader temperature range. The
canonical ensemble of partitions is generated through single spin heatbath simulated annealing [85], combinedwith parallel
tempering [396]. The approach by Massen and Doye could be useful to recognize graphs without cluster structure, if the
modularity landscape is characterized by many maxima with close values (but see Footnote). However, it can happen that
gaps between the absolute modularity maximum and the rest of the modularity values are created by fluctuations, and
the method is unable to identify these situations. Furthermore, the approach relies heavily on modularity and on a costly
technique like simulated annealing: extensions to other quality functions and/or optimization procedures do not appear
straightforward.

In a recent work by Bianconi et al. [397] the notion of entropy of graph ensembles [398,399] is employed to find out
how likely it is for a cluster structure to occur on a graph with a given degree sequence. The entropy is computed from the
number of graph configurations which are compatible with a given classification of the vertices in q groups. The clustering
is quantitatively described by fixing the number of edges A(q1, q2) running between clusters q1 and q2, for all choices of
q1 �= q2. Bianconi et al. proposed the following indicator of clustering significance

Θ�k,�q =
Σ�k,�q − �Σ�k,π(�q)�π�

�δΣ2
�k,π(�q)�π

, (85)

where Σ�k,�q is the entropy of the graph configurations with given degree sequence �k and clustering �q (with fixed numbers of
inter-cluster edges A(q1, q2)), and �Σ�k,π(�q)�π is the average entropy of the configurationswith the same degree sequence and
a randompermutationπ(�q) of the cluster labels. The absolute value of the entropyΣ�k,�q is notmeaningful, so the comparison
ofΣ�k,�q and �Σ�k,π(�q)�π is crucial, as it tells how relevant the actual cluster structure iswith respect to a randomclassification of
the vertices. However, different permutations of the assignments �q yield different values of the entropy, which can fluctuate
considerably. Therefore one has to compute the standard deviation �δΣ2

�k,π(�q)�π of the entropy corresponding to all random
permutations π(�q), to estimate how significant the difference between Σ�k,�q and �Σ�k,π(�q)�π is. In this way, if Θ�k,�q ≤ 1, the
entropy of the given cluster structure is of the same order as the entropy of some random permutation of the cluster labels,
so it is not relevant. Instead, if Θ�k,�q � 1, the cluster structure is far more likely than a random classification of the vertices,
so the clustering is relevant. The indicator Θ�k,�q can be simply generalized to the case of directed and weighted graphs.

Lancichinetti et al. [400] aswell addressed the issue by comparing the cluster structure of the graphwith that of a random
graph with similar properties. An important novelty of this approach is the fact that it estimates the significance of single

29 Aswehave seen in Section 6.3, Good et al. [117] have actually shown that themodularity landscapehas a hugedegeneracy of stateswithhighmodularity
values, close to the global maximum, especially on graphs with community structure. So the results of themethod byMassen and Doyemay bemisleading.
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Fig. 29. Application of the C-score by Lancichinetti et al. [400] to identify modules within subgraphs. In (a) the subgraph consists of a compact cluster
(generated with the LFR benchmark [326,403]) plus some randomly added vertices. In (b) the subgraph consists of two compact clusters interconnected by
a few edges. Vertices are removed from each subgraph in increasing order of their internal degree. The C-score displays sharp drops after all the spurious
vertices (a) and all the vertices of one of the two clusters (b) are removed. We notice that the first subgraph (a) is not significant (high C-score) until the
noise represented by the randomly added vertices disappears, whereas the second subgraph (b) is a community at the very beginning, as it should be, it
loses significance when one of the clusters is heavily damaged (because the remainder of the cluster appears as noise, just like the spurious vertices in (a)),
and becomes significant again when the damaged cluster is totally removed. Reprinted figure with permission from Ref. [400].

communities, not of partitions. In fact, not all communities are equally significant, in general, so it makes a lot of sense
to check them individually. In particular, it may happen that real networks are not fully modular, due to their particular
history or generating mechanisms, and that only portions of them display community structure. The main idea is to verify
how likely it is that a communityC is a subgraph of a randomgraphwith the samedegree sequence of the original graph. This
likelihood is called C-score, and is computed by examining the vertex w of C, with the lowest internal degree kinw in C (the
‘‘worst’’ vertex). The C-score is defined as the probability that the internal degree of the worst vertex in the corresponding
community of the null model graphs is larger than or equal to kinw . This probability is computed by using tools from Extreme
and Order Statistics [401,402]. A low value of the C-score (≤5%) is a strong indication that the group of vertices at study is a
community and not the product of random fluctuations. In addition, the measure can be used to check whether a subgraph
has an internal modular structure. For that, one removes the vertices of the subgraph one at a time, starting from the worst
and proceeding in increasing order of the internal degree, and observes how theC-score varies at each vertex removal: sharp
drops indicate the presence of dense subgraphs (Fig. 29). Therefore, one could think of using the C-score as ingredient of
new clustering techniques. As we have seen, the C-score is based on the behavior of the vertex with lowest internal degree
of the subgraph. Real networks are characterized by noise, which could strongly affect the structural relationships between
vertices and clusters. For this reason, relying on the properties of a single vertex to evaluate the significance of a subgraph
could be a problem for applications to real networks. Lancichinetti et al. have shown that theC-score can be easily extended
to consider the t vertices with lowest internal degree, with t > 1 (B-score). The main limit of the C-score is the fact that its
null model is the same as that of Newman–Girvan modularity. According to this null model, each vertex can in principle be
connected to any other, no matter how large the system is. This is however not realistic, especially for large graphs, where it
is much more reasonable to assume that each vertex has its own ‘‘horizon’’, i.e. a subset of other vertices with which it can
interact, which is usually much smaller than the whole system (see Section 6.3). How to define such ‘‘horizons’’ and, more
in general, realistic null models is still an open problem. However, the C-score could be easily reformulated with any null
model, so one could readily derive more reliable definitions.

We conclude with a general issue which is related to the significance of community structure. The question is: given
a cluster structure in a graph, can it be recovered a priori by an algorithm? In a recent paper [404], Reichardt and Leone
studied under which conditions a special built-in cluster structure can be recovered. The clusters have equal size and a
pair of vertices is connected with probability p if they belong to the same cluster, with probability r < p otherwise. In
computer science this is known as the planted partitioning problem [340]. The goal is to propose algorithms that recover the
planted partition for any choice of p and r . For dense graphs, i.e. graphs whose average degree grows with the number n of
vertices, algorithms can be designed that find the solution with a probability which equals 1 minus a term that vanishes in
the limit of infinite graph size, regardless of the difference p − r , which can then be chosen arbitrarily small. Since many
real networks are not dense graphs, as their average degree �k� is usually much smaller than n and does not depend on it,
Reichardt and Leone investigated the problem in the case of fixed �k� and infinite graph size. We indicate with q the number
of clusters and with pin the probability that a randomly selected edge of the graph lies within any of the q clusters. In this
way, if pin = 1/q, the inter-cluster edge density matches the intra-cluster edge density (i.e. p = r), and the planted partition
would not correspond to a recoverable clustering, whereas for pin = 1, there are no inter-cluster edges and the partition
can be trivially recovered. The value of pin is in principle unknown, so one has to detect the cluster structure ignoring this
information. Reichardt and Leone proposed to look for a minimum cut partition, i.e. for the partition that minimizes the
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number of inter-cluster edges, as it is usually done in the graph partitioning problem (discussed in Section 4.1). Clearly, for
pin = 1 the minimum cut partition trivially coincides with the planted partition, whereas for 1/q < pin < 1 there should
be some overlap, which is expected to vanish in the limit case pin = 1/q. The minimum cut partition corresponds to the
minimum of the following ferromagnetic Potts model Hamiltonian

Hpart = −
�

i<j

Jijδσi,σj , (86)

over the set of all spin configurations with zero magnetization. Here the spin σi indicates the cluster vertex i belongs to,
and the coupling matrix Jij is just the adjacency matrix of the graph. The constraint of zero magnetization ensures that
the clusters have all the same size, as required by the planted partitioning problem. The energy of a spin configuration,
expressed by Eq. (86), is the negative of the number of edges that liewithin clusters: theminimumenergy corresponds to the
maximum number of intra-cluster edges, which is coupled to the minimum number of inter-cluster edges. The minimum
energy can be computed with the cavity method, or belief propagation, at zero temperature [405]. The accuracy of the
solution with respect to the planted partition is expressed by the fraction of vertices which are put in the same class in both
partitions. The analysis yields a striking result: the planted clustering is accurately recovered for pin larger than a critical
threshold pcin > 1/q. So, there is a range of values of pin, 1/q < pin < pcin, in which the clustering is not recoverable,
as the minimum cut partition is uncorrelated with it. The threshold pcin depends on the degree distribution p(k) of the
graph.

15. Testing algorithms

Whena clustering algorithm is designed, it is necessary to test its performance, and compare itwith that of othermethods.
In the previous sections we have said very little about the performance of the algorithms, other than their computational
complexity. Indeed, the issue of testing algorithms has received very little attention in the literature on graph clustering.
This is a serious limit of the field. Because of that, it is still impossible to state which method (or subset of methods) is the
most reliable in applications, and people rely blindly on some algorithms instead of others for reasons that have nothing to
dowith the actual performance of the algorithms, like e.g. popularity (of themethod or of its inventor). This lack of control is
also the main reason for the proliferation of graph clustering techniques in the last few years. Virtually in any paper, where
a new method is introduced, the part about testing consists in applying the method to a small set of simple benchmark
graphs, whose cluster structure is fairly easy to recover. Because of that, the freedom in the design of a clustering algorithm
is basically infinite, whereas it is not clear what a new procedure is adding to the field, if anything.

In this section we discuss at length the issue of testing. First, we describe the fundamental ingredients of any testing
procedure, i.e. benchmark graphs with built-in community structure, that methods have to identify (Section 15.1). We
proceed by reviewing measures to compare graph partitions with each other (Section 15.2). In Section 15.3 we present
the comparative evaluations of different methods that have been performed in the literature.

15.1. Benchmarks

Testing an algorithm essentially means applying it to a specific problem whose solution is known and comparing such
solution with that delivered by the algorithm. In the case of graph clustering, a problem with a well-defined solution is
a graph with a clear community structure. This concept is not trivial, however. Many clustering algorithms are based on
similar intuitive notions ofwhat a community is, but different implementations. So it is crucial that the scientific community
agrees on a set of reliable benchmark graphs. This mostly applies to computer-generated graphs, where the built-in cluster
structure can be arbitrarily designed. In the literature real networks are used as well, in those cases in which communities
are well defined because of information about the system.

We start our survey from computer-generated benchmarks. A special class of graphs has become quite popular in
the last years. They are generated with the so-called planted �-partition model [340]. The model partitions a graph with
n = g · � vertices in � groups with g vertices each. Vertices of the same group are linked with a probability pin, whereas
vertices of different groups are linked with a probability pout . Each subgraph corresponding to a group is then a random
graph á la Erdös–Rényi with connection probability p = pin (Appendix A.3). The average degree of a vertex is �k� =
pin(g−1)+poutg(�−1). If pin > pout the intra-cluster edge density exceeds the inter-cluster edge density and the graph has
a community structure. This idea is quite intuitive and we have encountered it in several occasions in the previous sections.
Girvan andNewman considered a special case of the planted �-partitionmodel [12]. They set � = 4, g = 32 (so the number of
graph vertices is n = 128) and fixed the average total degree �k� to 16. This implies that pin+3pout ≈ 1/2, so the probabilities
pin and pout are not independent parameters. In calculation it is common to use as parameters zin = pin(g − 1) = 31pin and
zout = poutg(�−1) = 96pout , indicating the expected internal and external degree of a vertex, respectively. These particular
graphs have by now gained the status of standard benchmarks [12] (Fig. 30). In the first applications of the graphs one
assumed that communities are well defined when zout < 8, corresponding to the situation in which the internal degree
exceeds the external degree. However, the threshold zout = zin = 8 implies pin ≈ 1/4 and pout = 1/12, so it is not the
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a b c

Fig. 30. Benchmark of Girvan and Newman. The three pictures correspond to zin = 15 (a), zin = 11 (b) and zin = 8 (c). In (c) the four groups are hardly
visible. Reprinted figure with permission from Ref. [27].
© 2005, by the Nature Publishing Group.

actual threshold of the model, where pin = pout = 1/8, corresponding to zout ≈ 12. So, one expects30 to be able to detect
the planted partition up until zout ≈ 12.

Testing a method against the Girvan–Newman benchmark consists of calculating the similarity between the partitions
determined by the method and the natural partition of the graph in the four equal-sized groups. Several measures of
partitions’ similarity may be adopted; we describe them in Section 15.2. One usually builds many graph realizations for
a particular value of zout and computes the average similarity between the solutions of themethod and the built-in solution.
The procedure is then iterated for different values of zout . The results are usually represented in a plot, where the average
similarity is drawn as a function of zout . Most algorithms usually do a good job for small zout and start to fail when zout
approaches 8. Fan et al. [406] have designed a weighted version of the benchmark of Girvan and Newman, in that one
gives different weights to edges inside and between communities. One could pick just two values, one for intra- and the
other for inter-community edges, or uniformly distributed values in two different ranges. For this benchmark there are then
two parameters that can be varied: zout and the relative importance of the internal and the external weights. Typically one
fixes the topological structure and varies the weights. This is particularly insightful when zout = 4, which delivers graphs
without topological cluster structure: in this case, the question whether there are clusters or not depends entirely on the
weights.

As we have remarked above, the planted �-partition model generates mutually interconnected random graphs á la
Erdös–Rényi. Therefore, all vertices have approximately the same degree. Moreover, all communities have exactly the same
size by construction. These two features are at odds with what is observed in graph representations of real systems. Degree
distributions are usually skewed, with many vertices with low degree coexisting with a few vertices with high degree. A
similar heterogeneity is also observed in the distribution of cluster sizes, as we shall see in Section 16. So, the planted �-
partition model is not a good description of a real graph with community structure. However, the model can be modified
to account for the heterogeneity of degrees and community sizes. A modified version of the model, called Gaussian random
partition generator, was designed by Brandes et al. [163]. Here the cluster sizes have a Gaussian distribution, so they are not
the same, although they donot differmuch fromeach other. The heterogeneity of the cluster sizes introduces a heterogeneity
in the degree distribution as well, as the expected degree of a vertex depends on the number of vertices of its cluster. Still,
the variability of degree and cluster size is not appreciable. Besides, vertices of the same cluster keep having approximately
the same degree. A better job in this direction has been recently done by Lancichinetti et al. (LFR benchmark) [326]. They
assume that the distributions of degree and community size are power laws, with exponents τ1 and τ2, respectively. Each
vertex shares a fraction 1 − µ of its edges with the other vertices of its community and a fraction µ with the vertices of the
other communities; 0 ≤ µ ≤ 1 is themixing parameter. The graphs are built as follows:

1. A sequence of community sizes obeying the prescribed power law distribution is extracted. This is done by picking
random numbers from a power law distribution with exponent τ2.

2. Each vertex i of a community receives an internal degree (1 − µ)ki, where ki is the degree of vertex i, which is taken by
a power law distribution with exponent τ1. In this way, each vertex i has a number of stubs (1 − µ)ki.

3. All stubs of vertices of the same community are randomly attached to each other, until no more stubs are ‘‘free’’. In this
way the sequence of internal degrees of each vertex in its community is maintained.

4. Each vertex i receives now an additional number of stubs, equal to µki (so that the final degree of the vertex is ki), that
are randomly attached to vertices of different communities, until no more stubs are ‘‘free’’.

Numerical tests show that this procedure has a complexity O(m), where m is as usual the number of edges of the
graph, so it can be used to create graphs of sizes spanning several orders of magnitude. Fig. 31 shows an example

30 However,we stress that, even if communities are there,methodsmay be unable to detect them. The reason is that, due to fluctuations in the distribution
of links in the graphs, already before the limit imposed by the planted partitionmodel itmay be impossible to detect the communities and themodel graphs
may look similar to random graphs.
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Fig. 31. A realization of the LFR benchmark graphs [326], with 500 vertices. The distributions of the vertex degree and of the community size are both
power laws. Such a benchmark is a more faithful approximation of real-world networks with community structure than simpler benchmarks like, e.g., that
by Girvan and Newman [12]. Reprinted figure with permission from Ref. [326].
© 2008, by the American Physical Society.

of a LFR benchmark graph. Recently the LFR benchmark has been extended to directed and weighted graphs with
overlapping communities [403]. The software to create the LFR benchmark graphs can be freely downloaded at
http://santo.fortunato.googlepages.com/inthepress2.

A class of benchmark graphs with power law degree distributions had been previously introduced by Bagrow [407].
The construction process starts from a graph with a power-law degree distribution. Bagrow used Barabási–Albert scale free
graphs [408]. Then, vertices are randomly assigned to one of four equally-sized communities. Finally, pairs of edges between
two communities are rewired so that either edge ends upwithin the same community, without altering the degree sequence
(on average). This is straightforward: suppose that the edges join the vertex pairs a1, b1 and a2, b2, where a1, a2 belong to
community A and b1, b2 to community B. It the edges are replaced by a1–a2 and b1–b2 (provided they do not exist already), all
vertices keep their degrees.With this rewiring procedure one can arbitrarily vary the edge densitywithin and, consequently,
between clusters. In this class of benchmarks, however, communities are all of the same size by construction, although one
can in principle relax this condition.

A (seemingly) different benchmark is represented by the class of relaxed caveman graphs, which were originally
introduced to explain the clustering properties of social networks [409]. The starting point is a set of disconnected cliques.
With some probability edges are rewired to link different cliques. Such model graphs are interesting as they are smooth
variations of the ideal graphwith ‘‘perfect’’ communities, i.e. disconnected cliques. On the other hand themodel is equivalent
to the planted �-partition model, where pin = 1 − p and pout is proportional to p, with coefficient depending on the size of
the clusters.

Benchmark graphs have also been introduced to deal with special types of graphs and/or cluster structures. For instance,
Arenas et al. [273] have introduced a class of benchmark graphs with embedded hierarchical structure, which extends the
class of graphs by Girvan and Newman. Here there are 256 vertices and two hierarchical levels, corresponding to a partition
in 16 groups (microcommunities) with 16 vertices and a partition in 4 larger groups of 64 vertices (macrocommunities),
comprising each 4 of the smaller groups. The edge densities within and between the clusters are indicated by three
parameters zin1 , zin2 and zout : zin1 is the expected internal degree of a vertex within its microcommunity; zin2 is the expected
number of edges that the vertex shares with the vertices of the other microcommunities within its macrocommunity; zout
is the expected number of edges connecting the vertex with vertices of the other three macrocommunities. The average
degree �k� = zin1 + zin2 + zout of a vertex is fixed to 18. Fig. 7 shows an example of hierarchical graph constructed based on
the same principle, with 512 vertices and an average degree of 32.

Guimerà et al. [230] have proposed a model of bipartite graphs with built-in communities. They considered a bipartite
graph of actors and teams, here we describe how to build the benchmarks for general bipartite graphs. One starts from a
bipartite graph whose vertex classes A and B are partitioned into nc groups, CA

i and C
B
i (i = 1, 2, . . . , nc). Each cluster Ci

comprises all vertices of the subgroups C
A
i and C

B
i , respectively. With probability p edges are placed between vertices of

subgroups C
A
i and C

B
i (i = 1, 2, . . . , nc), i.e. within clusters. With probability 1 − p, edges are placed between vertices of

subgroups C
A
i and C

B
j , where i and j are chosen at random, so they can be equal or different. By construction, a non-zero

http://santo.fortunato.googlepages.com/inthepress2
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value of the probability p indicates a preference by vertices to share links with vertices of the same cluster, i.e. for p > 0 the
graph has a built-in community structure. For p = 1 there would be edges only within clusters, i.e. the graph has a perfect
cluster structure.

Finally, Sawardecker et al. introduced a general model, that accounts for the possibility that clusters overlap [410]. The
model is based on the reasonable assumption that the probability pij that two vertices are connected by an edge grows
with the number n0 of communities both vertices belong to. For vertices in different clusters, pij = p0, if they are in
the same cluster (and only in that one) pij = p1, if they belong to the same two clusters pij = p2, etc. By hypothesis,
p0 < p1 ≤ p2 ≤ p3 . . .. The planted �-partition model is recovered when p1 = p2 = p3 . . ..

As we have seen, nearly all existing benchmark graphs are inspired by the planted �-partition model, to some extent.
However, the model needs to be refined to provide a good description of real graphs with community structure. The
hypothesis that the linking probabilities of each vertex with the vertices of its community or of the other communities
are constant is not realistic. It is more plausible that each pair of vertices i and j has its own linking probability pij, and that
such probabilities are correlated for vertices in the same cluster.

Tests on real networks usually focus on a very limited number of examples, for which one has precise information about
the vertices and their properties.

In Section 2 we have introduced two popular real networks with known community structure, i.e. the social network
of Zachary’s karate club and the social network of bottlenose dolphins living in Doubtful Sound (New Zealand), studied
by Lusseau. Here, the question is whether the actual separation in two social groups could be predicted from the graph
topology. Zachary’s karate club is by far themost investigated system. Several algorithms are actually able to identify the two
classes, modulo a few intermediate vertices, whichmay bemisclassified. Othermethods are less successful: for instance, the
maximumof Newman–Girvanmodularity corresponds to a split of the network in four groups [188,48]. Anotherwell known
example is the network of American college football teams, derived by Girvan and Newman [12]. There are 115 vertices,
representing the teams, and two vertices are connected if their teams play against each other. The teams are divided into
12 conferences. Games between teams in the same conference are more frequent than games between teams of different
conferences, so one has a natural partition where the communities correspond to the conferences.

When dealing with real networks, it is useful to resolve their community structure with different clustering techniques,
to cross-check the results andmake sure that they are consistent with each other, as in some cases the answer may strongly
depend on the specific algorithm adopted. However, one has to keep in mind that there is no guarantee that ‘‘reasonable’’
communities, defined on the basis of non-structural information, must coincide with those detected bymethods based only
on the graph structure.

15.2. Comparing partitions: Measures

Checking the performance of an algorithm involves defining a criterion to establish how ‘‘similar’’ the partition delivered
by the algorithm is to the partition onewishes to recover. Severalmeasures for the similarity of partitions exist. In this section
we present and discuss the most popular measures. A thorough introduction of similarity measures for graph partitions has
been given by Meilă [411] and we will follow it closely.

Let us consider two generic partitions X = (X1, X2, . . . , XnX ) and Y = (Y1, Y2, . . . , YnY ) of a graph G, with nX and nY
clusters, respectively. We indicate with n the number of graph vertices, with nX

i and nY
j the number of vertices in clusters Xi

and Yj and with nij the number of vertices shared by clusters Xi and Yj: nij = |Xi
�

Yj|.
In the first tests using the benchmark graphs by Girvan and Newman (Section 15.1) scholars used ameasure proposed by

Girvan and Newman themselves, the fraction of correctly classified vertices. A vertex is correctly classified if it is in the same
cluster with at least half of its ‘‘natural’’ partners. If the partition found by the algorithm has clusters given by themerging of
two ormore natural groups, all vertices of the cluster are considered incorrectly classified. The number of correctly classified
vertices is then divided by the total size of the graph, to yield a number between 0 and 1. The recipe to label vertices as
correctly or incorrectly classified is somewhat arbitrary, though.

Apart from the fraction of correctly classified vertices, which is somewhat ad hoc and distinguishes the roles of the natural
partition and of the algorithm’s partition, most similarity measures can be divided in three categories: measures based on
pair counting, cluster matching and information theory.

Measures based on pair counting depend on the number of pairs of vertices which are classified in the same (different)
clusters in the two partitions. In particular a11 indicates the number of pairs of vertices which are in the same community
in both partitions, a01 (a10) the number of pairs of elements which are put in the same community in X (Y) and in
different communities in Y (X) and a00 the number of pairs of vertices that are in different communities in both partitions.
Wallace [412] proposed the two indices

WI = a11�
k
nX
k (n

X
k − 1)/2

; WII = a11�
k
nY
k (n

Y
k − 1)/2

. (87)

WI and WII represent the probability that vertex pairs in the same cluster of X are also in the same cluster for Y, and vice
versa. These indices are asymmetrical, as the role of the two partitions is not the same. Fowlkes andMallows [413] suggested
to use the geometric mean ofWI and WII , which is symmetric.



S. Fortunato / Physics Reports 486 (2010) 75–174 149

The Rand index [414] is the ratio of the number of vertex pairs correctly classified in both partitions (i.e. either in the
same or in different clusters), by the total number of pairs

R(X, Y) = a11 + a00
a11 + a01 + a10 + a00

. (88)

A measure equivalent to the Rand index is theMirkin metric [415]

M(X, Y) = 2(a01 + a10) = n(n − 1)[1 − R(X, Y)]. (89)

The Jaccard index is the ratio of the number of vertex pairs classified in the same cluster in both partitions, by the number
of vertex pairs which are classified in the same cluster in at least one partition, i.e.

J(X, Y) = a11
a11 + a01 + a10

. (90)

Adjusted versions of both the Rand and the Jaccard index exist, in that a null model is introduced, corresponding to the
hypothesis of independence of the two partitions [411]. The null model expectation value of the measure is subtracted from
the unadjusted version, and the result is normalized by the range of this difference, yielding 1 for identical partitions and 0
as expected value for independent partitions (negative values are possible as well). Unadjusted indices have the drawback
that they are not local, i.e. the result depends on how the whole graph is partitioned, even when the partitions differ only
in a small region of the graph.

Similarity measures based on cluster matching aim at finding the largest overlaps between pairs of clusters of different
partitions. For instance, the classification error H(X, Y) is defined as [416]

H(X, Y) = 1 − 1
n
max

π

nX�

k=1

nkπ(k), (91)

where π is an injective mapping from the cluster indices of partition Y to the cluster indices of partition X. The maximum
is taken over all possible injections {π}. In this way one recovers the maximum overlap between the clusters of the two
partitions. An alternative measure is the normalized Van Dongen metric, defined as [417]

D(X, Y) = 1 − 1
2n

�
nX�

k=1

max
k�

nkk� +
nY�

k�=1

max
k

nkk�

�

. (92)

A common problem of this type ofmeasure is that some clustersmay not be taken into account, if their overlapwith clusters
of the other partition is not large enough. Therefore if we compute the similarity between two partitions X and X

� and
partition Y, with X and X

� differing from each other by a different subdivision of parts of the graph that are not used to
compute the measure, one would obtain the same score.

The third class of similarity measures is based on reformulating the problem of comparing partitions as a problem of
message decodingwithin the framework of information theory [279]. The idea is that, if two partitions are similar, one needs
very little information to infer one partition given the other. This extra information can be used as ameasure of dissimilarity.
To evaluate the Shannon information content [279] of a partition, one starts by considering the community assignments {xi}
and {yi}, where xi and yi indicate the cluster labels of vertex i in partition X and Y, respectively. One assumes that the labels
x and y are values of two random variables X and Y , with joint distribution P(x, y) = P(X = x, Y = y) = nxy/n, which
implies that P(x) = P(X = x) = nX

x /n and P(y) = P(Y = y) = nY
y /n. The mutual information I(X, Y ) of two random

variables has been previously defined in Eq. (70), and can be applied as well to partitions X and Y, since they are described
by random variables. Actually I(X, Y ) = H(X) − H(X |Y ), where H(X) = − �

x P(x) log P(x) is the Shannon entropy of X
and H(X |Y ) = − �

x,y P(x, y) log P(x|y) is the conditional entropy of X given Y . The mutual information is not ideal as a
similarity measure: in fact, given a partition X, all partitions derived from X by further partitioning (some of) its clusters
would all have the same mutual information with X, even though they could be very different from each other. In this case
the mutual information would simply equal the entropy H(X), because the conditional entropy would be systematically
zero. To avoid that, Danon et al. adopted the normalized mutual information [238]

Inorm(X, Y) = 2I(X, Y )

H(X) + H(Y )
, (93)

which is currently very often used in tests of graph clustering algorithms. The normalized mutual information equals 1 if
the partitions are identical, whereas it has an expected value of 0 if the partitions are independent. Themeasure, defined for
standard partitions, in which each vertex belongs to only one cluster, has been recently extended to the case of overlapping
clusters by Lancichinetti et al. [110]. The extension is not straightforward as the community assignments of a partition are
now specified by a vectorial random variable, since each vertex may belong to more clusters simultaneously. In fact, the
definition by Lancichinetti et al. is not a proper extension of the normalized mutual information, in the sense that it does
not recover exactly the same value of the original measure for the comparison of proper partitions without overlap, even
though the values are close.
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Meilă [411] introduced the variation of information

V (X, Y) = H(X |Y ) + H(Y |X), (94)

which has some desirable properties with respect to the normalized mutual information and other measures. In particular,
it defines a metric in the space of partitions as it has the properties of distance. It is also a local measure, i.e. the similarity
of partitions differing only in a small portion of a graph depends on the differences of the clusters in that region, and not
on the partition of the rest of the graph. The maximum value of the variation of information is log n, so similarity values for
partitions of graphs with different size cannot be compared with each other. For meaningful comparisons one could divide
V (X, Y) by log n, as suggested by Karrer et al. [393].

A concept related to similarity is that of distance, which indicates basically how many operations need to be performed
in order to transform a partition to another. Gustafsson et al. defined two distance measures for partitions [418]. They are
both based on the concept ofmeet of two partitions, which is defined as

M =
nA�

i=1

nB�

j=1

�
Xi

�
Yj

�
. (95)

The distancemeasures aremmoved andmdiv . In both cases they are determined by summing the distances ofX andY from the
meet M. Formmoved the distance of X (Y) from the meet is the minimum number of elements that must be moved between
X and Y so that X (Y) and M coincide [419]. For mdiv the distance of X (Y) from the meet is the minimum number of
divisions that must be done in X (Y) so that X (Y) and M coincide [420]. Such distance measures can easily be transformed
in similarity measures, like

Imoved = 1 − mmoved/n, Idiv = 1 − mdiv/n. (96)

Identical partitions have zero mutual distance and similarity 1 based on Eq. (96).
Finally an important problem is how to define the similarity between clusters. If two partitions X and Y of a graph are

similar, each cluster of X will be very similar to one cluster of Y, and vice versa, and it is important to identify the pairs
of corresponding clusters. For instance, if one has information about the time evolution of a graph, one could monitor the
dynamics of single clusters as well, by keeping track of each cluster at different time steps [380]. Given clusters Xi and Yj,
their similarity can be defined through the relative overlap sij

sij = |Xi
�

Yj|
|Xi

�
Yj|

. (97)

In this way, looking for the cluster of Y corresponding to Xi means finding the cluster Yj that maximizes sij. The index sij can
be used to define similaritymeasures for partitions aswell [421,406]. An interesting discussion on the problem of comparing
partitions, along with further definitions of similarity measures not discussed here, can be found in Ref. [422].

15.3. Comparing algorithms

The first systematic comparative analysis of graph clustering techniques has been carried out by Danon et al. [238]. They
compared the performances of various algorithms on the benchmark graphs by Girvan and Newman (Section 15.1). The
algorithms examined are listed in Table 1, along with their complexity. Fig. 32 shows the performance of all algorithms.
Instead of showing the whole curves of the similarity versus zout (Section 15.1), which would display a fuzzy picture with
many strongly overlapping curves, difficult to appreciate, Danon et al. considered three values for zout (6, 7 and 8), and
represented the result for each algorithm as a group of three columns, indicating the average value of the similarity between
the planted partition and the partition found by the method for each of the three zout-values. The similarity was measured
in terms of the fraction of correctly classified vertices (Section 15.1). The comparison shows that modularity optimization
via simulated annealing (Section 6.1.2) yields the best results, although it is a rather slow procedure, that cannot be applied
to graphs of size of the order of 105 vertices or larger. On the other hand, we have already pointed out that the benchmark
by Girvan and Newman is not a good representation of real graphs with community structure, which are characterized by
heterogeneous distributions of degree and community sizes. In this respect, the class of graphs designed by Lancichinetti
et al. (LFR benchmark) [326] (Section 15.1) poses a farmore severe test to clustering techniques. For instance,manymethods
have problems to detect clusters of very different sizes (likemostmethods listed in Table 1). For this reason, Lancichinetti and
Fortunato have carried out a careful comparative analysis of community detection methods on the much more restrictive
LFR benchmark [424]. The algorithms chosen are listed in Table 2. In Fig. 33 the performances of the algorithms on the LFR
benchmark are compared. Whenever possible, tests on the versions of the LFR benchmark with directed edges, weighted
edges and/or overlapping communities [403] were carried out. Lancichinetti and Fortunato also tested the methods on
random graphs, to check whether they are able to notice the absence of community structure. From the results of all tests,
the Infomap method by Rosvall and Bergstrom [58] appears to be the best, but also the algorithms by Blondel et al. [179]
and by Ronhovde and Nussinov [367] have good performance. These three methods are also very fast, with a complexity
which is essentially linear in the system size, so they can be applied to large systems. On the other hand, modularity-based
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Table 1
List of the algorithms used in the comparative analysis of Danon et al. [238]. The first column indicates the names of the algorithm designers, the second
the original reference of the work, the third the symbol used to indicate the algorithm and the last the computational complexity of the technique. Adapted
from Ref. [238].

Author Ref. Label Order

Eckmann & Moses [334] EM O(m�k2�)
Zhou & Lipowsky [264] ZL O(n3)
Latapy & Pons [100] LP O(n3)

Clauset et al. [174] NF O(n log2 n)
Newman & Girvan [54] NG O(nm2)
Girvan & Newman [12] GN O(n2m)
Guimerà et al. [185,27] SA Parameter dependent
Duch & Arenas [188] DA O(n2 log n)
Fortunato et al. [171] FLM O(m3n)
Radicchi et al. [78] RCCLP O(m4/n2)
Donetti & Muñoz [48,423] DM/DMN O(n3)
Bagrow & Bollt [327] BB O(n3)
Capocci et al. [250] CSCC O(n2)
Wu & Huberman [336] WH O(n + m)
Palla et al. [28] PK O(exp(n))
Reichardt & Bornholdt [256] RB Parameter dependent

Fig. 32. Relative performances of the algorithms listed in Table 1 on the Girvan–Newman benchmark, for three values of the expected average external
degree zout . Reprinted figure with permission from Ref. [238].
© 2005, by IOP Publishing and SISSA.

methods (with the exception of the method by Blondel et al.) have rather poor performance, which worsens for larger
systems and smaller communities, due to the well known resolution limit of modularity [236]. The performance of the
remainingmethodsworsens considerably if one increases the system size (DMand Infomod) or the community size (Cfinder,
MCL and method by Radicchi et al.).

Fan et al. have evaluated the performance of some algorithms to detect communities on weighted graphs [406].
The algorithms are: modularity maximization, carried out with extremal optimization (WEO) (Section 6.1.3); the
Girvan–Newman algorithm (WGN) (Section 5.1); the Pottsmodel algorithmby Reichardt and Bornholdt (Potts) (Section 8.1).
All these techniques have been originally introduced for unweighted graphs, but we have shown that they can easily be
extended toweighted graphs. The algorithmswere tested on theweighted version of the benchmark of Girvan andNewman,
thatwe discussed in Section 15.1. Edgeweights have only two values:winter for inter-cluster edges andwintra for intra-cluster
edges. Such values are linked by the relationwintra+winter = 2, so they are not independent. For testing one uses realizations
of the benchmark with fixed topology (i.e. fixed zout ) and variable weights. In Fig. 34 the comparative performance of the
three algorithms is illustrated. The topology of the benchmark graphs corresponds to zout = 8, i.e. to graphs in which each
vertex has approximately the same number of neighbors inside and outside its community. By varying winter from 0 to 2
one goes smoothly from a situation in which most of the weight is concentrated inside the clusters, to a situation in which
instead theweight is concentrated between the clusters. From Fig. 34we see thatWEO and Potts aremore reliablemethods.

Sawardecker et al. have tested methods to detect overlapping communities [410]. They considered three algorithms:
modularity optimization, the Clique Percolation Method (CPM) (Section 11.1) and the modularity landscape surveying
method by Sales-Pardo et al. [368] (Section 12.2). For testing, Sawardecker et al. defined a class of benchmark graphs in
which the linking probability between vertices is an increasing function of the number of clusters the vertices belong to.
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Fig. 33. Performances of several algorithms on the LFR benchmark [424]. The plots show the normalized mutual information (in the version proposed
in Ref. [110]) as a function of the mixing parameter of the benchmark graphs. The different curves for each method refer to different system sizes (1000
and 5000 vertices) and community size ranges [(S) = from 10 to 50 vertices, (B) = from 20 to 100 vertices]. For the GN algorithm only the smaller graph
size was adopted, due to the high complexity of the method, whereas for the EM method there are eight curves instead of four because for each set of
benchmark graphs the algorithm was run starting from two different initial conditions. Reprinted figure with permission from Ref. [424].
© 2009, by the American Physical Society.

We have described this benchmark in Section 15.1. It turns out that the modularity landscape surveying method is able to
identify overlaps between communities, as long as the fraction of overlapping vertices is small. Curiously, the CPM, designed
to find overlapping communities, has a poor performance, as the overlapping vertices found by the algorithm are in general
different from the overlapping vertices of the planted partition of the benchmark. The authors also remark that, if the overlap
between two clusters is not too small, it may be hard (for any method) to recognize whether the clusters are overlapping or
hierarchically organized, i.e. loosely connected clusters within a large cluster.

We close the section with some general remarks concerning testing. We have seen that a testing procedure requires two
crucial ingredients: benchmark graphs with built-in community structure and clustering algorithms that try to recover it.
Such two elements are not independent, however, as they are both based on the concept of community. If the underlying
notions of community for the benchmark and the algorithm are very different, one can hardly expect that the algorithmwill
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Table 2
List of the algorithms used in the comparative analysis of Lancichinetti and Fortunato [424]. The first column indicates the names of the algorithmdesigners,
the second the original reference of the work, the third the symbol used to indicate the algorithm and the last the computational complexity of the
technique.

Author Ref. Label Order

Girvan & Newman [12,54] GN O(nm2)

Clauset et al. [174] Clauset et al. O(n log2 n)
Blondel et al. [179] Blondel et al. O(m)
Guimerà et al. [185,27] Sim. Ann. Parameter dependent
Radicchi et al. [78] Radicchi et al. O(m4/n2)
Palla et al. [28] Cfinder O(exp(n))
Van Dongen [271] MCL O(nk2), k < n parameter
Rosvall & Bergstrom [315] Infomod Parameter dependent
Rosvall & Bergstrom [58] Infomap O(m)
Donetti & Muñoz [48,423] DM O(n3)
Newman & Leicht [290] EM Parameter dependent
Ronhovde & Nussinov [367] RN O(mβ log n), β ∼ 1.3
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Fig. 34. Comparative evaluation of the performances of algorithms to find communities in weighted graphs. Tests are carried out on a weighted version of
the benchmark of Girvan andNewman. The two plots showhow good the algorithms are in terms of the precision and accuracywithwhich they recover the
planted partition of the benchmark. Precision indicates how close the values of similarity between the planted and the model partition are after repeated
experiments with the same set of parameters; accuracy indicates how close the similarity values are to the ideal result (1) after repeated experiments with
the same set of parameters. The similarity measure adopted here is based on the relative overlap of clusters of Eq. (97). We see that the maximization of
modularity with extremal optimization (WEO) and the Pottsmodel algorithm (Potts) are both precise and accurate as long as theweight of the inter-cluster
edges winter remains lower than the weight of the intra-cluster edges (winter < 1). Reprinted figures with permission from Ref. [406].
© 2007, by Elsevier.

do a good job on the benchmark. Furthermore, there is a third element, i.e. the quality of a partition. All benchmarks start
from a situation in which communities are clearly identified, i.e. connected components of the graph, and introduce some
amount of noise, that eventually leads to a scenario where clusters are hardly or no longer detectable. It is then important to



154 S. Fortunato / Physics Reports 486 (2010) 75–174

Fig. 35. Cumulative distribution of community sizes for the Amazon purchasing network. The partition is derived by greedy modularity optimization.
Reprinted figure with permission from Ref. [174].
© 2004, by the American Physical Society.

keep track of how the quality of the natural partition of the benchmark worsens as the amount of noise increases, in order
to distinguish configurations in which the graphs have a cluster structure, that an algorithm should then be able to resolve,
from configurations in which the noise prevails and the natural clusters are not meaningful. Moreover, quality functions are
important to evaluate the performance of an algorithmon graphswhose community structure is unknown. Quality functions
are strongly related to the concept of community as well, as they are supposed to evaluate the goodness of the clusters, so
they require a clear quantitative concept of what a cluster is. It is very important for any testing framework to check for the
mutual dependencies between the benchmark, the quality function used to evaluate partitions, and the clustering algorithm
to be tested. This issue has so far received very little attention [425]. Finally, empirical tests are also very important, as one
ultimately wishes to apply clustering techniques to real graphs. Therefore, it is crucial to collect more data sets of graphs
whose community structure is known or deducible from information on the vertices and their edges.

16. General properties of real clusters

What are the general properties of partitions and clusters of real graphs? Inmany papers on graph clustering applications
to real systems are presented. In spite of the variety of clustering methods that one could employ, in many cases partitions
derived from different techniques are rather similar to each other, so the general properties of clusters do not dependmuch
on the particular algorithm used. The analysis of clusters and their properties delivers amesoscopic description of the graph,
where the communities, and not the vertices, are the elementary units of the topology. The termmesoscopic is used because
the relevant scale here lies between the scale of the vertices and that of the full graph.

One of the first issues addressed was whether the communities of a graph are usually about of the same size or whether
the community sizes have some special distribution. Most clustering techniques consistently find skewed distributions of
community sizes, with a tail described with good approximation by a power law (at least, a sizeable portion of the curve)
with exponents in the range between 1 and 3 [28,13,14,174,78]. So, there seems to be no characteristic size for a community:
small communities usually coexist with large ones. As an example, Fig. 35 shows the cumulative distribution of community
sizes for a recommendation network of the online vendor Amazon.com. Vertices are products and there is a connection
between item A and B if B was frequently purchased by buyers of A. Recall that the cumulative distribution is the integral
of the probability distribution: if the cumulative distribution is a power law s−α , the probability distribution is also a power
law with exponent −(α + 1).

Leskovec et al. [426] have gone one step further. They carried out a systematic analysis of communities in large real
networks, including traditional and on-line social networks, technological, information networks andweb graphs. Themain
goalwas to assess the quality of communities at various sizes. As a quality function the conductance of the clusterwas chosen.
We recall that the conductance of a cluster is the ratio between the cut size of the cluster and the minimum between the
total degree of the cluster and that of the rest of the graph (Section 4.1). So, if the cluster is much smaller than the whole
graph, the conductance equals the ratio between the cut size and the total degree of the cluster. Since a ‘‘good’’ cluster is
characterized by a low cut size and a large internal density of edges, low values of the conductance indicate good clusters. For
each real network Leskovec et al. derived the network community profile plot (NCPP), showing the minimum conductance
score among subgraphs of a given size as a function of the size. Interestingly, they found that the NCPPs of all networks
they studied have a characteristic shape: they go downwards up until subgraphs with about 100 vertices, and then they
rise monotonically for larger subgraphs (Fig. 36). This seems to suggest that communities are well defined only when they
are fairly small in size. Such small clusters are weakly connected to the rest of the graph, often by a single edge (in this
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Whiskers
Core

Fig. 36. Analysis of communities in large real networks by Leskovec et al. [426]. (Left) Typical shape of the network community profile plot (NCPP),
showing how the minimum conductance of subgraphs of size n varies with n. The plot indicates that the ‘‘best’’ communities have a size of about 100
vertices (minimumof the curve), whereas communities of larger sizes are not well-defined. In the plot two other NCPPs are shown: the one labeled Rewired
network corresponds to a randomized version of the network, where edges are randomly rewired by keeping the degree distribution; the one labeled Bag
of whiskers gives the minimum conductance scores of clusters composed of disconnected pieces. (Right) Scheme of the core-periphery structure of large
social and information networks derived by Leskovec et al. based on the results of their empirical analysis. Most of the vertices are in a central core, which
does not have a clear community structure, whereas the best communities, which are rather small, are weakly connected to the core. Reprinted figure with
permission from Ref. [426].

case they are called whiskers), and form the periphery of the network. The other vertices form a big core, in which larger
clusters are well connected to each other, and are therefore barely distinguishable (Fig. 36). Leskovec et al. performed low-
conductance cuts with several methods, to ensure that the result is not a simple artifact of a particular chosen technique.
Moreover, they have also verified that, for large real networks with known community structure (such as, e.g., the social
network of the on-line blogging site LiveJournal, with its user groups), the NCPP has the same qualitative shape if one takes
the real communities instead of low-conductance subgraphs. The analysis by Leskovec et al. may shed new light on our
understanding of community structure and its detection in large networks. The fact that the ‘‘best’’ communities appear to
have a characteristic size of about 100 vertices is consistent with Dunbar conjecture that 150 is the upper size limit for a
working human community [427]. On the other hand, if large communities are verymixedwith each other, as Leskovec et al.
claim, they could hardly be considered communities, and the alleged ‘‘community structure’’ of large networks would be
limited to their peripheral region. The results by Leskovec et al. may be affected by the properties of conductance, and need
to be validated with alternative approaches. In any case, whatever the value of the quality score of a cluster may be (low
or high), it is necessary to estimate the significance of the cluster (Section 14), before deciding whether it is a meaningful
structure or not.

If the community structure of a graph is known, it is possible to classify vertices according to their roles within their
community, which may allow to infer individual properties of the vertices. A promising classification has been proposed by
Guimerà and Amaral [27,428]. The role of a vertex depends on the values of two indices, the within-module degree and the
participation ratio (though other variables may be chosen, in principle). The within-module degree zi of vertex i is defined as

zi = κi − κ̄si

σκsi

, (98)

where κi is the internal degree of i in its cluster si, κ̄si and σκsi
the average and standard deviation of the internal degrees

for all vertices of cluster si. The within-module degree is then defined as the z-score of the internal degree κi. Large values
of z indicate that the vertex has many more neighbors within its community than most other vertices of the community.
Vertices with z ≥ 2.5 are classified as hubs, if z < 2.5 they are non-hubs. The participation ratio Pi of vertex i is defined as

Pi = 1 −
nc�

s=1

�
κis

ki

�2

. (99)

Here κis is the internal degree of i in cluster s, ki the degree of i. Values of P close to 1 indicate that the neighbors of the
vertex are uniformly distributed among all clusters; if all neighbors are within the cluster of the vertex, instead, P = 0.
Based on the values of the pair (z, P), Guimerà and Amaral distinguished seven roles for the vertices. Non-hub vertices can
be ultra-peripheral (P ≈ 0), peripheral (P < 0.625), connectors (0.625 < P < 0.8) and kinless vertices (P > 0.8). Hub
vertices are classified in provincial hubs (P <∼ 0.3), connector hubs (0.3 < P < 0.75) and kinless hubs (P > 0.75). The
regions of the z–P plane corresponding to the seven roles are highlighted in Fig. 37. We stress that the actual boundaries
of the regions can be chosen rather arbitrarily. On graphs without community structure, like Erdös–Rényi [11] random
graphs and Barabási–Albert [408] graphs (Appendix A.3), non-hubs aremostly kinless vertices. In addition, if there are hubs,
like in Barabási–Albert graphs, they are kinless hubs. Kinless hubs (non-hubs) vertices have less than half (one third) of
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Fig. 37. Regions of the z–P plane defining the roles of vertices in the modular structure of a graph, according to the scheme of Guimerà and Amaral [27,
428]. Reprinted figure with permission from Ref. [27].
© 2005, by the Nature Publishing Group.

their neighbors inside any cluster, so they are not clearly associated to a cluster. On real graphs, the topological roles can be
correlated to functions of vertices: inmetabolic networks, for instance, connector hubs,which sharemost edgeswith vertices
of other clusters than their own, are often metabolites which are more conserved across species than other metabolites, i.e.
they have an evolutionary advantage [27].

If communities are overlapping, one can explore other statistical properties, like the distributions of the overlaps and of
the vertex memberships. The overlap is defined as the number of vertices shared by each pair of overlapping clusters; the
membership of a vertex is the number of communities including the vertex. Both distributions turn out to be skewed, so
there seem to be no characteristic values for the overlap and themembership. Moreover, one could derive a network, where
the communities are the vertices and pairs of vertices are connected if their corresponding communities overlap [28]. Such
networks seem to have some special properties. For instance, the degree distribution is a particular function, with an initial
exponential decay followed by a slower power law decay.31 We stress that the above results have been obtained with the
Clique Percolation Method by Palla et al. (Section 11.1) and it is not clear whether other techniques would confirm them or
not. In a recent analysis it has been shown that the degree distribution of the network of communities can be reproduced by
assuming that the graph grows according to a simple preferential attachment mechanism, where communities with large
degree have an enhanced chance to interact/overlap with new communities [43].

17. Applications on real-world networks

The ultimate goal of clustering algorithms is trying to infer properties of and relationships between vertices, that are
not available from direct observation/measurement. If the scientific community agrees on a set of reliable techniques, one
could then proceed with careful investigations of systems in various domains. So far, most works in the literature on graph
clustering focused on the development of new algorithms, and applications were limited to those few benchmark graphs
that one typically uses for testing (Section 15.1). Still, there are also applications aiming at understanding real systems. Some
results have been actually mentioned in the previous sections. This section is supposed to give a flavor of what can be done
by using clustering algorithms. Therefore, the list of works presented here is by no means exhaustive. Most studies focus on
biological and social networks. We mention a few applications to other types of networks as well.

17.1. Biological networks

The recent abundance of genomic data has allowed us to explore the cell at an unprecedented depth. A wealth of
information is available on interactions involving proteins and genes, metabolic processes, etc. In order to study cellular
systems, the graph representation is regularly used. Protein–protein interaction networks (PIN), gene regulatory networks

31 This holds for the networks considered by Palla et al. [28] like, e.g., the word association network (Section 2) and a coauthorship network of physicists.
There is no a priori reason to believe that this result is general.
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(GRN) and metabolic networks (MN) are meanwhile standard objects of investigation in biology and bioinformatics
[429].

Biological networks are characterized by a remarkable modular organization, reflecting functional associations between
their components. For instance, proteins tend to be associated in two types of cellular modules: protein complexes and
functional modules. A protein complex is a group of proteins that mutually interact at the same time and space, forming a
sort of physical object. Examples are transcription factor complexes, protein transport and export complexes, etc. Functional
modules instead are groups of proteins taking place in the same cellular process, even if the interactions may happen at
different times and places. Examples are the CDK/cyclinmodule, responsible for cell-cycle progression, the yeast pheromone
response pathway, etc. Identifying cellular modules is fundamental to uncover the organization and dynamics of cell
functions. However, the information on cell units (e.g. proteins, genes) and their interactions is often incomplete, or even
incorrect, due to noise in the data produced by the experiments. Therefore, inferring modules from the topology of cellular
networks enables one to restrict the set of possible scenarios and can be a safe guide for future experiments.

Rives and Galitski [22] studied the modular organization of a subset of the PIN of the yeast (Saccharomyces cerevisiae),
consisting of the (signaling) proteins involved in the processes leading the microorganism to a filamentous form. The
clusters were detected with a hierarchical clustering technique. Proteins mostly interacting with members of their
own cluster are often essential proteins; edges between modules are important points of communication. Spirin and
Mirny [23] identified protein complexes and functional modules in yeast with different techniques: clique detection,
superparamagnetic clustering [255] and optimization of cluster edge density. They estimated the statistical significance of
the clusters by computing the p-values of seeing those clusters in random graphs with the same expected degree sequence
as the original network. From the known functional annotations of yeast genes one can see that the modules usually
group proteins with the same or consistent biological functions. Indeed, in many cases, the modules exactly coincide with
known protein complexes. The results appear robust if noise is introduced in the system, to simulate the noise present in
the experimental data. Functional modules in yeast were also found by Chen and Yuan [24], who applied the algorithm
by Girvan and Newman with a modified definition of edge betweenness (Section 5.1). The standard Girvan–Newman
algorithm has proved to be reliable to detect functional modules in PINs [430]. The novelty of the work by Chen and
Yuan is its focus on weighted PINs, where the weights come from information derived through microarray expression
profiles. Weights add information about the system and should lead to a more reliable modular structure. By knocking
out genes in the same structural cluster similar phenotypes appeared, suggesting that the genes have similar biological
roles. Moreover, the clusters often contained known protein complexes, either entirely or to a large extent. Finally, Chen
and Yuan were able to make predictions of the unknown function of some genes, based on the structural module they
belong to: gene function prediction is the most promising outcome deriving from the application of clustering techniques
to PINs. Farutin et al. [431] have adopted a local concept of community, and derived a hierarchical decomposition of
PINs, in that the modules identified at some level become the vertices of a network at the higher level. Communities
are overlapping, to account for the fact that proteins (and whole modules) may have diverse biological functions. High
level structures detected in a human PIN correspond to general biological concepts like signal transduction, regulation of
gene expression, intercellular communication. Sen et al. [432] identified protein clusters for yeast from the eigenvectors of
the Laplacian matrix (Appendix A.2), computed via Singular Value Decomposition. In a recent analysis, Lewis et al. [433]
carefully explored the relationship between structural communities of PINs and their biological function. Communities
were detected with the multiresolution approach by Reichardt and Bornholt [85] (Section 6.2). A community is considered
biologically homogeneous if the functional similarity between protein pairs of the community (extracted through the
Gene Ontology database [434]) is larger than the functional similarity between all protein pairs of the network. Lewis
et al. also specified the comparison to interacting and non-interacting protein pairs. As a result, many communities
turn out to be biologically homogeneous, especially if they are not too small. Moreover, some topological attributes
of communities, like the within-community clustering coefficient (i.e. the average value of the clustering coefficients
of the vertices of a community, computed by considering just the neighbors belonging to the community) and link
density (density of internal edges), are good indicators of biological homogeneity: the former is strongly correlated with
biological homogeneity, independently of the community size, whereas for the latter the correlation is strong for large
communities.

Metabolic networks have also been extensively investigated. We have already discussed the ‘‘functional cartography’’
designed by Guimerà and Amaral [27,428], which applies to general types of network, not necessarily metabolic. A
hierarchical decomposition of metabolic networks has been derived by Holme et al. [164], by using a hierarchical clustering
technique inspired by the algorithm by Girvan and Newman (Section 5.1). Here, vertices are removed based on their
betweenness values, which are obtained by dividing the standard site betweenness scores [40] by the in-degree of the
respective vertices. A picture of metabolic network emerges, in which there are core clusters centered at hub-substances,
surrounded by outer shells of less connected substances, and a few other clusters at intermediate scales. In general, clusters
at different scales seem to be meaningful, so the whole hierarchy should be taken into account.

Wilkinson and Huberman [161] analyzed a network of gene co-occurrence to find groups of related genes. The network
is built by connecting pairs of genes that are mentioned together in the abstract of articles of the Medline database
(http://medline.cos.com/). Clusters were found with a modified version of the algorithm by Girvan and Newman, in which
edge betweenness is computed by considering the shortest paths of a small subset of all vertex pairs, to gain computer time
(Section 5.1). As a result, genes belonging to the same cluster turn out to be functionally related to each other. Co-occurrence

http://medline.cos.com/
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Fig. 38. Community structure of a social network of mobile phone communication in Belgium. Dots indicate subcommunities at the lower hierarchical
level (withmore than 100 people) and are colored in a red–green scale to represent the level of representation of the twomain languages spoken in Belgium
(red for French and green for Dutch). Communities of the two larger groups are linguistically homogeneous, with more than 85% of people speaking the
same language. Only one community (zoomed), which lies at the border between the twomain aggregations, has amore balanced distribution of languages.
Reprinted figure with permission from Ref. [179].
© 2008, by IOP Publishing and SISSA.

of terms is also used to extract associations between genes and diseases, to find out which genes are relevant for a specific
disease. Communities of genes related to colon cancer can be helpful to identify the function of the genes.

17.2. Social networks

Networks depicting social interactions between people have been studied for decades [3,4]. Recently the modern Infor-
mation and Communication Technology (ICT) has opened new interaction modes between individuals, like mobile phone
communications and online interactions enabled by the Internet. Such new social exchanges can be accurately monitored
for very large systems, includingmillions of individuals, whose study represents a huge opportunity for social science. Com-
munities of social networks can be friendship circles, groups of people sharing common interests and/or activities, etc.

Blondel et al. have analyzed a network ofmobile phone communications betweenusers of a Belgian phone operator [179].
The vertices of the graph are 2.6millions and the edges areweighted by the cumulative duration of phone calls betweenusers
in the observation time frame. The clustering analysis, performedwith a fast hierarchicalmodularity optimization technique
developed by the authors (discussed in Section 6.1.1), delivers six hierarchical levels. The highest level consists of 261 groups
with more than 100 vertices, which are clearly arranged in two main groups, linguistically homogeneous, reflecting the
linguistic split of Belgian population (Fig. 38). Tyler et al. [160] studied a network of e-mail exchanges between people
working at HP Labs. They applied the samemodified version of Girvan–Newman algorithm that two of the authors have used
to find communities of related genes [161] (Section 17.1). The method enables one to measure the degree of membership
of each vertex in a community and allows for overlaps between communities. The detected clusters matched quite closely
the organization of the Labs in departments and project groups, as confirmed by interviews conducted with researchers.

Social networking sites, likeMyspace (www.myspace.com), Friendster (www.friendster.com), Facebook (www.facebook.
com), etc. have become extremely popular in the last years. They are online platforms that allow people to communicate
with friends, send e-mails, solicit opinions on specific issues, spread ideas and/or fads, etc. Traud et al. [422] used
anonymous Facebook data to create networks of friendships between students of different American universities, where
vertices/students are connected if they are friends on Facebook. Communities were detected by applying a variant of
Newman’s spectral optimization of modularity (Section 6.1.4): the results were further refined through additional steps
á la Kernighan–Lin (Section 4.1). One of the goals of the study was to infer relationships between the online and offline lives
of the students. By using demographic information on the students’ populations, one finds that communities are organized
by class year or by House (dormitory) affiliation, depending on the university (Fig. 39). Yuta et al. [435] observed a gap in the
community size distribution of a friendship network extracted frommixi (mixi.jp), the largest social networking site in Japan

www.myspace.com
www.myspace.com
www.myspace.com
www.friendster.com
www.friendster.com
www.friendster.com
www.facebook.com
www.facebook.com
www.facebook.com
mixi.jp
mixi.jp
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Fig. 39. Communities in social networking sites. (Top) Visualization of a network of friendships between students at Caltech, constructed from Facebook
data (September 2005). The colors/shapes indicate the dormitories (Houses) of the students. (Bottom) Topological communities of the network, which are
quite homogeneous with respect to House affiliation. Reprinted figures with permission from Refs. [17] and [422].

(as of December 2006). Communities were identified with the fast greedy modularity optimization by Clauset et al. [174].
The gap occurs in the intermediate range of sizes between 20 and 400, where but a few communities are observed. Yuta
et al. introduced a model where people form new friendships both by ‘‘closing’’ ties with people who are friends of friends,
and by setting new links with individuals having similar interests. In this way most groups turn out to be either small or
large, and medium size groups are rare.

Collaboration networks, in which individuals are linked if they are (were) involved in a common activity, have been
often studied because they embed an implicit objective concept of acquaintance, that is not easy to capture in direct
social experiments/interviews. For instance, somebody may consider another individual a friend, while the latter may
disagree. A collaboration instead is a proof of a social relationship between individuals. The analysis of the structure of
scientific collaboration networks [202] has exerted a big influence on the development of the modern network science.
Scientific collaboration is associated to coauthorship: two scientists are linked if they have coauthored at least one paper
together. Information about coauthorships can be extracted from different databases of research papers. Communities
indicate groups of people with common research interests, i.e. topical or disciplinary groups. In the seminal paper by
Girvan and Newman [12], the authors applied their method on a collaboration network of scientists working at the Santa
Fe Institute, and were able to discriminate between research divisions (Fig. 2b). The community structure of scientific
collaboration networks has been investigated bymany authors [263,173,78,48,28,188,189,175,176,85,258,172,118,380,349,
166,191,197,357,216,182]. Other types of collaboration networks have been studied too. Gleiser andDanon [201] considered
a collaboration network of jazz musicians. Vertices are either musicians, connected if they played in the same band, or
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Fig. 40. Map of science derived from a clustering analysis of a citation network comprising more than 6000 journals. Reprinted figure with permission
from Ref. [58].
© 2008, by the National Academy of Science of the USA.

bands, connected if they have a musician in common. By applying the algorithm of Girvan and Newman they found that
communities reflect both racial segregation (with twomain groups comprising only black orwhite players) and geographical
separation, due to the different recording locations.

17.3. Other networks

Citation networks [436] have been regularly used to understand the citation patterns of authors and to disclose
relationships between disciplines. Rosvall and Bergstrom [58] used a citation network of over 6000 scientific journals to
derive a map of science. They used a clustering technique based on compressing the information on random walks taking
place on the graph (Section 9.2). A randomwalk follows the flow of citations from one field to another, and the fields emerge
naturally from the clustering analysis (Fig. 40). The structure of science resembles the letter U, with the social sciences and
engineering at the terminals, joined through a chain including medicine, molecular biology, chemistry and physics.

Reichardt and Bornholdt [437] performed a clustering analysis on a network built from bidding data taken from the
German version of Ebay (www.ebay.de), the most popular online auction site. The vertices are bidders and two vertices
are connected if the corresponding bidders have expressed interest for the same item. Clusters were detected with the
multiresolution modularity optimization developed by the authors themselves [85] (Section 6.2). In spite of the variety of
items that it is possible to purchase through Ebay, about 85% of bidders were classified into a few major clusters, reflecting
bidders’ broad categories of interests. Ebay data were also examined by Jin et al. [438], who considered bidding networks
where the vertices are the individual auctions and edges are placed between auctions having at least one common bidder.
Communities, detected with greedy modularity optimization [173] (Section 6.1.1), allow one to identify substitute goods,
i.e. products that have value for the same bidder, so that they can be purchased together or alternatively.

Legislative networks enable one to deduce associations between politicians through their parliamentary activity, which
may be related or not to party affiliation. Porter and coworkers have carried out numerous studies on the subject

www.ebay.de
www.ebay.de
www.ebay.de


S. Fortunato / Physics Reports 486 (2010) 75–174 161

[439,329,440], by using data on the Congress of theUnited States. In Refs. [439,329], they examined the community structure
of networks of committees in the US House of Representatives. Committees sharing common members are connected
by edges, which are weighted by dividing the number of common members by the number one would expect to have if
committee memberships were randomly assigned. Hierarchical clustering (Section 4.2) reveals close connections between
some of the committees. In another work [440], Zhang et al. analyzed networks of legislation cosponsorship, in which
vertices are legislators and two legislators are linked if they support at least one common bill. Communities, identified
with a modification of Newman’s spectral optimization of modularity (Section 6.1.4), are correlated with party affiliation,
but also with geography and committee memberships of the legislators.

Networks of correlations between time series of stock returns have received growing attention in the past fewyears [441].
In early studies, scholars found clusters of correlated stocks by computing themaximum spanning tree of the network [442–
445] (Appendix A.1), and realized that such clusters match quite well the economic sectors of the stocks. More recently, the
community structure of the networks has been investigated by means of proper clustering algorithms. Farkas et al. [349]
have applied the weighted version of the Clique Percolation Method (Section 11.1) and found that the presence of two
strong (i.e. carrying high correlation) edges in triangles is usually accompanied by the presence of a strong third edge.
Heimo et al. [362] used the weighted version of the multiresolution method by Reichardt and Bornholdt [85] (Section 6.2).
Clusters correspond to relevant business sectors, as indicated by Forbes classification; moreover, smaller clusters at lower
hierarchical levels seem to correspond to (economically) meaningful substructures of the main clusters.

18. Outlook

Despite the remote origins and the great popularity of the last years, research on graph clustering has not yet given a
satisfactory solution of the problem and leaves us with a number of important open issues. From our exposition it appears
that the field has grown in a rather chaotic way, without a precise direction or guidelines. In some cases, interesting new
ideas and tools have been presented, in others existingmethods have been improved, becomingmore accurate and/or faster.

What the field lacks the most is a theoretical framework that defines precisely what clustering algorithms are supposed
to do. Everybody has his/her own idea of what a community is, andmost ideas are consistent with each other, but, as long as
there is still disagreement, it remains impossible to decide which algorithm does the best job and there will be no control on
the creation of new methods. Therefore, we believe that the first and foremost task that the scientific community working
on graph clustering has to solve in the future is defining a set of reliable benchmark graphs, against which algorithms should
be tested (Section 15.1). Defining a benchmark goes far beyond the issue of testing. It means designing practical examples
of graphs with communities, and, in order to do that, one has to agree on the fundamental concepts of community and
partition. Clustering algorithms have to be devised consistently with such definitions, in order to give the best performance
on the set of designated benchmarks, which represent a sort of ground truth. The explosion in the number of algorithms
we have witnessed in recent times is due precisely to the present lack of reliable mechanisms of control of their quality and
comparison of their performances. If the community agrees on a benchmark, the future development of the field will be
more coherent and the progress brought by newmethods can be evaluated in an unbiased manner. The planted �-partition
model [340] is the easiest recipe one can think of when it comes to defining clusters, and is the criterion underlying well-
known benchmarks, like that by Girvan and Newman. We believe that the new benchmarks have to be defined along the
same lines. The benchmark graphs recently introduced by Lancichinetti et al. [326,403] and by Sawardecker et al. [410] are
an important step in this direction.

Defining a benchmark implies specifying the ‘‘natural’’ partition of a graph, the one that any algorithm should find. This
issue in turn involves the concept of quality of a partition, that has characterized large part of the development of the field, in
particular after the introduction of Newman–Girvan modularity (Section 3.3.2). Estimating the quality of a partition allows
to discriminate among the large number of partitions of a graph. In some cases this is not difficult. For instance, in the
benchmark by Girvan and Newman there is a single meaningful partition, and it is hard to argue with that. But most graphs
of the real world have a hierarchical structure, with communities including smaller communities and so on. Hence there
are several meaningful partitions, corresponding to different hierarchical levels, and discriminating among them is hard, as
theymay be all relevant, in a sense. If we consider the human body, we cannot say that the organization in tissues of the cells
is more important than the organization in organs. We have seen that there are recent methods dealing with the problem of
finding meaningful hierarchical levels (Section 12). Such methods rank the hierarchical partitions based on some criterion
and one can assess their relevance through the ranking. One may wonder whether it makes sense sorting out levels, which
means introducing a kind of threshold on the quality index chosen to rank partitions (to distinguish ‘‘good’’ from ‘‘bad’’
partitions), or whether it is more appropriate to keep the information given by the whole set of hierarchical partitions. The
work by Clauset et al. on hierarchical random graphs [372,373], discussed in Section 12.2, indirectly raises this issue. There
it was shown that the ensemble of model graphs, represented by dendrograms, encodes most of the information on the
structure of the graph at study, like its degree distribution, transitivity and distribution of shortest path lengths. At the same
time, by construction, themodel reveals thewhole hierarchy of communities, without any distinction between good and bad
partitions. The information given by a dendrogram may become redundant and confusing when the graph is large, as then
there is a big number of partitions. This is actually the reason why quality functions were originally introduced. However,
in that case, one was dealing with artificial hierarchies, produced by techniques that systematically yield a dendrogram as a
result of the analysis (like, e.g., hierarchical clustering), regardless of whether the graph actually has a hierarchical structure
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or not. Here instead we speak of real hierarchy, which is a fundamental element of real graphs and, as such, it must be
considered in any serious approach to graph clustering. Any good clustering method must be able to tell whether a graph
has community structure or not, and, in the first case, whether the community structure is hierarchical (i.e. with two or
more levels) or flat (one level). We expect that the concept of hierarchy will become a key ingredient of future clustering
techniques. In particular, assessing the consistence of the concepts of partitions’ quality and hierarchical structure is amajor
challenge.

A precise definition of null models, i.e. of graphs without community structure, is also missing. This aspect is extremely
important, though, as defining communities also implies deciding whether or not they exist in a specific graph. At the
moment, it is generally accepted that random graphs have no communities. The null model of modularity (Section 3.3.2),
by far the most popular, comprises all graphs with the same expected degree sequence of the original graph and random
rewiring of edges. This class of graphs is characterized, by construction, by the fact that any vertex can be linked to any
other, as long as the constraint on the degree sequence is satisfied. But this is by nomeans the only possibility. A community
can be generically defined as a subgraph whose vertices have a higher probability to be connected to the other vertices
of the subgraph than to external vertices. The planted �-partition model [340] is based on this principle, as we have seen.
However, this does notmean that the linking probabilities of a vertexwith respect to the other vertices in its community or in
different communities be constant (or simply proportional to their degrees, as in the configurationmodel [114,115]). In fact,
in large networks it is reasonable to assume that the probability that a vertex is linked to most vertices is zero, as the vertex
‘‘ignores’’ their existence. This does not exclude that the probability that the vertex gets connected to the ‘‘known’’ vertices
is the same (or proportional to their degrees), in which case the graph would still be random and have no communities.
We believe that we are still far from a precise definition and a complete classification of null models. This represents an
important research line for the future of the field, for three main reasons: (1) to better disentangle ‘‘true’’ communities
from byproducts of random fluctuations; (2) to pose a stringent test to existing and future clustering algorithms, whose
reliability would be questionable if they found ‘‘false positives’’ in null model graphs; (3) to handle ‘‘hybrid’’ scenarios,
where a graph displays community structure on some portions of it, while the rest is essentially random and has no
communities.

In the previous chapterswehave seen a great number of clustering techniques.Which one(s) shallweuse?At themoment
the scientific community is unable to tell. Modularity optimization is probably the most popular method, but the results of
the analysis of large graphs are likely to be unreliable (Section 6.3). Nevertheless, people have become accustomed to use it,
and there have been several attempts to improve the measure. A newcomer, who wishes to find clusters in a given network
and is not familiar with clustering techniques, would not know, off-hand, which method to use, and he/she would hardly
find indications about good methods in any single paper on graph clustering, except perhaps on the method presented in
the paper. So, people keep using algorithms because they have heard of them, or because they know that other people
are using them, or because of the reputation of the scientists who designed them. Waiting for future reliable benchmarks,
that may give an objective assessment of the quality of the algorithms, there are at the moment hardly solid reasons to
prefer an algorithm to another: the comparative analyses by Danon et al. [238] and by Lancichinetti and Fortunato [424]
(Section 15.3) represent a first serious assessment of this issue. However, wewant to stress that there is no such thing as the
perfect method, so it is pointless to look for it. Among the other things, if one tries to look for a very general method, that
should give good results on any type of graph, one is inevitably forced to make very general assumptions on the structure
of the graph and on the properties of communities. In this way one neglects a lot of specific features of the system, that
may lead to a more accurate detection of the clusters. Informing a method with features characterizing some types of
graphs makes it far more reliable to detect the community structure of those graphs than a general method, even if its
applicability may be limited. Therefore in the future we envision the development of domain-specific clustering techniques.
The challenge here is to identify the peculiar features of classes of graphs, which are bound to become crucial ingredients
in the design of suitable algorithms. Some of the methods available today are actually based on assumptions that hold
only for some specific categories of graphs. The Clique Percolation Method by Palla et al. [28], for instance, may work
well for graphs characterized by a large number of cliques, like certain social networks, whereas it may give poor results
otherwise.

Moving one step further, one should learn how to use specific information about a graph, whenever available, e.g.
properties of vertices and/or partial information about their classification. For instance, it may be that one has some
information on a subset of vertices, like demographic data on people of a social network, and such data may highlight
relationships between people that are not obvious from the network of social interactions. In this case, using only the social
network may be reductive and ideally one should exploit both the structural and the non-structural information in the
search of clusters, as the latter should be consistent with both inputs. How to do this is an open problem. The scientific
community has just begun to study this aspect [446].

Most algorithms in the literature deal with the ‘‘classical’’ case of a graph with undirected and unweighted edges.
This is certainly the simplest case one could think of, and graph clustering is already a complex task on such types of
graphs. We know that real networks may be directed, have weighted connections, be bipartite. Methods to deal with such
systems have been developed, as we have seen, especially in the most recent literature, but they are mostly preliminary
attempts and there is room for improvement. Another situation that may occur in real systems is the presence of edges with
positive and negative weights, indicating attractive and repulsive interactions, respectively. This is the case, for instance,
of correlation data [441]. In this case, ideal partitions would have positively weighted intracluster edges and negatively
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weighted intercluster edges.Wehave discussed some studies in this direction [228,226,227], butwe are just at the beginning
of this endeavor. Instead, there are no algorithms yet which are capable of dealing with graphs in which there are edges of
several types, indicating different kinds of interactions between the vertices (multigraphs). Agents of social networks, for
instance, may be joined by working relationships, friendship, family ties, etc. At the moment there are essentially two ways
of proceeding in these instances: (1) keeping edges of one type and forgetting the others, repeating the analysis for each type
of edge and eventually comparing the results obtained; (2) analyzing a single (weighted) graph, obtained by ‘‘combining’’
the contributions of the different types of edges in some way. Finally, since most real networks are built through the results
of experiments, which carry errors in their estimates, it would be useful to consider as well the case in which edges have
not only associated weights, but also errors in their values.

Since the paper by Palla et al. [28], overlapping communities have received a lot of attention (Section 11). However, there
is still no consensus about a quantitative definition of the concept of overlapping community, and most definitions depend
on the method adopted. Intuitively, one would expect that clusters share vertices lying at their borders, and this idea has
inspired most algorithms. However, clusters detected with the Clique Percolation Method (Section 11.1) often share central
vertices of the clusters, which makes sense in specific instances, especially in social networks. So, it is still unclear how to
characterize overlapping vertices. Moreover, the concept of overlapping clusters seems at odds with that of hierarchical
structure. No dendrogram can be drawn if there are overlapping vertices, at least in the standard way. Due to the relevance
of both features in real networks, it is necessary to adapt them to each other in a consistent way. Overlapping vertices pose
problems as well when it comes to comparing the results of different methods on the same graph. Most similarity measures
are defined only in the case of partitions, where each vertex is assigned to a single cluster (Section 15.2). It is then necessary
to extend such definitions to the case of overlapping communities, whenever possible.

Another issue that is getting increasinglymore popular is the study of graphs evolving in time. This is now possible due to
the availability of timestamped network data sets. Tracking the evolution of community structure in time is very important,
to uncover how communities are generated and how they interact with each other. Scholars have just begun to study this
problem [381,380,385,384,316,386–388,390] (Section 13). Typically one analyzes separately snapshots at different times
and checks what happened at time t + 1 to the communities at time t . It would be probably better to use simultaneously
the whole dynamic data set, and future work shall aim at defining proper ways to do that. In this respect, the evolutionary
clustering framework by Chakrabarti et al. [386] is a promising starting point.

The computational complexity of graph clustering algorithms has improved by at least one power in the graph size
(on average) in just a couple of years. Due to the large size of many systems one wishes to investigate, the ultimate
goal would be to design techniques with linear or even sublinear complexity. Nowadays partitions in graphs with up to
millions of vertices can be found. However, the results are not yet very reliable, as they are usually obtained by greedy
optimizations, which yield rough approximations of the desired solution. In this respect the situation could improve by
focusing on the development of efficient local methods, for two reasons: (1) they enable analyses of portions of the graph,
independently of the rest; (2) they are often suitable for parallel implementations, which may speed up the computation
considerably.

Finally, if there has been a tremendous effort in the design of clustering algorithms, basically nothing has been done
to make sense of their results. What shall we do with communities? What can they tell us about a system? The hope is
that they will enable one to disclose ‘‘hidden’’ relationships between vertices, due to features that are not known, because
they are hard to measure, for instance. It is quite possible that the scientific community will converge sooner or later to a
definition a posteriori of community. Already now,most algorithms yield similar results in practical applications. But what is
the relationship between the vertex classification given by the algorithms and real classifications? This is the main question
beneath the whole endeavor.
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Appendix. Elements of graph theory

A.1. Basic definitions

A graph G is a pair of sets (V , E), where V is a set of vertices or nodes and E is a subset of V 2, the set of unordered pairs of
elements of V . The elements of E are called edges or links, the two vertices that identify an edge are called endpoints. An edge
is adjacent to each of its endpoints. If each edge is an ordered pair of vertices one has a directed graph (or digraph). In this
case an ordered pair (v, w) is an edge directed from v to w, or an edge beginning at v and ending at w. A graph is visualized
as a set of points connected by lines, as shown in Fig. 41. In many real examples, graphs are weighted, i.e. a real number is
associated to each of the edges. Graphs do not include loops, i.e. edges connecting a vertex to itself, nor multiple edges, i.e.
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Fig. 41. A sample graph with seven vertices and seven edges.

several edges joining the same pair of vertices. Graphs with loops andmultiple edges are calledmultigraphs. Generalizations
of graphs admitting edges between any number of vertices (not necessarily two) are called hypergraphs.

A graph G
� = (V �, E �) is a subgraph of G = (V , E) if V � ⊂ V and E � ⊂ E. If G

� contains all edges of G that join vertices of
V � one says that the subgraph G

� is induced or spanned by V �. A partition of the vertex set V in two subsets S and V − S is
called a cut; the cut size is the number of edges of G joining vertices of S with vertices of V − S.

We indicate the number of vertices and edges of a graphwith n andm, respectively. The number of vertices is the order of
the graph, the number of edges its size. The maximum size of a graph equals the total number of unordered pairs of vertices,
n(n − 1)/2. If |V | = n and |E| = m = n(n − 1)/2, the graph is a clique (or complete graph), and is indicated as Kn. Two
vertices are neighbors (or adjacent) if they are connected by an edge. The set of neighbors of a vertex v is called neighborhood,
and we shall denote it with Γ (v). The degree kv of a vertex v is the number of its neighbors. The degree sequence is the list
of the degrees of the graph vertices, kv1 , kv2 , . . . , kvn . On directed graphs, one distinguishes two types of degree for a vertex
v: the in-degree, i.e. the number of edges beginning at v and the out-degree, i.e. the number of edges ending at v. The analog
of degree on a weighted graph is the strength, i.e. the sum of the weights of the edges adjacent to the vertex. Another useful
local property of graphs is transitivity or clustering [167], which indicates the level of cohesion between the neighbors of
a vertex.32 The clustering coefficient cv of vertex v is the ratio between the number of edges joining pairs of neighbors of
v and the total number of possible edges, given by kv(kv − 1)/2, kv being the degree of v. According to this definition, cv
measures the probability that a pair of neighbors of v be connected. Since all neighbors of v are connected to v by definition,
edges connecting pairs of neighbors of v form triangles with v. This is why the definition is often given in terms of number
of triangles.

A path is a graph P = (V (P ), E(P )), with V (P ) = {x0, x1, . . . , xl} and E(P ) = {x0x1, x1x2, . . . , xl−1xl}. The vertices
x0 and xl are the end-vertices of P , whereas l is its length. Given the notions of vertices, edges and paths, one can define
the concept of independence. A set of vertices (or edges) of a graph is independent if no two elements of them are adjacent.
Similarly, two paths are independent if they only share the end-vertices. A cycle is a closed path whose vertices and edges
are all distinct. Cycles of length l are indicated with Cl. The smallest non-trivial cycle is the triangle, C3.

Paths allow one to define the concept of connectivity and distance in graphs. A graph is connected if, given any pair of
vertices, there is at least one path going from one vertex to the other. In general, there may be multiple paths connecting
two vertices, with different lengths. A shortest path, or geodesic, between two vertices of a graph, is a path of minimal length.
Such minimal length is the distance between the two vertices. The diameter of a connected graph is the maximal distance
between two vertices. If there is no path between two vertices, the graph is divided in at least two connected subgraphs.
Each maximal connected subgraph of a graph is called connected component.

A graph without cycles is a forest. A connected forest is a tree. Trees are very important in graph theory and deserve some
attention. In a tree, there can be only one path from a vertex to any other. In fact, if there were at least two paths between
the same pair of vertices they would form a cycle, while the tree is an acyclic graph by definition. Further, the number of
edges of a tree with n vertices is n−1. If any edge of a tree is removed, it would get disconnected in two parts; if a new edge
is added, there would be at least one cycle. This is why a tree is a minimally connected, maximally acyclic graph of a given
order. Every connected graph contains a spanning tree, i.e. a tree sharing all vertices of the graph. On weighted graphs, one
can define aminimum (maximum) spanning tree, i.e. a spanning tree such that the sum of theweights on the edges isminimal
(maximal). Minimum and maximum spanning trees are often used in graph optimization problems, including clustering.

A graph G is bipartite if the vertex set V is separated in two disjoint subsets V1 and V2, or classes, and every edge joins a
vertex of V1 with a vertex of V2. The definition can be extended to that of r-partition, where the vertex classes are r and no
edge joins vertices within the same class. In this case one speaks ofmultipartite graphs.

32 The term clustering is commonly adopted to indicate community detection in some disciplines, like computer science, and we often used it in this
context throughout the manuscript. We paid attention to disambiguate the occurrences in which clustering indicates instead the local property of a vertex
neighborhood described here.
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A.2. Graph matrices

The whole information about the topology of a graph of order n is entailed in the adjacency matrix A, which is an n × n
matrix whose element Aij equals 1 if there is an edge joining vertices i and j, otherwise it is zero. Due to the absence of loops
the diagonal elements of the adjacency matrix are all zero. For an undirected graph A is a symmetric matrix. The sum of the
elements of the i-th row or column yields the degree of node i. If the edges are weighted, one defines the weight matrix W,
whose elementWij expresses the weight of the edge between vertices i and j.

The spectrum of a graph G is the set of eigenvalues of its adjacency matrix A. Spectral properties of graph matrices
play an important role in the study of graphs. For instance, the stochastic matrices rule the process of diffusion (random
walk) on a graph. The right stochastic matrix R is obtained from A by dividing the elements of each row i by the degree of
vertex i. The left stochastic matrix T, or transfer matrix, is the transpose of R. The spectra of stochastic matrices allow one
to evaluate, for instance, the mixing time of the random walk, i.e. the time it takes to reach the stationary distribution
of the process. The latter is obtained by computing the eigenvector of the transfer matrix corresponding to the largest
eigenvalue.

Another important matrix is the Laplacian L = D − A, where D is the diagonal matrix whose element Dii equals the
degree of vertex i. The matrix L is usually referred to as unnormalized Laplacian. In the literature one often uses normalized
Laplacians [447], of which there are two main forms: Lsym = D−1/2LD−1/2 and Lrw = D−1L = I − D−1A = I − T.
The matrix Lsym is symmetric; Lrw is not symmetric and is closely related to a random walk taking place on the graph.
All Laplacian matrices have a straightforward extension to the case of weighted graphs. The Laplacian is one of the most
studied matrices and finds application in many different contexts, like graph connectivity [2], synchronization [448,449],
diffusion [447] and graph partitioning [123]. By construction, the sum of the elements of each row of the Laplacian
(normalized or unnormalized) is zero. This implies that L always has at least one zero eigenvalue, corresponding to
the eigenvector with all equal components, such as (1, 1, . . . , 1). Eigenvectors corresponding to different eigenvalues
are all orthogonal to each other. Interestingly, L has as many zero eigenvalues as there are connected components in
the graph. So, the Laplacian of a connected graph has but one zero eigenvalue, all others being positive. Eigenvectors
of Laplacian matrices are regularly used in spectral clustering (Section 4.4). In particular, the eigenvector corresponding
to the second smallest eigenvalue, called Fiedler vector [127,268], is used for graph bipartitioning, as described in
Section 4.1.

A.3. Model graphs

In this sectionwe present themost popularmodels of graphs introduced to describe real systems, at least to some extent.
Such graphs are useful null models in community detection, as they do not have community structure, so they can be used
for negative tests of clustering algorithms.

The oldest model is that of random graph, proposed by Solomonoff and Rapoport [450] and independently by Erdös
and Rényi [11]. There are two parameters: the number of vertices n and the connection probability p. Each pair of vertices
is connected with equal probability p independently of the other pairs. The expected number of edges of the graph is
pn(n − 1)/2, and the expected mean degree �k� = p(n − 1). The degree distribution of the vertices of a random graph
is binomial, and in the limit n → ∞, p → 0 for fixed �k� it converges to a Poissonian. Therefore, the vertices have all about
the same degree, close to �k� (Fig. 42, top). The most striking property of this class of graphs is the phase transition observed
by varying �k� in the limit n → ∞. For �k� < 1, the graph is separated in connected components, each of them being
microscopic, i.e. occupying but a vanishing portion of the system size. For �k� > 1, instead, one of the components becomes
macroscopic (giant component), i.e. it occupies a finite fraction of the graph vertices.

The diameter of a random graph with n vertices is very small, growing only logarithmically with n. This property (small-
world effect) is very common in many real graphs. The first evidence that social networks are characterized by paths of
small length was provided by a series of famous experiments conducted by the psychologist StanleyMilgram [451,452]. The
expected clustering coefficient of a vertex of a random graph is p, as the probability for two vertices to be connected is the
same whether they are neighbors of the same vertex or not. Real graphs, however, are characterized by far higher values of
the clustering coefficient as compared to random graphs of the same size. Watts and Strogatz [167] showed that the small
world property and high clustering coefficient can coexist in the same system. They designed a class of graphs which results
from an interpolation between a regular lattice, which has high clustering coefficient, and a random graph, which has the
small-world property. One starts from a ring lattice in which each vertex has degree k, and with a probability p each edge is
rewired to a different target vertex (Fig. 42, center). It turns out that low values of p suffice to reduce considerably the length
of shortest paths between vertices, because rewired edges act as shortcuts between initially remote regions of the graph.
On the other hand, the clustering coefficient remains high, since few rewired edges do not perturb appreciably the local
structure of the graph, which remains similar to the original ring lattice. For p = 1 all edges are rewired and the resulting
structure is a random graph á la Erdös and Rényi.

The seminal paper ofWatts and Strogatz triggered a huge interest towards the graph representation of real systems. One
of the most important discoveries was that the distribution of the vertex degree of real graphs is very heterogeneous [55],
with many vertices having few neighbors coexisting with some vertices with many neighbors. In several cases the tail of
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Fig. 42. Basic models of complex networks. (Top) Erdös–Rényi random graph with 100 vertices and a link probability p = 0.02. (Center) Small world
graph á la Watts-Strogatz, with 100 vertices and a rewiring probability p = 0.1. (Bottom) Barabási–Albert scale-free network, with 100 vertices and an
average degree of 2. Courtesy by J. J. Ramasco.

this distribution can be described as a power law with good approximation,33 hence the expression scale-free networks.
Such degree heterogeneity is responsible for a number of remarkable features of real networks, such as resilience to random
failures/attacks [453], and the absence of a threshold for percolation [454] and epidemic spreading [455]. The most popular
model of a graph with a power law degree distribution is the model by Barabási and Albert [408]. A version of the model
for directed graphs had been proposed much earlier by de Solla Price [456], building up on previous ideas developed by
Simon [457]. The graph is created with a dynamic procedure, where vertices are added one by one to an initial core. The
probability for a new vertex to set an edge with a preexisting vertex is proportional to the degree of the latter. In this way,
vertices with high degree have large probability of being selected as neighbors by new vertices; if this happens, their degree

33 The power law is however not necessary to explain the properties of complex networks. It is enough that the tails of the degree distributions are ‘‘fat’’,
i.e. spanning orders of magnitude in degree. They may or may not be accurately fitted by a power law.
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further increases so they will be even more likely to be chosen in the future. In the asymptotic limit of infinite number of
vertices, this rich-gets-richer strategy generates a graph with a degree distribution characterized by a power-law tail with
exponent 3. In Fig. 42 (bottom) we show an example of Barabási–Albert (BA) graph. The clustering coefficient of a BA graph
decays with the size of the graph, and it is much lower than in real networks. Moreover, the power law decays of the degree
distributions observed in real networks are characterized by a range of exponents’ values (usually between 2 and 3), whereas
the BA model yields a fixed value. However, many refinements of the BA model as well as plenty of different models have
been later introduced to account more closely for the features observed in real systems (for details see [5–10]).
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