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Information Distortion in a Supply Chain:
The Bullwhip Effect

Hau L. Lee » V. Padmanabhan ¢ Seungjin Whang

Department of Industrial Engineering and Engineering Management, Stanford University, Stanford, California 94305

Graduate School of Business, Stanford University, Stanford, California 94305
Graduate School of Business, Stanford University, Stanford, California 94305

C onsider a series of companies in a supply chain, each of whom orders from its immediate
upstream member. In this setting, inbound orders from a downstream member serve as a
valuable informational input to upstream production and inventory decisions. This paper claims
that the information transferred in the form of “orders” tends to be distorted and can misguide
upstream members in their inventory and production decisions. In particular, the variance of
orders may be larger than that of sales, and the distortion tends to increase as one moves
upstream—a phenomenon termed “bullwhip effect.”” This paper analyzes four sources of the
bullwhip effect: demand signal processing, rationing game, order batching, and price variations.
Actions that can be taken to mitigate the detrimental impact of this distortion are also discussed.
(Supply Chain Management; Information Distortion; Information Integration; Production and Inventory

Meamnagement)

1. Introduction

Recent interest in supply chain management centers
around coordination among various members of a sup-
Ply chain comprising manufacturers, distributors,
wholesalers and retailers. There are many examples of
the benefits of coordination activities to the individual
members in the supply chain (see, for example, Byrnes
and Shapiro 1992, and Kurt Salmon Associates 1993).
One important mechanism for coordination in a sup-
ply chain is the information flows among members of
the supply chain. These information flows have a direct
impact on the production scheduling, inventory control
and delivery plans of individual members in the supply
chain. This paper studies the demand information flow
in a supply chain and reports the systematic distortion
in demand information as it is passed along the supply
chain in the form of orders. The illustration in Figure 1
(based on real data but manipulated to maintain confi-
dentiality) shows a retail store’s sales of a product,
alongside the retailer’s orders issued to the manufac-
turer. The figure clearly highlights the distortion in de-
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mand information. The retailer’s orders do not coincide
with the actual retail sales. In this paper the bullwhip
effect or whiplash effect refers to the phenomenon where
orders to the supplier tend to have larger variance than
sales to the buyer (i.e., demand distortion), and the dis-
tortion propagates upstream in an amplified form (ie.,
variance amplification).

The bullwhip phenomenon has been recognized in
many diverse markets. Procter & Gamble found that the
diaper orders issued by the distributors have a degree
of variability that cannot be explained by consumer de-
mand fluctuations alone. At Hewlett-Packard, the or-
ders placed to the printer division by resellers have
much bigger swings and variations than customer de-
mands, and the orders to the company’s integrated cir-
cuit division have even worse swings. Also, it is often
said that the DRAM market faces a much higher vola-
tility than the computer market. (See Lee et al. 1997 for
more evidence of the bullwhip effect.)

The distortion of demand information implies that
the manufacturer who only observes its immediate or-
der data will be misled by the amplified demand pat-
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Figure 1 Orders vs. Sales

Time (Wesks)

terns, and this has serious cost implications. For in-
stance, the manufacturer incurs excess raw materials
cost due to unplanned purchases of supplies, additional
manufacturing expenses created by excess capacity, in-
efficient utilization and overtime, excess warehousing
expenses and additional transportation costs due to in-
efficient scheduling and premium shipping rates. Trade
estimates suggest that these activities can result in ex-
cess costs in the range between 12.5% to 25% (Kurt Sal-
mon Associates 1993). By another measure, the ineffi-
ciencies bear part responsibility for the $75 billion to
$100 billion worth of inventory caught between various
members of the $300 billion (annual) grocery industry
(Fuller et al. 1993).

Overall, these numbers allude to the potential effi-
dency gains achievable through improvement in infor-
mation flow design. To this end, this paper attempts to
explore what drives the bullwhip effect. We propose
four sources of the bullwhip effect—demand signal
Processing, rationing game, order batching and price
variations. Qur choice of these effects is dictated by the
fact that they are comamon effects in distribution chan-
tels. Retailers routinely use demand realizations as sig-
nals /predictors of future demand. Order batching is a
foutine part of retail buyers decision process because
the buyers are constantly trying to gain economies in
Pricing (i.e, volume discounts) and transportation.
Note that the demand signal processing and order
batching effects are related in the sense that they are
Outputs of traditional inventory management models at
the retail level. Rationing is common in product markets
during the growth phase of the product life-cycle when
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demand outstrips supply. And, price promotions are
endemic in mature product categories reflecting moves
by manufacturers in a market share war. Note also that
the rationing and price variation effects are related in as
much as they represent channel members’ reactions to
market forces. We show that each of these effects is ca-
pable of generating rational behaviors that result in the
bullwhip effect. Since in reality some combination of
these effects characterize the marketplace, it is impor-
tant for all players in the supply chain to realize the
impact of these forces and take measures to improve the
coordination among members in the supply chain.

Identification of the causes for the bullwhip effect
leads to prescriptions for alleviating the detrimental im-
pact of this phenomenon. The paper argues that sales
information available in the form of orders received
from the downstream member should be used with
great caution. Sell-through data and information on in-
ventory status at downstream nodes are keys to im-
proving channel coordination and dampening the bull-
whip effect. The growing popularity of sharing sell-
through and inventory data among members of the
supply chain supports this argument.

The rest of the paper is organized as follows. The next
section provides a brief survey on the related literature.
Section 3 studies the four causes of the bullwhip effect.
In §4 we discuss the managerial implications for chan-
nel coordination activities and provide concluding re-
marks.

2. Related Literature

The basic phenomenon is not new and has been known
to management scientists for some time. Forrester
(1961) illustrates the effect in a series of case studies,
and points out that it is a consequence of industrial dy-
namics or time varying behaviors of industrial organi-
zations. In other words, the basic form and policies used
by an organization can give rise to characteristic and
undesirable behaviors in the supply chain.

In an inventory management experimental context,
Sterman (1989) reports evidence of the bullwhip effect
in the “Beer Distribution Game.” The experiment in-
volves a supply chain with four players who make in-
dependent inventory decisions without consultation
with other chain members, relying only on orders
from the neighboring player as the sole source of
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communications. Under the linear cost structure, the ex-
periment shows that the variances of orders amplify as
one moves up in the supply chain, confirming the bull-
whip effect. Sterman (1989) interprets the phenomenon
as a consequence of players’ systematic irrational be-
havior, or “misperceptions of feedback.”

Like Forrester (1961) and Sterman (1989), our interest
lies in understanding the causes and managerial impli-
cations of the bullwhip effect. However, our work dif-
fers from previous research in several respects. Unlike
Forrester (1961) or Sterman (1989), we develop simple
mathematical models of supply chains that capture es-
sential aspects of the institutional structure and opti-
mizing behaviors of members. We demonstrate through
the models that the bullwhip effect is an outcome of the
strategic interactions among rational supply chain mem-
bers. Hence, the key difference between the previous
work and ours is in the behaviors of members. Forrester
asstmes certain behaviors on the members, and Ster-
man’s members lack full rationality and are prone to
misperceptions, while the members in our model are
rational and optimizing. We employ mathematical
models to explain the outcome of rational decision mak-
ing, as opposed to deriving an optimal decision rule for
managers.

These differences in approaches lead to insights that
have different implications for optimal practice and / or
policy. Previous findings suggest that progress can be
made in mitigating the bullwhip effect through modi-
fications in behavioral practice (Forrester) and /or in-
dividual education (Sterman). Qur results suggest that
companies attempting to gain control of the bullwhip
cffect are better served by attacking the institutional and
inter-organizational infrastructure and related pro-
cesses.

Economists (e.g., Holt et al. 1960; Blinder 1982; and
Blanchard 1983) also made a major contribution to our
understanding of the bullwhip phenomenon. The role
of inventory is to act as a buffer to smooth production
in response to demand fluctuations. It enables the man-
ufacturer to exploit economies in production and min-
imize total costs. This argument then suggests that the
variance in the production time series should be smaller
than the variance in the demand time series. Empirical
studies based on macroeconomics data (e.g., Blanchard
1983), however, show the opposite result—the variance
of production is greater than that of demand. To explain
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the discrepancies, Caplin (1985) and Blinder ( 1982,
1986) show that the use of (s, S) type inventory policies
by retailers results in the variance of replenishment o
ders exceeding the variance of demand. Kahn (1987)
shows that the presence of positive serial correlation in
demand and backlogging also results in the bullwhip
effect. Our work complements the above works, but it
differs from them in that it approaches the issue from a
managerial, as opposed to macroeconomics, perspec-
tive. It describes multiple sources of the bullwhip effect
within the framework of classical mnventory theory de-
veloped in the production and operations management
literature.

3. The Causes of the Bullwhip
Effect

This section describes four causes of the bullwhip
effect—demand signal processing, the rationing game,
order batching, and price variations. To see how these
causes contribute to the bullwhip effect, we start with
an idealized situation. Consider a multiperiod inven-
tory system that is operated under a periodic review
policy. Suppose that the following conditions hold:

(1) past demands are not used for forecasting (e, gﬁ
when demands are stationary), :

(ii) resupply is infinite with a fixed lead time,

(iii) there is no fixed order cost, and :

(iv} purchase cost of the product is stationary over
time. :
It is clear that the above conditions give rise tol-,fh&
familiar result that the order-up-to-S policy is optimal.
where S is a constant. With such a result, the ordgr
quantity in each period is exactly equal to the demand:
of the previous period, and hence orders and demand
have the same variance. It turns out that the relaxation
of these four conditions, one at a time, corresponds &
the four causes of the bullwhip effect. Demand sig@%f'
processing refers to the situation where demand is niggr:
stationary and one uses past demand information to UPL
date forecasts. The rationing game refers to the strategit
ordering behavior of buyers when supply shortagei¢
anticipated. When the fixed order cost is nonzero, 0
dering in every period would be uneconomical, aﬂ&
batching of orders would occur. Finally, price variﬂﬁmﬁ
refer to nonconstant purchase prices of the product: -
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Demand signal processing and order batching are in-
ter-related since they are driven by each member trying

. to optimize internal operations of inventory manage-
¥ ment. The rationing game and price variations are also

related to each other since they both reflect the mem-
ber’s reaction to the market dynamics.

31, Demand Signal Processing

We here focus on the retailer-supplier relationship, al-
though the analysis is applicable to the wholesaler-
distributor or the distributor-manufacturer relation-
ships as well. Consider a multiperiod inventory model
where demand is nonstabionary over time, and demand
forecasts are updated based on observed demand. With
nonstationary demand, the order-up-to point for period
t for the inventory system would also be nonstationary.
Suppose, for example, that the retailer experiences a
surge of demand in one period. She will interpret it as
asignal of high future demand, adjust the demand fore-
cast, and place a large order. Examples of such demand
signaling models include the Bayesian updating model
by Azoury (1985), and serially correlated demand mod-
els of Kahn (1987) and Miller (1986).

Let S, be the order-up-to point for period ¢. If the de-
mand surge happened in period ¢ — 1, then in period ¢
the retailer will order a quantity to bring the inventory
back to the original level 5,_,, plus an additional quan-
tity A; > 0 to reflect the update of her future demands,
which leads to a different order-up-to point 5, (=5,
+ A}, A symmetric argument yields that a low demand
observed by the retailer will translate to an order that is
lower than the original low demand. Either way the de-
mand observed at the retailer is transmitted to the sup-
plier in an exaggerated form. As the retailer processes
demand signals, the original sales information is dis-
torted and its variance amplifies when passed upstream
to the supplier. Additionally, a long lead time in replen-
ishing orders from upstream tends to aggravate the dis-
tortion even further.

To pursue the argument more rigorously, we con-
Sider a retailer's single-item multiperiod inventory
problem (as in Heyman and Sobel 1984, p. 75). The re-
failer orders a single item from a supplier each period.
There is a delay of v periods between ordering and re-
celving the goods. representing the order lead time and
the transit time from the supplier to the retailer’s site.
To simplify the analysis, we also assume that excess in-
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ventory can be returned without cost. (Kahn 1987, also
implicitly makes this assumption.)

The timing of the events is as follows: At the begin-
ning of period ¢, a decision to order a quantity z, is
made. We call this time point the “decision point” for
period t. Next, the goods ordered v periods ago ar-
rive. Lastly, demand is realized, and the available in-
ventory is used to meet the demand. Excess demand
is backlogged. Let k, 7, and ¢ denote the unit holding
cost, the unit shortage penalty cost and the unit or-
dering cost, respectively. We represent the decision
variable as §,, which is the amount in stock plus on
order (including those in transit) after the decision z,
has been made in period ¢. Let 8 be the cost discount
factor per period. We will use the notation x* to de-
note max{0, x).

Also, borrowing Kahn's (1987) demand model, we
assume that the retailer faces serially correlated de-
mands which follow the process

Di=d+ pDiy + u,

where D, is the demand in period ¢, p is a constant sat-
isfying —1 < p < 1, and u, is independent and identi-
cally normally distributed with zero mean and variance
o*. We assume that o is significantly smaller than d, so
that the probability of a negative demand is negligible.

The cost-minimization problem in an arbitrary period
{normalized at 1) is formulated as

min [i b’HE1|:cz, + ,B”g(S,, qu D,-)]]

5 L= i=t

where

f+uv o + te +
g(S,, Y D,-) = h-(Sf -3y D,) + ‘JT(E D, — S,) ;
i=f i=t i=t
i.e,, the discounted holding and shortage cost v periods
later (see Heyman and Sobel 1984, pp. 75-78, for its
derivation). The expectation operator E; denotes the ex-
pectation taken at the decision point of period 1, con-
ditional on the demand realizations D;,i = 0, —1, —2.

THEOREM 1. In the above setting, we have:

(@) If 0 < p << 1, the variance of retail orders is strictly
larger than that of retail sales; i.e., Var(z;) > Var{D,).

(b) If0 << p <1, the larger the replenishment lead time,
the larger the variance of orders; i.e., Var(z,)stricily in-
Creases in v.
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PROOF. Heyman and Sobel (1984, 75-78) show that
the program can be solved by solving

min 3, A" 'E[G(S)],

S

where G(5) = ¢(1 — 8)S + BEilg(S, T Dy]. Also,
they show that

- [fr —c(l - ﬁ)/ﬁ"] ) G.1)

§1=Quh h+nw

where (..., denotes the distribution function of 32 D,
{conditional on the demand record up to period 0, in
our case).

Now note that

Dy=d+ pDyy + 1 =d(1 + p) + p? Dy + (pry_, + 14}

K k

2+ Do+ Y oy fork=1.
—p

=1

=...=d

1

Thus, 227 D; at the decision point in period 1 is a ran-
dom variable distributed according to N(M, =), where
HES ]

1-— o 1-— w1
Mi=ay =2, 0Py
it L—p 1—-p

and X := 22 BE, 0% 062 Thus, from (3.1), we have:

. v+1 .k 1— v+1)
S=ay ize 0z
i 1—p 1-p

(3.2)

v+l ke
+ Ko |3 3 g2,
k=1 i=1

Kt = -1 T—~c(l —B)/B"
h+

where

for the standard normal distribution function ®. From
(3.2), the optimal order amount z; is given by

Z:=S;_SE+D0

1— v+1
- ”(1—_“1)-—) (Do—D_) +Dy.  (33)

On the RIS of the last equation, the first term de-
notes the adjustment of expected demand based on
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Dy, while the second term is the one-for-one replen-
ishment of the inventory demanded in the last pe-
riod.

Thus, we have;

— A+l 2
Var(z;) = Var(D,) + (NTF;)) Var(Dy— D_;)
L ) |
4220070

= cov(Dy— D_,, Dy).

(3.4)
Noting the independence between D_; and u, it can be
shown that Var(Dy) = Var(D 1) = ¢°/(1 — p?), Var(D,
— D_y) =20%/(1 + p), and cov(Dy — D_,, Dy) = 2/
1+ p).

Hence,

Var(z;) = Var(Dy)

. 2]3(1 _ pu+1)(1 — pv+2)
1+ p)( - p)?

This proves part (a). Part (b) is also straightforward
from (3.5). O

The theorem says that the variance amplification
takes place when the retailer adjusts the order-up-fo
level based on the demand signals. Also, the degree
of amplification increases in the replenishment lead
time. Note that, when 0 < p < 1 and v = 0, we have
Var(z,) = Var(Dy) + 2p, showing that demand vari-
ability amplification exists, even when lead time-is
zero.

The managerial implications of the theorem become
apparent in the light of the institutional settings of a
traditional distribution channel. Typically, an upstreant
supplier relies only on the order data from the down-
stream retailer. Our result shows that such an arrangé-
ment will cause the supplier to lose track of the true
demand pattern at the retail end. Moreover, the sup-
plier’s inventory control based on this distorted infor
mation will inevitably suffer. This highlights the needs
for information sharing among supply chain membets:
If sales and inventory data are shared among chain
members, the supply chain as a whole can implement
echelon-based inventory control which can yield supe-
rior performance to installation-based inventory coh*
trol.

The theorem also implies that the bullwhip effect
will propagate in an amplified form upwards the sup-
ply chain if each member in the supply chain pro-

o > Var(Dy). (3.5)
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cesses order signals coming from below. Thus, “dou-
ble forecasting” can be a key driver of the bullwhip
effect.

This result sheds some light on the interpretation
of the bullwhip phenomenon in the beer game ex-
perimental setting. Sterman (1989) attributes it to the
“misperceptions of feedback’” by the players. More
specifically, the players tend to disregard the inven-
tory in pipeline they ordered earlier and keep on oz-
dering more. While we (from our personal experi-
ence with the game} agree that this is a part of what
is happening in the experiment, the thecrem pro-
poses an alternative hypothesis that the bullwhip
phenomenon of the beer game may be driven by ra-
tional decision making. Given insufficient informa-
tion about the demand pattern, the players justifi-
ably process demand signals. This could create the
bullwhip phenomenon, and three periods of replen-
ishment lead time may aggravate it.

It should be admitted that the “’costless return’ as-
sumption is not a traditional one in the inventory lit-
erature. One may ask whether and when this techni-
cal assumption plays a critical role in driving the re-
suit. To answer this, note that the assumption is
violated when z§ < 0. But straightforward algebra
shows that

N (1 _ V+1)
2t = 8“1__’;“(00 —D.y) + D,

v+l
= E[D, ]+ I-p" .
1-p

Thus, the assumption is violated if the error term 1, falls
sufficiently below zero to offset the positive value
E\[D,.:]. But recall that the normality assumption of u,
subsumes that the mean of the demand is significantly
larger than the standard deviation to avoid a negative
demand. In particular, if v = 0, zy = E,[D;] + ug. Hence,
the costless return assumption may not be critical to the
theorem, if the replenishment lead time v, the variance
o* and the correlation factor p are small, and /for d is
large.

3.2. The Rationing Game

Consider a product whose demand potentially exceeds
supply due to limitation in production capacity or un-
Certainty of production yield. Under the shortage situ-
ation, the manufacturer would ration the supply of the
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product to satisfy the retailers’ orders. To try to secure
more units, each retailer will issue an order which ex-
ceeds in quantity what the retailer would order if the
supply of the product is unlimited. Below we develop
a simple one-period model (an extended newsvendor
model) with multiple retailers to illustrate that indeed
this is what the retailers would do rationally under the
situation.

A manufacturer supplies a single product to N
identical retailers indexed by n = 1,2, ..., N. Retailer
n first observes her demand distribution ®{:) and
places an order z, at time 0. Then, the manufacturer
delivers the product at time 1. The manufacturer’s
output x is a random variable, distributed according
to F(-).

In case the total amount of orders EN . z. exceeds the
realized output p, the manufacturer allocates the output
to retailers in proportion to their orders. The order
quantity from retailer 7 is denoted by z;, and the total
retail orders are denoted by Q (e, Q := 3 z). If the
realized capacity p is smaller than Q, retailer i will re-
cetve z;p/ () due to the allocation.

Let Ci{zy, ..., z;, ..., zy) denote the expected cost
to retailer i when retailer i chooses the order quantity
zifori=1,2,..., N. A Nash equilibrium is defined
as the order quantities (23, 23, ..., zn) chosen by re-
tailers who each takes others’ decisions as given and
chooses z; to minimize the expected cost. That is,
(z3, 25, ..., zy) is a Nash equilibrium if, for each i
=12,...,N,

£ . + * * £
z; = argmin, Ci{zy, ..., 21, Zi, Zivr, - - -, 200 (3.6)

Thus, if the first-order condition approach is valid,
the equilibrium must satisfy for each i:

ac;
* * +
(Z], conp Zin1y Ly Zigly oo

dZ,'

Since every retailer is symmetric, we will focus on the
symmetric Nash equilibrium where z{ = z* for each i
=1,2,...,N. That is, z* satisfies:

ac;
— (=% ...

dz,-
To derive the equilibrium, consider retailer i
who takes the other retailers’ ordering strategies z;
(j + i) as given and chooses z; to minimize the ex-

pected cost

o ZM e = 0. (3.7)

’ Z*.r Zis Z*r ey Z*)lz,nz* = 0- (3.7)1'
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S M NG

iy J; e (55— - E)d‘I’(E)}dP(p)

+(1- P(Q))[p f (€~ 2)d%(e)
+h f o @ — E)dfb(f)]. (3.8)

where Q = Z,.; z/ + z. Note that the decision z; must
be taken before the capacity u is realized. Hence, there
are two possible scenarios depending on the supply
condition. One is when the supply u falls short of the
total demand Q, and retailer 7 is allocated the amount
z,u/ Q. The first term on the RHS of (3.8)is the expected
cost times the probability under this shortage scenario.
The other scenario is when the realized supply is suffi-
cient to meet the total demand. The second term on the
RTIS of (3.8} is the expected cost times the probability
of this scenario.
Its first order condition is given by

de _ Q firs 1 Z;
E7a [ AR ’”‘I’(a)] “’(6 B @)‘”’W
+[1 = FII[—p + (p + 1)B(z)] = 0, (3.9)

where we used Leibnitz’s rule and dQ/dz = 1. To es-
tablish the pseudo-convexity of C,, consider C; at z°
satisfying Equation (3.9). It must be that —p -+ (p
+ B)®(z{) = 0, for otherwise, we would have -p+(p
+ D®(uz] /Q) < Oforall p = Q, resulting in dC,/dz,
< 0. Hence, in order to have dC, /dz; = 0 at z°, we must
have —p + (p + B)®(z") = 0. Now, consider the second
derivative of C; w.r.t. z; at 27
2
i =[-p+ (p + NDPEHIAQ)

dz?
+ 01 = FIQ(p + h)é(z0) = 0.

This establishes the pseudo-convexity of C;. It follows
that the solution z{ to Equation (3.9) is the optimal order
quantity z;.

From (3.7)" and (3.8), therefore, the symmetric equi-
librium z* must satisfy
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N - 2% 3
u 1 1
J [‘“‘P”"I’(ﬁ)}“(w*w)mm

+[1=FE*N)-p+ (p+ h)®(z*)] = 0. (3.10)

THEOREM 2. In the above setting, z' = z*, where z' i
the solution of the newsvendor problem.! Further, ifF(-) and
®(-) are strictly increasing, the inequality strictly holds,

The theorem states that the optimal order quantity for
the retailer in the rationing game exceeds the order
quantity in the traditional newsvendor problem. This in
turn implies the bullwhip effect when the mean demand
changes over time. Retailers’ equilibrium order quantity
may be identical or close to the newsvendor solution for
low-demand periods, while it will be larger than the
newsvendor solution for high-demand periods. Hence,
the variance is amplified at the retailer.

This is prominent when rationing is combined with
demand signal processing. Consider the same setting as
§3.1, where each retailer processes demand signals.
Suppose a retailer observes a significant increase in
sales. The retailer processes demand signal and orders
more than observed sales. In addition, she anticipates
that other retailers may have observed a similar signal
and have issued large orders to the manufacturer. She
assesses a positive probability of supply shortage and
thus also issues a larger order. Hence, a large retail sale
leads to an even larger order, due to the combination of
demand signal processing and shortage anticipation.
Note that the rationing game is triggered only at an up-
swing of demand. Overall, the rationing game amplifies
the bullwhip effect even more than in the presence of
demand signal processing only. .

To see the impact of the rationing game on variance
amplification, consider a supply chain consisting of
three layers—a manufacturer, multiple wholesalers;
and multiple retailers. If the manufacturer appears in
short supply, wholesalers will play the rationing game
to get a large share of the supply. Assessing a possibility
of the wholesaler not getting enough from the mant
facturer, retailers also play the same game. The dema;_ld
and its variance are amplified as one moves up the sup~
ply chain. From the members’ rational behaviors, the
supply chain experiences variance amplification. '

" The newsvendor solution z satisfies —p + (p + h)®(z) = 0.
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3.3. Order Batching

Consider a periodic review stationary demand system
with full backlogging at a retailer. The retailer would
thus use an order up to level to monitor its inventory.
This implies that he would order an amount equal to
the previous review cycle’s demand in every review
cycle.

Suppose there exist N retailers each using a periodic
review system with the review cycle equal to R periods.
Suppose that the demands for retailer j in period kis &,
which is 1i.d. with mean m and variance ¢ for each
retailer. Depending on whether and how retailers’ order
cycles are independent or correlated, consider three
cases—(a} random ordering, (b) (positively) correlated
ordering, and (¢} balanced ordering.

Case 1. Random Ordering. Demands from retailers are
independent. Let n be a random variable denoting the
number of retailers who order in a randomly chosen
period. Thus, # is a binomial variable with parameters
Nand 1/R. Hence, E(n) = N/R and Var(n} = N(1/
R)(1 — 1/R). Also, let Z; denote the total orders from
n retailers in period ¢, ie.,

1 -1
2= Y i
i k=t-R

!

Then we have
E(Z}y = E[E{Z{|n)] = E[nRm] = Nm, and
Var(Z{) = E[Var(Z}|m)] + Var[E(Z]|n)]
= E[nRz?] + Var[nRm]

:N02+R2m:g(l —%)

= No* + m*N(R — 1) = No™. (3.1D)

If R = 1, then the variance of demand as seen by the
supplier (orders placed by the retailer) would be the same
as the retailer's demand. As R increases, the variance of
demand as seen by the supplier increases. Also Var(Z})
increases in N, while the coefficient of variation decreases
inN.

Case 2. Positively Correlated Ordering. For posi-
tively correlated ordering, we consider the extreme
Case in which all retailers order in the same period
(e.g., when R is a week, all retailers order on Monday
With probability 1/R, and not on other days of the
Wweek),
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Figure 2 Sales vs. Order When Price Changes
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Here,
1-1/R fori=10;
Prin =i} =41/R fori =N;

0 for otherwise;

with E(n) = N/R and Var(n) = N*/R(1 — 1/R).
Letting Z§ := 2/ 2i-}r &ixs

E{Z5) = E[E(Z{|m)] = E[nRm] = Nm, and

R
= No? + m°N*R — 1). (3.12)

Var(Z¢) = Na? + RZm? N?Q (1 — l)

Case 3. Balanced Ordering. The other exireme case of
correlated orders is when orders from different retailers
are evenly distributed in time. For ease of exposition, sup-
pose N = MR + k, where M and k are integers and 0 = k
= R. Consider a coordination scheme such that all N re-
tailers are divided into R groups: k groups each of size (M
+ 1), and (R — k) groups each of size M. Then, all retailers
in the same group place orders in a designated period
within the review cydle, and no two groups order in the
same period. For example, if a review cycle is a week (five
days) and there are 23 retailers, then (N, M, R, k} = (23,
4,5, 3) since 23 = 4 X 5 + 3. Three groups each consisting
of five retailers respectively order every Monday, Tuesday
and Wednesday, while two groups of size four respec-
tively order every Thursday and Friday.

Here,
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1—k/R fori=M;
Prin =i} = {k/R fori=M+ 1;
0 otherwise.
Note that
E(n) =M(1 —k/R)+ (M + Dk/R=N/R and
Var(n) = (1 — k/RM? + (M + 1)%/R — (N/R)?
= (k/RX1 — k/R).
Letting Z§ := 37, 3{7F « &,
E(Z}) = EIE(Z}|n)] = E[nRm] = Nm, and

R R
= No? + m’k(R — k).
Since k(R — k) = N(R — 1) foreachk =1,2, .. LR,

Var(Z!) = No? + R%m? d (1 - E)
(3.13)

No? + m*k(R — k) = No® + m’N(R — 1)
= No” + m’N*(R — 1),
which gives the following result.

THEOREM 3. (a) EIZ{] = EIZ!] = E[Z!] = Nm,

(b} Var[Zi] = Var[Z{]1 = Var|Z!] = N&?, where Z,

i.and Z? are the random variables denotin g the orders from
N retailers, respectively, under corvelated ordering, random
ordering and balanced ordering.

The theorem states that different ordering patterns
generate the same expected amount of orders with dif-
ferent variances. Correlated ordering with all orders
falling in the same period has the highest variability,
while balanced ordering has the lowest variability and
random ordering comes in between. In all cases, the
variability of demand experienced by the supplier is
higher than that experienced by the retailers (i.e., the
bullwhip effect exists).

When N = mR, or k = 0, then “’perfectly balanced”’
or “completely synchronized” retailer ordering can
be achieved. Under that scenario (and only then), the
variability experienced by the supplier and the re-
tailers are identical, and the bullwhip effect disap-
pears.

Unfortunately, the first and worst type of correlated
ordering pattern is quite common in practice as a result
of institutional habits. A majority of assembly plants op-
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erating on a monthly production planning cycle run
MRP or DRP systems and issue orders almost at the
same time. This generates the “MRP jitters” or the
“hockey stick” phenomenon to manufacturers, who, for
example, see more than 70% of their monthly orders
arrive in the last week. In addition, salespeople tend to
rush and close deals towards the end of the quarter to
meet their quarterly sales target. This can also lead or-
ders from different salespeople to be positively corre-
lated.

The batching effect can be replicated and amplified
at upstream nodes. That is, as batching at the retail
level increases the variance of the demand to whole-
salers, batching at the wholesale level may also in-
crease the variance of the demand to the distributor
or the manufacturer. Again, for rational reasons, the
variance of orders is amplified upstream in the sup-
ply chain.

3.4. Price Variations

A retailer faces independent and identically distrib-
uted demand with density function ¢(-) each period.
Her sole manufacturing source alternates between
two prices ¢” and ¢ over time, where ¢t < c¥. With
probability g (or 1 — g, respectively) the price in a
period will be ¢* (or ¢”, respectively). Facing the price
variations, the retailer’s inventory problem can be for-
mulated as

Viix) = min[cf(y —x)+ L{y) + ﬁf lgViy — &
0

y=x

+ (1 — VA — £)]¢(£)d§] e

where V' (i = H, L) denotes the minimal expected dis-
counted cost incurred throughout an jnfinite horizon
when the current price is ¢'. L(-) is the sum of one-
period inventory and shortage costs at a given level of
inventory, and is given by?

L(y) = pj; € — d(E)de + hj: (v — EPEHE.

*Here we keep the unit inventory cost  the same, regardless of the
purchase price. In actuality, the unit inventory cost increases in the
purchase price. We keep the present assumption to simplify the anal-
ysis. But the basic result of the section will remain the same or becomé
even sharper if we adopt the more realistic assum ption.
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Table 1 The Causes and Gounter-measures of the Bullwhip Effect

Causes Contributing Factors

Counter-Measures State of Practice

pemand Signaling Mo visibility of end demand

Multiple forecasts
Long lead-time

» Access sell-thru or POS data

« Sell-thru data in contracts {e.g.,
HP, Apple, IBM)

e Single control of replenishment « VMl (P&G and WalMart)
« Lead-time reduction

< Quick Response mfg sirategy

Order Baiching « High order cost = EDI & CAO « McKesson, Nabisco
« FTL economics o Discovnt on assorted truckload, con- » 3rd party logistics in Europe,
soiidation by 3rd party logistics emerging in the US
¢ Random or corretated ordering ¢ Regular delivery appointment * P&G
Fluctuating Prices = High-low pricing « EDLP e P&G (resisted by some retailers)
» Delivery & purchase asynchronized e Special purchase contract ¢ Under study
Shortage Game « Proportional rationing scheme » Allocate based on past sales s Saturn, HP
« |gnorance of supply conditions » Shared capacity & supply information ¢ Scheduling sharing (HP, Moto-
rola)

Unyestricted crders & free return

o Flexibility limited over time; capacity

* HP, Sun, Seagate

policy reservation

The following result reports the optimal inventory
policy.

THEOREM 4. The following inventory policy is optimal
to the problem (3.14): At price c“, get as close as possible to
the stock level S*, and at price et bring the stock level to gH,
where S < St

We now show that price fluctuations generate the
bullwhip effect. We group periods by regenerative cy-
cles. A regenerative cycle is defined as the interval of
periods between two consecutive low-price periods,
with the first low-price period excluded. See Figure 2
showing the initial inventory level, orders and sales
over time. Here 5 = 30 and $* = 100. In period 0 the
manufacturer’s price is low, and the retatler raises her
inventory level to 100. Thus, the first period (period 1)
in a regenerative cycle starts with a high inventory level
100 - £,. For the following periods, the manufacturer’s
Price remains high, so the retailer does not order any
Tmtil the inventory level hits below 30. In period 4 the
Iventory falls below 30, and the retailer orders a posi-
tive amount for the first time within the regenerative
Cycle. She orders only up to 30 and even afterwards
Maintains the same order-up-to level until the price
80es down to ¢*. In period 9 the price is reduced, and
the regenerative cycle ends.
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From this we can derive the following result.

THEOREM 5. In the above setting, Varlz] > Var|£].

4, Managerial Implications and

Concluding Remarks

The preceding section highlighted independent forces
that lead to systematic distortions of sales information
in the order-replenishment transactions of a standard
supply chain. Identification of these forces aids the de-
velopment of strategies to alleviate the detrimental im-
pact of the bullwhip effect. The essential thrust of the
following discussion is that a combination of activities
are necessary to counter the bullwhip effect. These strat-
egies require among other things: information sharing
of sell-through and inventory status data, coordination
of orders across retailers and simplification of the pric-
ing / promotional activities of the manufacturer. Table 1
summarizes the contributing factors to the causes of the
bullwhip effect, as well as the counter-measures and the
state of practice in various industries.

4.1, Demand Signal Processing

Distortion of demand information arises when the re-
tailer issues orders based on her updated demand fore-
cast. As a result, the manufacturer loses sight of the true
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demand in the marketplace. The production schedule
based on the distorted signals is inevitably inefficient.
The distortion effect gets amplified as the number of
intermediaries in the channel increase. One clear solu-
tion is to grant the manufacturer access to the demand
data at the retail outlet. The grocery industry is a good
illustration of demand information sharing. Electronic
data interchange systems between retailers and manu-
facturers are becoming fairly common. These systems
facilitate quick and easy transmission of demand data
to upstream members of the channel. The computer
industry is also making some progress in this regard.
Manufacturers such as IBM, Hewlett-Packard and Ap-
ple are increasingly requesting sell-through data from
their resellers.

Access to a common data set for forecasting purposes
1s not the total solution. Differences in forecasting meth-
odologies will still lead to higher fluctuations in ordering
and demand distortion. To eliminate the bullwhip effect,
we can envision having a single member of the supply
chain perform forecasting and ordering for other mem-
bers. This way the supply chain can implement central-
ized multi-echelon inventory control system—known to
be superior to independently operating site-based inven-
tory control (Clark and Scarf 1960). The growing popu-
larity of Vendor-Managed-Inventory (VMI) systems or
Continuous Replenishment Programs (CRP) in the pack-
aged goods industry attests to the efficiencies attainable
through consolidated information processing. For in-
stance, VMU is at the heart of the disposable diaper sup-
ply chain at P&G (stretching from their adhesive tape
supplier 3M and ending with their customer Wal-Mart).
Also, VML is listed as one of the recommended practices
in the Efficient Consumer Response (ECR) movement in
the grocery industry (Crawford 1994).

As an aside, the direct marketing channel by a man-
ufacturer represents a channel design that is not subject
to the bullwhip effect created by demand signal pro-
cessing by the distribution channel. The manufacturer
in this instance has complete information on the de-
mand pattern. Dell Computer’s “‘Dell Direct” program
and the “Consumer Direct” program of Apple Com-
puters are good illustrations. The potential benefits of
eliminating channel intermediaries has also been al-
luded to by Forrester earlier.

Since long replenishment leatimes contribute to the
bullwhip effect, shortening the leadtime is a direct and
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effective counter-measure. Lead time reduction has long
been part of manufacturing strategy in various compa-
nies (Fisher 1994) and industries (e.g., Quick Response
in the apparel industry, Hammond 1990).

4.2. Rationing Game

Information distortion can arise as a consequence of
strategic decisions by the retailer who assesses the pos-
sibility of being placed on allocation by the manufac-
turer. The order data has little or even negative infor-
mational value to the manufacturer, and he needs to
exercise great care in interpreting the order signals for
inventory / capacity planning.

To avoid the nonproductive gaming, one can design
a different rule of allocating supply across retailers in a
shortage situation. An alternative decision rule would
be to allocate the supply in proportion to the retailer's
market share in the previous period (i.e., retailer’s share
of total sales of the product). General Motors, for ex-
ample, allocates products in shortage to dealers based
on historic sales records. Companies such as Texas In-
strument and Hewlett-Packard in the computer indus-
try also use this method when allocation of fast moving
products is necessary.

Note also that gaming can also arise due to retailers’ self-
protection against imaginary shortage, as opposed to real
shortage. This can be prevented to a degree if the manu-
facturer shares production and inventory information with
downstream members of the supply chain. Access to ac-
curate information as opposed to conjecture can go a long
way in diluting the motivation for gaming. Note that this
alone will not resolve the resource contention problem to
everyone's satisfaction in real shortage situations.

A more efficient resolution comes in the form of a
contract that restricts the buyer’s flexibility, since an un-
restricted choice of order quantities, free return and gen-
erous order cancellation policies all contribute to gam-
ing. For example, a common form of contract operates
as follows: a buyer starts transmitting its demand fore-
cast 18 weeks ahead of the delivery. The buyer updates
the initial forecast in four weeks, but js only allowed to
change up to 30% of the initial forecast. Four weeks
later, the buyer updates the forecast one more time, but
up to 15% of the second forecast. The third forecast
becomes the binding order to the supplier. This method
of sharing forecast information, risk and flexibility
is observed in computer and retail companies like
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: Hewlett-Packard, SUN, and Lands’ End with their sup-
pliers.3 Also some companies like Seagate reserve the
- supplier’s capacity or intermediate goods well ahead of
= time, so that the buyer and the supplier share risk and
. demand information.

" 43, Order Batching

- Batching of orders is a consequence of two factors: the
periodic review process and the processing cost of a
~ purchase transaction. Demand distortion due to the pe-
~ riodic review process can be alleviated by providing the
+ manufacturer with access to sell-through data and /or
" inventory data at the retail level. The manufacturer uses
: this information to create a production schedule that is
< determined by sales as opposed to orders.

Another approach to mitigate the batching effect is to

reduce the need for order batching by lowering the trans-
", actions cost (from the logic of EOQ model), a big portion
of which is due to the paperwork and processing require-
ment in generating an order. EDI-based order fransmis-
¢ sion systems are a big help in reducing the ordering costs

and batch size. For instance, Nabisco uses such a system

to perform computer assisted ordering (CAQ) which is
% paperless. McKesson's “Economost” ordering system is
| another example of reducing ordering cost for druggists
~ (Row and Clemons 1988). A result of the system is more

frequent replenishment in small batches, which in turn
leads to less distortion of demand information and more
efficient delivery / production schedules.

Manufacturers can influence buyers’ batching deci-
sions in other ways. One is to allow retailers to order an
assortment of products to fill a truckload and offer the
same volume discount. For instance, P&G allows the
shipment of mixed truckloads of virtually all of its prod-
ucts from its plants. Another approach is coordination
of delivery schedules. This moves the channel away
from random or correlated ordering to balanced order-
ing. For instance, manufacturers like P&G reserve cer-
tain time slots (e.g., the first and third Tuesday of each
Month) at the buyer’s gate for deliveries. The manufac-
furer does not only avoid queuing delays, but also level
deliveries to retailers across time, thereby reducing the
batching effect as experienced by the manufacturer.

3
For mathematical analysis of such a system, see Bassok and Srini-
Vasan (1994) and Tsay and Lovejoy (1995).
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A more interesting institutional development is the
growth of third party logistics providers. These com-
panies are in a position to exploit scale economies that
were not accessible in traditional single buyer-seller re-
lationships. For instance, it is now possible to create a
full truckload by consolidating orders from retailers
who are in geographical proximity to one another. This
way while each individual buyer could find it uneco-
nomical to generate a full truckload order by herself,
consolidation allows the third party logistics provider
the opportunity to do so inexpensively.

4.4, 'Price Variations

One way to control the bullwhip effect due to price fluc-
tuation is to reduce the frequency as well as depth of
manufacturer’s trade promotions (i.e., wholesale price
discounts). This prescription is at the core of the recent
shift by major manufacturers (e.g., P&G, Kraft, Pills-
bury, etc.) to the Every Day Low Price (EDLP) strategy
in spite of the resistance by several grocery chains.

The use of practices such as VMI and CAQ, in addi-
tion to a rationalized wholesale pricing policy, further
reduces the benefits from forward-buying and diver-
sion. It is also true that retailers are not always well
served by the use of strategic buying. Some industry
experts argue that the inventory carrying cost is not
properly assessed in the overall profit analysis, so the
benefit of such buying activities is often bloated. As a
remedy, an activity based costing (ABC) practice can
help explicitly recognize the excessive costs associated
with forward-buying and diversion. Thus, the spread of
ABC can help spread the EDLP cause.

The reason for strategic buying is for the buyers to
capitalize on the discount offered during a short period
of time, while the pain to the manufacturer is the un-
even production schedule, unnecessary inventory costs
and distorted demand information. In fact, the buyer’s
gain and the manufacturer’s pain do not necessarily
have to go together. The manufacturer may keep the
high-low pricing practice, but instead synchronize pur-
chase and delivery schedules. That is, the manufacturer
and the buyer can sign a purchase contract, according
to which the buyer agrees to buy a large quantity of
goods at a discount, but the goods are delivered in mul-
tiple future time points evenly separated. This way, the
manufacturer can plan production more efficiently, the
buyer can enjoy her strategic buying practice, and both
parties can save inventory carrying costs.
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4.5. Summary

We claim that demand distortion may arise as a result
of optimizing behaviors by players in the supply chain.
On the normative side, the combination of sell through
data, exchange of inventory status information, order
coordination and simplified pricing schemes can help
mitigate the bullwhip effect. Traditionally, sales data
and inventory status data have been considered to be
proprietary to retailers with no obligation or reason to
share it with others. But the prescription for overcom-
ing the bullwhip effect demands that the manufacturer
be given access to these data. This paper suggests this
shift in attitude is desirable to the manufacturer, but it
is silent about the interesting and challenging question
of why the refailer should provide the manufacturer
with the data. In theory, the net benefit from efficient
supply chain management can be redistributed among
members. The subject of how to split the gain and cost
appears to deserve attention of its own.*

* This research was partially supported by the Stanford Integrated
Manufacturing Association. We thank J. Michael Harrison, Bilt Love-
joy, Haim Mendelson, and especially, Evan L. Porteus, as well as sem-
inar participants at the Hong Kong University of Science and Tech-
nology, the University of Michigan, Stanford, UCLA, and the Wharton
School for useful comments. We have also benefitted from the con-
structive observations of three anonymous referees and the editor,
Marshall Fisher. The usual disclaimer applies.
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