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ABSTRACT 

 

 Photonic crystals and nanophotonics have received a great deal of attention over the last 

decade, largely due to improved numerical modeling and advances in fabrication technologies.  

To this day, fabrication and optical behavior remain decoupled during the design phase and 

numerous assumptions are made about “perfect” geometry.  As research moves from theory to 

real devices, predicting device behavior based on realistic geometry becomes critical.  In this 

dissertation, a set of numerical tools was developed to model micro and nano fabrication 

processes.  They were combined with equally capable tools to model optical performance of the 

simulated structures.  Using these tools, it was predicted and demonstrated that 3D 

nanostructures may be formed on a standard mask aligner.  A space-variant photonic crystal 

filter was designed and optimized based on a simple fabrication method of etching holes through 

hetero-structured substrates.  It was found that hole taper limited their optical performance and a 

method was developed to compensate.  A method was developed to tune the spectral response of 

guided-mode resonance filters at the time of fabrication using models of etching and deposition.  

Autocloning was modeled and shown that it could be used to form extremely high aspect ratio 

structures to improve performance of form-birefringent devices.  Finally, the numerical tools 

were applied to metallic photonic crystal devices. 
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CHAPTER 1 
INTRODUCTION 

1.1. Overview of Dissertation 

 Photonic crystals and nanophotonics have received a great deal of attention over the last 

decade, largely due to improved numerical modeling and advances in fabrication technologies.  

To this day, fabrication and optical behavior remain decoupled during the design phase and 

numerous assumptions are made about “perfect” geometry.  Little effort has been made to 

incorporate distorting artifacts of fabrication or to study how these deformations affect device 

performance. 

 As research moves from theory to real devices, predicting device behavior based on 

realistic geometry becomes critical [1-7].  Even small distortions can lead to dramatic changes in 

optical behavior [8].  In this dissertation, a set of numerical tools was developed to model micro 

and nano fabrication processes.  They were combined with equally capable tools to model optical 

performance of the simulated structures.  Using these tools, nano-optical elements were design 

and optimized by coupling fabrication to optical behavior.  Experimental results achieved in the 

lab verify the concepts developed in this dissertation. 

1.1.1. Outline of Dissertation 

 Chapter 1 introduces the topic of the thesis and presents the rationale and significance of 

results obtained in this work.  The concept of nano-optical elements (NOE) is presented and the 

importance of modeling their fabrication is illustrated.  As a prelude to following chapters, 

Maxwell’s equations are introduced and used to derive wave equations and important theorems.  
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The microscopic behavior of dielectric materials is explained using the Lorentz oscillator model 

from which Drude theory of metals is derived. 

 Chapter 2 introduces photonic crystals.  Lattice symmetries are identified and illustrated 

and a mathematical framework is presented to quantify them in terms of lattice vectors.  The 

concepts of reciprocal space, Wigner-Seitz cells, and Brillouin zones are introduced and used to 

describe how photonic band diagrams are constructed and interpreted.  Origin of the photonic 

band gap is explained and dispersive behavior is compared to the microscopic response of a 

homogeneous dielectric. 

 Chapters 3-6 describe the main electromagnetic simulation tools used in this dissertation.  

These are finite-difference frequency-domain (FDFD), finite-difference time-domain (FDTD), 

plane wave expansion method (PWEM), and rigorous coupled-wave analysis (RCWA).  The 

methods are introduced and their formulations are presented in detail.  To aid in their 

implementation, detailed block diagrams are provided that are consistent with the formulations.  

Benchmark simulations are given later in this chapter to verify their accuracy. 

 Chapters 7 and 8 describe numerical tools used to model etching, deposition, and 

developing processes.  The string method was used to model etching, deposition, and 

autocloning processes, while the fast marching method (FMM) was used to model developing.  

The methods are introduced and detailed formulations are presented.  To aid in their 

implementation, detailed block diagrams are provided.  Benchmark simulations or numerical 

examples are performed to verify accuracy of the codes or to illustrate the method. 

 Chapter 9 summarizes the earliest efforts in this dissertation on holographic lithography.  

A method is presented to synthesize exposure configurations that lead to the desired photonic 

crystal symmetry.  Physics of the process are described and numerical tools from earlier chapters 
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are combined into a comprehensive model to simulate the entire process.  It is predicted that 3D 

structures can be formed by near-field nano-patterning (NFNP) on a standard mask aligner using 

an ultraviolet lamp instead of a laser.  Experimental results are presented that confirm this 

prediction. 

 Chapters 10-12 design and optimize specific NOEs based on realistic device geometry 

determined by modeling fabrication.  These include photonic crystal devices, guided-mode 

resonance filters, and form-birefringent elements.  Numerical simulations are compared to 

experimental results where possible. 

 Chapter 13 summarizes the most recent work in this dissertation pertaining to metallic 

photonic crystals.  Due to the complexity of the structures, FDTD is used exclusively to calculate 

photonic band diagrams as well as transmission and reflection through finite slabs.  Optical 

properties of photonic crystals comprised of metal or dielectric are compared and important 

differences identified.  A comparison of gold and silver is made that accounts for the dispersive 

nature of the metals.  A comparison of photonic crystals with ideal and realistic geometries are 

compared. 

 Chapter 14 summarizes the dissertation and reviews key developments achieved in this 

work.  Suggestions for future work are identified. 

1.2. Nano-Optical Elements 

 Conventional micro and diffractive optics consists of macroscopic surface-relief 

structures usually designed using scalar methods [9].  Basic passive optical components such as 

lenses [10-12], prisms [13], and mirrors [14] can be miniaturized and arbitrary shapes realized.  

These devices have found a host of applications in imaging [15, 16], adaptive optics [17], 
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sensors [18, 19], microscopy [20, 21], communications [22-24], micro-fabrication [2, 5, 6, 25], 

beam shaping [26-30], and more.  Material properties, however, remain a fundamental limitation. 

 Photonic crystals (PC) are structures with sub-wavelength periodic material properties 

that can produce sharp electromagnetic resonances.  These structures provide a means of 

controlling and engineering the bulk electromagnetic properties of materials.  Many novel and 

useful phenomena have been observed that promise significant impact on future photonic 

systems.  Useful properties include forbidden transmission [31] and unique dispersive properties 

like negative refractive index [32]. 

 

 

Figure 1-1: Nano-optical elements 
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 Nano-optical elements combine functionality of micro and diffractive optical elements 

with the optical properties of nanophotonic structures like photonic crystals.  NOEs can enhance 

performance of devices by providing a means to circumvent fundamental limitations imposed by 

conventional materials.  Concept diagrams of several nano-optical elements are provided in 

Figure 1-1.  An example simulation is depicted in Figure 1-2 where a lens has been formed 

inside a photonic crystal.  When light within the photonic band gap is applied, it is completely 

reflected.  When light from outside the band gap is applied, it is transmitted and focused by the 

lens.  In this manner, multiple functions have been multiplexed into a single device. 
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Figure 1-2: Multifunctional nano-optical element 

 

1.3. Significance of Nano-Optical Elements 

 Photonic crystals and other nanophotonic structures hold great promise for many 

applications, and the research community is beginning to integrate them into higher level 

systems like NOEs. 
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 NOEs should find a host of applications multiplexing and demultiplexing signals due to 

inherent spectral filtering properties of photonic crystals,.  This could include wavelength 

division multiplexing (WDM) in fiber optic systems, color filtering in imaging systems, and 

more. 

 Devices based on NOEs could be an enabling technology for system miniaturization.  

Dimensions of optical integrated circuits may be reduced through more efficient routing of 

waveguides using tighter bends and improved crossing.  Imaging systems can be made more 

compact by replacing complex multi-element lens systems with single element NOEs.  Reducing 

size and number of components in a system can also lead to improved reliability and lower cost. 

 Display technology may benefit as well.  Due to the porous nature of photonic crystals, 

they can be backfilled with a number of materials with tunable optical properties.  Liquid crystals 

could tune the index contrast, moving the band gap, and effectively changing color. 

 Sensor technology can exploit highly sensitive optical resonances to detect many things.  

Chemical sensors could be formed by backfilling with chemically sensitive materials.  Highly 

sensitive acoustic, seismic, pressure, stress, strain, and vibration sensors could be made by 

detecting small deformations of the lattice. 

 Imaging systems are likely to benefit from the ability to engineer optical materials.  

Properties such as negative refractive index could be designed into imaging optics to reduce 

aberrations.  This issue is particularly severe in ultra-miniaturized systems. 

 When more is known about NOEs other applications should become apparent.  These 

may include beam steering, bio-photonics, adaptive optics, and more. 
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1.4. Impact of Fabrication on Optical Behavior 

 Mechanisms causing nano-optical elements to deviate from their “perfect” geometry fall 

into two categories.  First, random distortions arise from random fluctuations in size, alignment, 

surface roughness, and other volumetric inhomogeneities.  Random distortions are difficult to 

predict and quantify because simulations are often very large and statistics of the fluctuations 

must be understood.  Second, deterministic distortions produce similar effects, but repeat 

throughout the element.  Deterministic distortions tend to affect optical behavior most severely 

because the same electromagnetic disturbances are encountered many times throughout the entire 

structure.  Fortunately, these can be predicted by modeling fabrication.  Despite this, random 

distortions remain the most heavily studied.  As nano-optical elements move from theory to 

practice, understanding both mechanisms will be critical. 

 For random distortions, the most commonly studied photonic crystal is the stacked-bar, or 

woodpile, structure [33, 34].  Two-dimensional arrays of cylinders [35, 36] and inverse opals [8] 

have also been studied among others [37, 38].  Width of the photonic band gap seems to be the 

dominant figure of merit to asses how resilient a photonic crystal is to fluctuations in its 

geometry.  Virtually no work can be found on how distortions affect the dispersive behavior of 

photonic crystals.  Most literature concludes that fluctuations on the order of 10% to 15% of the 

lattice constant lead to a 40% to 50% reduction in width of the photonic band gap.  A notable 

exception is the inverse opal, where the band gap resides at much higher frequencies between the 

8th and 9th bands.  For inverse opals, the band gap was found to completely close if fluctuations 

exceeded just 2%.  Two-dimensional photonic crystals were found to be more sensitive to size 

fluctuations than variations in alignment.  As may be expected, transverse magnetic (TM) modes 

were shown to be more sensitive than transverse electric (TE) modes. 
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 Very little work investigating deterministic distortion can be found in the literature.  

Deformations arising in an autocloning process were addressed in Ref. [39].  This dissertation 

has contributed to studies on holographic lithography, NFNP, and more [1-7].  It was shown that 

optical absorption during holographic exposure leads to photonic crystals where fill factor varies 

with depth.  For negative photoresists like Epon® SU-8 [4], photonic crystals become thinner 

with depth leading to chirped lattices with broadened spectral response.  High contrast exposures 

were shown to be quite robust to reflections and standing waves during exposure.  A face-

centered-cubic photonic crystal was able to tolerate 20% reflection from a substrate while 

maintaining similar optical performance.  It was shown that performing multiple exposures can 

superimpose different lattices forming hybrids with optical properties of both. 

 Figure 1-3 compares severity of random and deterministic distortion for one specific 

photonic crystal.  The lattice is a 2D array of air cylinders in a dielectric medium with εr=12.  

The leftmost diagram in Figure 1-3(a) shows the “perfect” photonic crystal with uniform holes, 

its Brillouin zone, and the photonic band structure for both TE and TM modes.  Bands are 

symmetric about Γ because the lattice is symmetric through a rotation of 90°.  In Figure 1-3(b) 

and (c), the lattice is distorted leading to altered band structures.  Distorted bands, represented by 

solid lines, are compared to bands of the “perfect” photonic crystal, indicated by dashed lines.  In 

Figure 1-3(b), deterministic distortion is introduced by increasing hole size by 10% of the lattice 

constant.  Bands of the distorted lattice retain their symmetry, but are offset in frequency with 

increasing severity at higher frequencies.  A band gap has opened for the TE modes between the 

first and second bands.  The TM band gap has shifted by around 30% to higher frequencies and 

is wider.  In Figure 1-3(c), random distortion is introduced by randomly varying hole size by 

20% of the lattice constant.  It is immediately obvious how less the bands are affected by random 
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fluctuations.  This is partially due to overall average refractive index remaining the same.  For 

purely random variations, bands should retain their symmetry.  The small degree of asymmetry 

observed in this example is attributed to a slight anisotropy of the supercell used in the 

calculation, so it is a purely numerical artifact.  It should be noted that while random distortion is 

visually most dramatic, it is the more subtle deterministic distortion that is most serious.  For this 

reason, it is important to predict optical behavior of nano-optical elements based on realistic 

geometry. 

 

 

Figure 1-3: Comparison between random and deterministic distortion 
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 To demonstrate the impact of realistic geometry on a real structure, reflection from two 

face-centered-cubic photonic crystals are compared in Figure 1-4.  A depiction of the unit cells 

are shown at the left side of the diagram.  The “perfect” geometry is rendered in blue, while a 

more realistic geometry resulting from holographic lithography is rendered in red.  Reflection 

from a ten layer slab from both lattices are compared at the right side of the diagram.  Width of 

the band gap is slightly wider for the realistic case and red-shifted to a longer wavelength.  Peak 

reflection of the realistic structure is lower.  A kink observed in the spectrum of the realistic 

photonic crystal suggests there is interesting dispersive behavior that is completely missed when 

perfect geometry is assumed. 

 

 

Figure 1-4:  Comparison of “perfect” and realistic FCC photonic crystal 
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1.5. General Considerations for Numerical Modeling 

 To predict geometry of NOEs, key steps in fabrication must be identified and modeled 

accurately.  A background in suitable numerical methods is helpful.  It is best to seek techniques 

capable of handling large scale problems with high volumetric complexity since realistic devices 

are rarely comprised of perfect geometric patterns and can be quite large in terms of the optical 

wavelengths of interest.   

 For electromagnetic simulations, finite-element methods [40] and finite-difference 

methods [41-47] are attractive, particularly when metals are incorporated.  For 2D simulations, 

the finite-difference frequency-domain (FDFD) method is accurate, simple to implement, and 

excellent for modeling complex structures of finite size [45, 46].  The transfer matrix method 

[42, 48] is popular for 2D and 3D structures, especially when they contain metals.  For layered 

and periodic dielectric devices with moderate to low index contrast, rigorous coupled-wave 

analysis (RCWA) [49-52] is very fast and efficient.  Finite-difference time-domain (FDTD) [43, 

44] remains a very powerful tool for modeling finite sized devices, large scale structures, and 

characterizing devices over very broad frequency range.  FDTD has difficulty resolving sharp 

resonances or any abrupt change in spectral response, but it is exceptionally capable of 

identifying if resonances are present and locating their position in frequency. 
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Figure 1-5: Benchmark simulations for EM simulation tools 

 

 Figure 1-5 compares theoretical results obtained in Ref. [53] to benchmark simulations 

for all electromagnetic simulation tools outlined in this dissertation.  Numerical resolution, 

spectral resolution, and simulation time is summarized in this figure.  A close-up of the 

simulated resonances is provided in the bottom right diagram.  Numerical dispersion has shifted 

the resonance peaks to slightly longer wavelengths in the models employing finite-differences. 
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 Etching, developing, and deposition processes can be modeled by tracking progression of 

a surface.  There are four popular approaches found in literature.  These are string methods [39, 

54, 55], cell volume methods [3, 56-60], level set methods (LSM) [61-63], and fast marching 

methods (FMM) [63].  String, or marker particle, methods resolve the surface with a number of 

discrete points.  During simulation, position of each point is updated based on position of 

surrounding points and a local rate function.  These methods are very fast and efficient when 

surface topology is simple, smooth, and continuous.  This is the case for much of grayscale 

lithography and analog devices.  When structures are complex with detached surfaces and sharp 

bends, the method can become unstable and is difficult to implement.  For these reasons, the 

string method is mostly limited to 2D problems. 

 Cell volume methods represent bulk materials as an array of cube shaped cells.  Each cell 

is assigned a fictitious volume that is adjusted as the surface progresses.  Cells with zero volume 

represent points where the bulk material does not exist.  Cells where the volume is filled 

represent points where the bulk material is present.  Cells with partially filled volumes 

interpolate position of the surface.  The main trick implementing these methods is modifying 

how cell volume is reduced based on the direction the surface is moving through the cell.  This is 

a difficult calculation in the cell volume framework and fine grids are needed to obtain accurate 

results.  For this reason, cell volume methods require large amounts of memory and run slower 

than string methods, but are able to handle arbitrarily complex surfaces and extend well to three 

dimensions. 

 Of all techniques, LSM and FMM seem to offer the greatest compromise between speed, 

flexibility, and efficiency while being able handle very complex geometries.  Level set methods 

may be the most generalized and most rigorous technique for modeling evolution of surfaces.  
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They are best tailored for modeling etching and deposition due to the bidirectional nature of the 

surface and surface dependant growth rates encountered in the process.  Fast marching methods 

are incredibly fast and accurate algorithms best suited to model processes like developing where 

surfaces progress in only one direction and rate depends only on position.  Both LSM and FMM 

offer much simpler means of calculating geometric properties of the surface such as surface 

normal and curvature. 

 

Table 1-1: Maxwell's equations 
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1.6. Maxwell’s Equations and Theorems 

 Maxwell’s equations are the fundamental laws that govern behavior of all 

electromagnetic energy.  They are based on a macroscopic view of how waves interact with 

matter and may take many forms.  To understand optical behavior in nano-optical elements, it is 

necessary to have an understanding of Maxwell’s equations and how they are applied.  A 

summary of Maxwell’s equations is provided in Table 1-1. 

1.6.1. Time-Domain Form 

 The most widely used form of Maxwell’s equations are differential equations, as opposed 

to integral equations.  In time-domain form [64], these are 

 ( ) ( )vD t tρ∇ • =  (1.1) 

 ( ) 0B t∇ • =  (1.2) 

 ( ) ( )B t
E t

t
∂

∇× = −
∂

 (1.3) 

 ( ) ( ) ( )D t
H t J t

t
∂

∇× = +
∂

 (1.4) 

 The field parameters D , E , B , and H  represent electric flux density (C/m2), electric 

field intensity (V/m), magnetic flux density (W/m2), and magnetic field intensity (A/m) 

respectively.  Electric charge density vρ  (C/m3) and electric current density J  (A/m2) represent 

sources that can induce electromagnetic fields or be induced by the fields. 

 All materials are comprised of charged particles that are displaced in the presence of an 

applied electric field.  Accelerating charges radiate fields that combine out of phase with the 

applied wave.  The overall effect is to modify propagation so waves behave differently than they 

would in a vacuum.  To incorporate these effects in a simplified manner, they are treated 
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macroscopically through the constitutive parameters ( )tε , ( )tμ , and sometimes ( )tσ .  In 

general, these are time-varying tensor quantities that relate to the fields through the following 

equations that involve convolutions. 

 ( ) ( ) ( )D t t E tε= ∗  (1.5) 

 ( ) ( ) ( )B t t H tμ= ∗  (1.6) 

 ( ) ( ) ( )J t t E tσ= ∗  (1.7) 

 The dielectric permittivity ε  characterizes how well a material can store energy imposed 

by an electric field.  Permeability μ  quantifies how efficiently energy is stored due to an applied 

magnetic field.  The conductivity σ  arises from free charges that form electrical currents in the 

presence of an applied electric field. 

1.6.2. Frequency-Domain Form 

 Transforming Eqs. (1.1)-(1.7) to the frequency-domain simplifies the mathematical 

framework by reducing convolutions to simple products.   

 vD ρ∇ • =  (1.8) 

 0B∇ • =  (1.9) 

 E j Bω∇× = −  (1.10) 

 H J j Dω∇× = +  (1.11) 

 D Eε=  (1.12) 

 B Hμ=  (1.13) 

 J Eσ=  (1.14) 
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In this form, it is possible to eliminate the terms D , B  and J  from Maxwell’s equations. 

 ( )E qε∇ • =  (1.15) 

 ( ) 0Hμ∇ • =  (1.16) 

 E j Hωμ∇× = −  (1.17) 

 H E j Eσ ωε∇× = +  (1.18) 

 Most often permittivity and permeability are not tensor quantities.  In addition, charge vρ  

is usually ignored and conductivity is incorporated into a complex permittivity term.  Under 

these conditions, Maxwell’s equations assume their most familiar form. 

 ( ) 0Eε∇ • =  (1.19) 

 ( ) 0Hμ∇ • =  (1.20) 

 E j Hωμ∇× = −  (1.21) 

 H j Eωε∇× =  (1.22) 

1.6.3. Wave Equations 

 Perhaps the most significant aspect of Maxwell’s equations is that they predict 

propagating waves.  The curl equations show that time changing electric fields induce curling, or 

circulating, magnetic fields in the immediate vicinity.  Likewise, time changing magnetic fields 

induce circulating electric fields.  In this manner, oscillating fields continue to induce other 

oscillating fields and a wave is formed.  To better understand the wave phenomenon, it makes 

sense to combine Maxwell’s curl equations since it is the interaction of these two equations that 

predicts propagation.  The combined equation is called a “wave equation” and it is possible to 
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derive it in terms of just the magnetic field or just the electric field.  Wave equations enable fully 

rigorous analysis of electromagnetic problems using a single equation while incorporating all 

information from both of Maxwell’s curl equations. 

 To begin deriving full vector wave equations, Eqs. (1.21)-(1.22) are written as 

 ( )1 E j Hμ ω∇× = −  (1.23) 

 ( )1 H j Eε ω∇× =  (1.24) 

Taking the curl of these equations leads to 

 ( ) ( )1 E j Hμ ω∇× ∇× = − ∇×  (1.25) 

 ( ) ( )1 H j Eε ω∇× ∇× = ∇×  (1.26) 

 The curl operations on the right side of these equations can be replaced using the original 

curl equations.  This leads to the full vector wave equations. 

 21 E Eω ε
μ

∇× ∇× =  (1.27) 

 21 H Hω μ
ε

∇× ∇× =  (1.28) 

 The wave equations can be written in terms of the free space wave number k0, where 

k0=ω/c. 

 2
0

1
r

r

E k Eε
μ

∇× ∇× =  (1.29) 

 2
0

1
r

r

H k Hμ
ε

∇× ∇× =  (1.30) 
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1.6.4. Solution in Homogeneous Materials 

 When materials are homogeneous, the wave equation reduces to the famous Helmholtz 

equation.  For nonmagnetic materials, Eq. (1.29) becomes 

 2 2
0 0rE k Eε∇ − =  (1.31) 

 Here, the wave equation has a plane wave solution.  When permittivity is complex, the 

wave vector is complex indicating the wave decays exponentially due to loss in the material. 

 ( ) ( )0 expE r E jk r= − •  (1.32) 

 
2 2

0 rk k ε=  (1.33) 

1.6.5. Scaling Properties 

 A very useful feature of Maxwell’s equations is that there is no fundamental length scale.  

Systems may be scaled to operate at different frequencies simply by scaling dimensions or 

material properties proportional to the change in frequency.  This assumes it is physically 

possible to scale systems in this manner.  In practice, building smaller structures and having 

arbitrary control over material properties may be difficult. 

 The first useful scaling property is when dimensions of a system are compressed or 

stretched by a scaling factor v.  The wave equation in the scaled system would be written as 

 ( ) ( ) ( ) 21 r r rv v H H
r v v v v

ω μ
ε

⎛ ⎞ ⎛ ⎞ ⎛ ⎞∇ × ∇ × =⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠

 (1.34) 

 Material parameters in the scaled system can be written as ( ) ( )r r vε ε′ =  and 

( ) ( )r r vμ μ′ = .  The wave equation now becomes 

 
( ) ( )

21 r rH r H
r v v v

ω μ
ε

⎛ ⎞ ⎛ ⎞ ⎛ ⎞′∇× ∇× =⎜ ⎟ ⎜ ⎟ ⎜ ⎟′ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (1.35) 
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 This is simply the original wave equation where the field in the scaled system is 

( ) ( )H r H r v′ =  and frequency is scaled according to vω ω′ = .  Systems that are scaled 

versions of each other will behave exactly the same except the field patterns and associated 

frequencies will be scaled proportionally. 

 A second useful scaling property is when the material properties are scaled by factors aε 

and aμ.  The wave equation in the scaled system is 

 
( ) ( )21 H a H
a μ

ε

ω μ
ε

∇× ∇× =  (1.36) 

Grouping the scaling terms with ω yields 

 ( )21 H a a Hμ εω μ
ε

∇× ∇× =  (1.37) 

 Behavior in the scaled system remains unchanged other than frequency being scaled by 

factor a aμ ε .  In optics, frequency scales linearly with refractive index. 

 
2

2
0

1 naH H
n c

ω⎛ ⎞
∇× ∇× = ⎜ ⎟

⎝ ⎠
 (1.38) 

1.6.6. Left-Handed Materials 

 In the 1960’s, Russian physicist Victor Veselago studied the consequences of having both 

a negative permittivity and negative permeability [65, 66].  This was pure theory at the time 

because it was not yet known how to realize a negative permeability.  He found the Poynting 

vector and wave vector had opposite sign and reasoned this was only possible if refractive index 

was negative.  This principle is easily shown by writing Maxwell’s curl equations with the 

negative sign associated with μ and ε written explicitly. 

 ( )E j Hω μ∇× = − −  (1.39) 
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 ( )H j Eω ε∇× = −  (1.40) 

Associating the signs with the magnetic field leads to 

 ( )E j Hωμ∇× = − −  (1.41) 

 ( )H j Eωε∇× − =  (1.42) 

This is simply Maxwell’s equations with the sign of the magnetic field reversed.  The Poynting 

vector is then 

 ( )P E H E H= × − = − ×  (1.43) 

 The right-hand rule in electromagnetics [67] is not valid here because sign of the 

Poynting vector is reversed.  In fact, materials with simultaneously negative permittivity and 

negative permeability follow an analogous left-hand rule.  For this reason, such materials have 

been titled “left-handed.” 

 At an interface between air and a left-handed material, transmitted energy must keep 

propagating forward by definition.  The Poynting vector is defined to point in the direction of 

energy flow.  Phase matching requires the tangential component of the wave vector to be 

continuous across the interface.  The remaining degree of freedom is the longitudinal component 

of the wave vector.  Signs can only be reconciled if it is made negative.  This would be the case 

if refractive index were negative.  For this reason, left-handed materials are assigned a negative 

refractive index. 
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1.7. Optical Properties of Bulk Materials 

1.7.1. Lorentz Oscillator Model for Dielectrics 

 Motion of an electron bound to a positively charged nucleus is in many ways analogous 

to the motion of a mass on a spring.  Electrostatic force replaces the elastic function of the 

spring.  From mechanics, motion of this sort can be approximated by the Lorentz oscillator 

model [68]. 

 
2

2
02

r rm m m r qE
t t

ω∂ ∂
+ Γ + = −

∂ ∂
 (1.44) 

 In this equation, r  is position, m is mass of the electron, Γ characterizes loss and is 

analogous to friction, 2
0mω  arises from a restoring force analogous to the spring with resonant 

frequency 0ω , and qE  is an applied electric force from an electromagnetic wave.  This simple 

model assumes the system is linear.  Figure 1-6 illustrates this concept and compares it to the 

traditional mechanical model of a spring and damper system. 

 For time-harmonic fields, the equation of motion can be written as the Fourier transform 

of Eq. (1.44). 

 ( ) ( ) ( ) ( )2 2
0m r j m r m r qEω ω ω ω ω ω ω− − Γ + = −  (1.45) 

Solving this for r  leads to 

 ( ) ( )
2 2
0

Eqr
m j

ω
ω

ω ω ω
= −

− − Γ
 (1.46) 

 As r  deviates from equilibrium, charge is displaced forming a “dipole moment,” or 

offset charge μ .  This is 

 ( ) ( ) ( )2

2 2
0

Eqqr
m j

ω
μ ω ω

ω ω ω
= − =

− − Γ
 (1.47) 
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Figure 1-6: Lorentz oscillator model 

 

 Material polarization is a macroscopic concept defined as the average dipole moment 

throughout the volume of the material. 

 ( ) ( ) ( )2

2 2
eff 0

ENqP N
m j

ω
ω μ ω

ω ω ω
= =

− − Γ
 (1.48) 
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 In this equation, the mass is replaced with the “effective” mass of the electron and 

parameter N represents density of atoms.  The constitutive equation relating D  and E  can be 

written in terms of the material polarization as 

 0D E E Pε ε= = +  (1.49) 

From this equation, the dielectric function is related to material polarization through 

 ( )0 1rP Eε ε= −  (1.50) 

 Comparing Eq. (1.48) to Eq. (1.50) leads to an expression for the dielectric function in 

terms of the Lorentz parameters. 

 
2

2 2
0

1 p
r j

ω
ε

ω ω ω
= +

− − Γ
 (1.51) 

 
2

2

0 eff
p

Nq
m

ω
ε

=  (1.52) 

 Equation (1.51) is referred to as the Lorentz model for dielectrics and predicts 

electromagnetic behavior of bulk materials with surprising accuracy.  In this equation, some 

parameters have been collected into a new term called the “plasma” frequency ωp.  A plot of a 

typical dielectric response based on this equation is provided in Figure 1-7.  The Lorentz model 

correctly predicts high absorption near resonance tapering to zero away from resonance.  At 

frequencies just above resonance, the model predicts dielectric constant dips very low and can 

even be less than one.  Far above resonance, it predicts the dielectric function asymptotically 

approaches 1.0 and the material is essentially transparent.  At frequencies below resonance, it 

predicts the dielectric function asymptotically approaches a value greater than 1 determined by 

the plasma and resonant frequencies. 

 ( ) 2 2
00 1r pε ω ω= +  (1.53) 
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 ( ) 1rε ∞ =  (1.54) 

 Real materials show multiple resonances of many types and are best described by a linear 

sum of Lorentz oscillators.  This can be expressed generally as 

 2
2 21 i

r p
i i

f
j

ε ω
ω ω ω

= +
− − Γ∑  (1.55) 

 The parameter fi is the “oscillator strength” of each Lorentz oscillator.  It characterizes 

the probability that atoms will take part in absorption or emission of radiation. 

 

 

Figure 1-7: Typical dielectric response of Lorentz oscillator 
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1.7.2. Drude Model for Metals 

 In metals, most electrons are free and not bound to a nucleus so restoring force is 

negligible.  Based on this reasoning, the Drude model for metals can be derived from the Lorentz 

model by assuming 0 0ω ≈  [68].  This is 

 
2

21 p
r j

ω
ε

ω ω
= −

+ Γ
 (1.56) 

 Material properties can be treated as a real-valued permittivity and a conductivity.  In 

terms of the mean collision rate defined as 1τ = Γ , these are 

 
2 2

2 21
1

p
r

ω τ
ε

ω τ
= −

+
 (1.57) 

 20
0 02 2                

1 p
σσ σ ε ω τ
ω τ

= =
+

 (1.58) 

 The parameter 0σ  is conductivity at 0ω = .  From these equations, it can be seen that at 

very high frequencies, loss vanishes and metals become transparent. 

 The plasma frequency pω  for typical metals lies in the ultraviolet region.  Its role can be 

more clearly understood if the dielectric function is separated into real and imaginary parts. 

 
2 2 2

2 2 2 21
1 1

p p
r j

ω τ τω ω
ε

ω τ ω τ
⎛ ⎞ ⎛ ⎞

= − +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠
 (1.59) 

 From this equation it can be seen that at frequencies below the plasma frequency, 

dielectric constant is mostly imaginary and metals behave like good conductors.  Near the 

plasma frequency, metals are very lossy because both real and imaginary parts are significant.  

Above the plasma frequency, the imaginary part of the dielectric function is very small 



 29

indicating metals in this region are weakly absorbing.  In addition, the real part becomes less 

than one. 

1.7.3. Skin Depth and Loss at Low Frequencies 

 Most applications use frequencies well below ultraviolet so behavior of metals in the low 

frequency limit is of great interest.  From radio frequencies to infrared, ( )1 pω τ ω<< <<  and 

Eqs. (1.57)-(1.58) reduce to 

 1rε ≈  (1.60) 

 0σ σ=  (1.61) 

 The complex dielectric function in this case is essentially entirely imaginary because 

1 σ ω<< . 

 0
r j σε

ω
≈  (1.62) 

 From Eq. (1.33), the complex wave number of a wave propagating through a metal can 

be written as 

 ( ) 0
21

2
k j

c
σ ω

= +  (1.63) 

 The imaginary part of the wave number dictates how quickly the wave will attenuate due 

to loss.  The “skin depth” ( )δ ω  is defined as the distance a wave propagates where amplitude 

decays to a factor of 1/e from its starting amplitude.  This corresponds to the inverse of the 

absorption coefficient ( )α ω  and is calculated from Eq. (1.63) to be 

 ( ) ( )
2

0

1 2cδ ω
α ω σ ω

= =  (1.64) 
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 From this equation it can be concluded that higher frequencies experience greater loss 

and decay faster.  For this reason, metallic structures are most useful at lower frequencies. 

 Refractive index of a metal can be derived from Eq. (1.62) through the relation 2
rn ε= .  

This is 

 ( ) 01
2

n j σ
ω

= +  (1.65) 

 When light is incident from air onto a metal, the reflection coefficient is given by 

 
21

1
nR
n

−⎛ ⎞= ⎜ ⎟+⎝ ⎠
 (1.66) 

 At very low frequencies, refractive index becomes very large, reflection approaches 

100%, and metals behave much like “perfect” electric conductors.  Greater reflection loss will 

occur at higher frequencies. 

 

Table 1-2: Optical properties of selected metals at 1550 nm 

 

 

 Table 1-2 summarizes the optical properties of commonly used metals at a wavelength of 

1550 nm.  Data was borrowed from Refs. [69, 70].   
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CHAPTER 2 
PHOTONIC CRYSTALS 

2.1. Overview 

 Photonic crystals are a broad class of artificial materials that exploit scattering and 

resonance in periodic structures to control propagation of electromagnetic energy.  They are 

called “photonic crystals” to compare the behavior of photons to the behavior of electrons in real 

crystals.  Most literature credits the pioneering work of Eli Yablonovitch [71] and Sajeev John 

[72], however as early as 1919 Guglielmo Marconi patented a class of periodic metallic 

structures for reflecting and filtering radio waves [73].  The concept of constructing artificial 

dielectrics from periodic structures arose in the 1950’s [74].  An excellent review of the early 

work in periodic structures can be found in Refs. [74, 75]. 

 The purpose of a photonic crystal is to engineer the bulk electromagnetic properties of a 

material and to control photons similar to how electrons are controlled in semiconductors.  Many 

novel phenomena have been observed or predicted which promise significant impact on future 

photonic systems.  Photonic band gaps can improve efficiency of optoelectronic devices by 

suppressing emission of photons within the band gap [71, 76].  Minibands within the band gap 

may offer even higher degrees of spectral selectivity for spectroscopy and dense wavelength 

division multiplexing (DWDM) [77].  Photonic band gaps enable waveguiding around tight 

bends [78-80] which can accommodate denser waveguide routing and may lead to a host of new 

and novel devices.  Highly dispersive photonic crystals [81, 82] can compensate for large 

amounts of channel dispersion, slow the propagation of light, or perform difficult phase transfer 
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functions.  Negative refraction [82, 83] may lead to dramatically improved imaging optics or 

improve the quality of micro-optic devices such as micro-mirrors and micro-lenses. 

 One-dimensional and two-dimensional photonic crystals have received considerable 

attention in literature primarily due to their ease of simulation, analysis, and fabrication 

compared to their three-dimensional counterparts.  While 1D and 2D crystals have many 

applications, 3D crystals have at least two important advantages.  First, they are capable of 

having a complete photonic band gap where propagation is forbidden at any angle and 

polarization.  Second, they are capable of localizing photons at a point defect in the lattice. 

 This chapter will introduce the concept of photonic crystals and describe the general 

symmetries they may have in terms of the famous Bravais lattices.  A mathematical framework 

will be presented starting with a description of lattice vectors, reciprocal lattices, Wigner-Seitz 

primitive cells, and Brillouin zones.  A brief overview of the wave equation as an eigen-value 

problem will lead to some intuitive conclusions to help explain optical properties of photonic 

crystals.  Construction of photonic band diagrams and how they may be interpreted will be 

presented.  The chapter will conclude with a qualitative description of the physical origin of 

dispersion and band gaps in photonic crystals.  The special case of metallic photonic crystals will 

be discussed in CHAPTER 13. 

2.2. Photonic Crystal Symmetry 

 Much can be inferred about the behavior of a photonic crystal just from knowing its 

symmetry.  For this reason, it is important to understand how symmetries are classified and how 

they may be described quantitatively.  In solid state physics [84], a systematic and precise 

method was developed for classifying crystal structures based on lattice “operations.”  These are 

ways of physically manipulating lattice symmetry and include translations, inversions, 
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reflections, rotations, rotation-reflections, and rotation-inversions.  Symmetry can be deduced by 

performing combinations of lattice operations and checking to see if the crystal remains 

unchanged, or often worded as “taken into itself.” 

 In three dimensions, there are 230 possible symmetries, or “space groups,” that a lattice 

with a basis can have.  A basis is a fundamental unit cell that is repeated to construct the overall 

lattice.  More possibilities exist when quasi-crystals [85, 86] and Archimedian tilings [87] are 

considered.  These lack a basis, but offer the highest degrees of symmetry known to exist.  

Thirty-two “points groups” can be defined when only lattice operations are used that leave one 

point fixed.  This means no translational operations are performed. 

 When the fundamental objects in a crystal lattice are perfect spheres, the total number of 

space groups reduces to 14 and are called Bravais lattices.  A Bravais lattice is defined as an 

infinite array of discrete points with an arrangement and orientation that appears exactly the 

same from whichever of the points the array is viewed [84].  Similarly, the point groups reduce 

to the famous seven crystal systems: cubic, tetragonal, orthorhombic, monoclinic, triclinic, 

rhombohedral (trigonal), and hexagonal.  The concept of Bravais lattices and the seven crystal 

systems can be applied to crystals without spherical units, but they can only be used to describe 

the general manner in which a structure is periodic.  They cannot describe the geometry of the 

physical objects comprising the lattice. 

 Figure 2-1 summarizes the seven crystal systems and enumerates the Bravais lattices 

belonging to each.  The cubic and hexagonal lattices have been the most intensely studied due to 

their high degrees of symmetry. 
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Figure 2-1: The seven crystal systems and fourteen Bravais lattices 
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2.3. Mathematical Framework 

2.3.1.  Lattice Vectors 

 All Bravais lattices can be described by a set of three lattice vectors.  These can be either 

axis vectors or translation vectors and are illustrated in Figure 2-2.  Primitive axis vectors point 

along the edges of a unit cell in the direction of the lattice axes.  The magnitudes of these vectors 

are the lattice constants.  Axis vectors most intuitively describe size and orientation of the crystal 

unit cell, but do not completely describe the symmetry.  For example, simple cubic, body-

centered cubic, and face-centered cubic crystals all share the same axis vectors. 

 

 

Figure 2-2: Axis and translation vectors 

 

 Primitive translation vectors 1 2 3, ,t t t⎡ ⎤⎣ ⎦  connect adjacent lattice points within the unit cell 

in a manner that completely characterizes size, orientation, and symmetry of the entire crystal.  
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Choice of these vectors is not unique.  If chosen correctly, any two lattice points anywhere in the 

whole crystal can be connected through an integer combination of the primitive translation 

vectors.  The composite vector g  is also called a translation vector, but it is not necessarily 

primitive. 

 1 2 3

..., 2, 1,0, 1, 2,...
              ..., 2, 1,0, 1, 2,...

..., 2, 1,0, 1, 2,...

p
g pt qt rt q

r

= − − + +
= + + = − − + +

= − − + +
 (2.1) 

 Calculating translation vectors from axis vectors is possible if the symmetry is known.  

The following equations summarize the conversion. 
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2 2

3 3

1 0 0
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0 0 1

t a
t a
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 (2.2) 
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2.3.2. Reciprocal Lattices 

 It is often useful to construct a “reciprocal” lattice because it relates more directly to 

grating vectors and diffraction.  Every Bravais lattice has a reciprocal lattice that can be 

described by a set of reciprocal lattice vectors 1 2 3, ,T T T⎡ ⎤⎣ ⎦ .  The original crystal is called the 

“direct” lattice.  The reciprocal of the reciprocal lattice is the direct lattice again.  The reciprocal 

of a simple cubic lattice is simple cubic.  Face-centered-cubic (FCC) and body-centered-cubic 

(BCC) are reciprocal pairs. 

 

 

Figure 2-3: Direct and reciprocal lattices 

 



 38

 Each pair of direct lattice vectors defines a plane from which a reciprocal lattice vector is 

defined.  The reciprocal lattice vector is normal to this plane and has a magnitude equal to 2π 

divided by the spacing between adjacent planes.  The geometric construction is illustrated in 

Figure 2-3.  In this regard, reciprocal lattice vectors are equivalent to optical grating vectors 

where crystal planes of the direct lattice correspond to grating planes.  This is a fundamental 

concept in grating diffraction and holography.   

 Reciprocal space is often called “k-space” because both grating vectors and wave vectors 

have a magnitude equal to 2π divided by a length.  It is often preferred to analyze photonic 

crystals in k-space because of the elegant relation between wave vectors and lattice vectors.  In 

addition, both spatial frequency and direction of propagation are conveyed simultaneously 

through the wave vector. 

 As with the direct lattice, primitive translation vectors of the reciprocal lattice connect 

lattice points within the same unit cell.  Any two lattice points in the entire reciprocal lattice can 

be connected by a composite reciprocal translation vector that is an integer combination of the 

primitive reciprocal translation vectors. 

 2 2 3

..., 2, 1,0, 1, 2,...
              ..., 2, 1,0, 1, 2,...

..., 2, 1,0, 1, 2,...

P
G PT QT RT Q

R

= − − + +
= + + = − − + +

= − − + +
 (2.7) 

 To convert between reciprocal lattice vectors and direct lattice vectors, the following 

vector equations can be used. 

 ( ) ( ) ( )
2 3 3 1 1 2

1 2 3
1 2 3 1 2 3 1 2 3

2           2           2t t t t t tT T T
t t t t t t t t t

π π π× × ×
= = =

• × • × • ×
 (2.8) 
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From these equations, it can be shown that the dot product between a direct lattice vector and a 

reciprocal lattice vector must always be an integer multiple of 2π. 

 ( )2                ..., 2, 1,0, 1, 2,...g G m mπ• = = − − + +  (2.10) 

2.3.3. Wigner-Seitz Cells and Brillouin Zones 

 A unit cell is a solid volume that completely fills space without any overlap when 

stacked.  The most well known images of unit cells, like those depicted in Figure 2-1, are called 

“conventional” unit cells and are constructed to most clearly represent the symmetry of the 

lattice.  A primitive unit cell is usually much smaller than the conventional unit cell and contains 

only a single lattice point that is not on its surface. 

 Choice of the unit cell is not unique and often many possibilities exist.  The most 

common choice is the Wigner-Seitz cell [84].  This is defined as the volume of space around any 

lattice point which is closer to that lattice point than any other point in the entire lattice.  The 

Brillouin zone is defined in the same manner except it is constructed in reciprocal space. 

 

 

Figure 2-4: Wigner-Seitz cells of cubic crystals 
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 Figure 2-4 shows the Wigner-Seitz cell for all three cubic crystal symmetries.  For a 

simple cubic lattice, the Wigner-Seitz cell is a cube with 6 sides.  For a body-centered crystal, it 

is a “truncated” octahedron with 14 sides.  For a face-centered crystal, it is a rhombic 

dodecahedron and has 12 sides.  The Wigner-Seitz cell of the body-centered cubic (BCC) crystal 

is the most spherical of all Bravais lattices.  This means the Brillouin zone of the face-centered-

cubic (FCC) crystal is the most spherical so FCC crystals are said have the highest symmetry of 

the Bravais lattices. 

2.3.4. Wave Equation as an Eigen-Value Problem 

 To study wave propagation in photonic crystals, it is most convenient to start with the 

wave equation.  It can be written in the form of an eigen-value problem.  For non-magnetic 

materials, this is 

 2
0

1

r

H k H
ε

∇× ∇× =  (2.11) 

Eigen-value problems arise so often in physics and engineering that much is known about their 

properties and many efficient algorithms exist for calculating their solution.  They have the 

following general form. 

 { }L H vH=  (2.12) 

The linear mathematical operation represented by L is called the “eigen-operator,” v is called the 

“eigen-value,” and in this context H  is the “eigen-state.”  This equation can be thought of as a 

way to test if H  is an allowed state of the system.  If performing the mathematical operation L 

on H  just equals H  scaled in magnitude by a constant v, then H  must be an allowed state of 

the system.  The scaling constant v is the eigen-value.  It makes intuitive sense that many 
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possible solutions may exist.  It is easy to see the wave equation in Eq. (2.11) is an eigen-value 

problem where the eigen-value is 2
0k  and the eigen-operator is 1

rε −∇× ∇× . 

 To assess the similarity between two possible solutions ( )1H r  and ( )2H r , an “inner 

product” may be defined as 

 ( ) ( )*
1 2 1 2H H H r H r dr

Ω

⊗ = •∫  (2.13) 

In this equation r  represents position and Ω represents the region of a single unit cell.  If 1H  and 

2H  are very similar, the inner product will yield a large number.  If they are very different, the 

answer will be small.  When the inner product exactly equals zero, 1H  and 2H  are said to be 

“orthogonal.” 

 The inner product may be used to test if a linear operator, L, is “Hermitian” if the 

following property is satisfied. 

 { } { }1 2 1 2L H H H L H⊗ = ⊗  (2.14) 

 It is easily shown that for lossless materials, the eigen-operator in Eq. (2.11) is Hermitian 

[88].  This would not be the case if the wave equation were derived in terms of the electric field.  

Hermitian eigen-value problems have three important properties.  First, the eigen-values are real.  

This means calculated frequencies will be real-valued and have physical meaning.  Second, the 

eigen-states are orthogonal.  This means very different answers will be obtained from the 

solution so no wasted calculations will be performed.  Third, the eigen-states are “complete” so 

the full set of eigen-states will completely describe the system.  No information will be missing 

from the solution.  Once the eigen-states are calculated, all possible field patterns of propagating 
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waves in the photonic crystal must be a linear sum of the eigen-states.  If it is not, the field must 

be evanescent. 

 Photonic crystals are periodic so the eigen-value problem will lead to discrete solutions.  

In addition, modes of the system will obey the Bloch-Floquet theorem [88]. 

 ( ) ( )j k r

kH r e H•=  (2.15) 

The Bloch-Floquet theorem describes modes as having the general form of a plane wave, but 

with a periodic envelope kH  that takes on the same symmetry as the photonic crystal.  An 

important point to notice is that a Bloch wave is not a plane wave.  A more accurate description 

is a bundle of coupled plane waves that propagate independently from other waves.  While the 

component plane waves scatter within the lattice, the overall Bloch wave does not. 

 Substituting Eq. (2.15) into Eq. (2.11) leads to a wave equation in terms of the Bloch 

wave parameters. 
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1 i k
i k i k
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jk jk H H
c

ω

ε
⎛ ⎞
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 (2.16) 

The variational theorem states the lowest energy band satisfying Eq. (2.16) minimizes the 

following variational problem [89]. 
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⇒

∫

∫
 (2.17) 

To minimize this function, the denominator must be maximized.  This indicates the most intense 

electric fields will reside within the highest dielectric constant materials.  In simpler terms, 

electric fields of the lowest order mode prefer to reside in the highest index regions. 
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2.4. Photonic Band Diagrams 

 Photonic band diagrams are a compact, but incomplete, means of characterizing the 

optical behavior of a photonic crystal.  It is essentially a map of what temporal frequencies are 

allowed to propagate through the lattice with a given direction and spatial period.  They provide 

a convenient summary of the transmission and dispersive properties of a photonic crystal.  While 

they are only valid for crystals of infinite extent, they are much faster to calculate and behavior 

of finite crystals is usually very consistent. 

 The following text will outline at a high level how photonic band diagrams are 

constructed and how optical behavior may be interpreted from them.  Details of the numerical 

solution to the wave equation will be discussed in later chapters. 

2.4.1. The Irreducible Brillouin Zone 

 In real space, everything is known about the solution if the field is known everywhere in 

the unit cell.  To reduce the number of calculations, a primitive unit cell such as the Wigner-Seitz 

cell should be used.  Similarly, in reciprocal space everything is known when the solution to the 

eigen-value problem is obtained at every point within the Brillouin zone.   

 The problem can be reduced even further through the concept of the “irreducible 

Brillouin zone” (IBZ).  Propagation of light through a simple cubic lattice along any of the axes 

will behave the same as long as the crystal has 90° rotational symmetry.  If this is the case, there 

is clearly redundancy within the Brillouin zone.  A similar argument can be made for any crystal.  

The smallest region within the Brillouin zone that completely characterizes the photonic crystal 

is the IBZ. Figure 2-5 depicts the full Brillouin zone of a FCC crystal along with the irreducible 

Brillouin zone when spherical bases are assumed.  The vertices of the IBZ are key points of 
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symmetry and are labeled with bold letters in this figure.  1T , 2T , and 3T  are the reciprocal lattice 

vectors. 

 

 

Figure 2-5: Brillouin zone, IBZ, and key points of symmetry for FCC crystals 

 

2.4.2. Construction of the Band Diagram 

 A numerical solution of the wave equation requires only the dielectric function rε  

describing materials in the unit cell and a Bloch wave vector β  describing direction and spatial 

period of a Bloch wave.  As illustrated in Figure 2-6, the solution produces a set of eigen-values 

and eigen-vectors.  The eigen-values are interpreted as temporal frequencies that lead to allowed 

modes described by the Bloch wave vector.  The eigen-vectors describe field profiles of the 

Bloch modes, but only the eigen-values are needed to construct a photonic band diagram.  

Details of the numerical solution to the wave equation are discussed in later chapters, but the 
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procedure simply calculates the set of discrete frequencies which lead to Bloch modes described 

by the given Bloch wave vector. 

 A photonic band diagram is constructed by lining up the eigen-values computed over a 

sequence of Bloch wave vectors.  The sequence contains values of β  that progress around the 

perimeter of the IBZ connecting all key points of symmetry.  A solution at a sufficient number of 

points along the perimeter must be obtained to adequately resolve the photonic band structure. 

 

 

Figure 2-6: Numerical solution of the eigen-value wave equation 

 

 For 1D photonic crystals, the IBZ is one dimensional so the complete solution is a two-

dimensional set of data.  In this case, it is possible to completely represent the photonic band 

structure on paper.  For 2D photonic crystals, the IBZ has two dimensions so the complete 

solution is a three-dimensional set of data.  Bands are represented as sheets, but it is not entirely 

feasible to represent a three dimensional set of data on paper.  The IBZ of 3D photonic crystals 

has three dimensions so the complete solution is a four-dimensional set of data.  This is clearly 

not possible to completely represent on paper. 
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Figure 2-7: Photonic band diagram of inverted FCC photonic crystal 

 

 To describe the photonic band structure of 2D and 3D photonic crystals in a simple 

manner, a method for representing the data in a two-dimensional figure is needed.  Recognizing 

that the band extremes are most likely to occur at the key points of symmetry in the IBZ, a good 

approach is to solve the eigen-value problem only for points along a line around the perimeter of 

the IBZ passing through all key points of symmetry.  While the line may wonder through two 
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and three dimensions, the final set of data will only have two dimensions because solutions were 

obtained along a single line path.  It should be mentioned that bypassing most of the IBZ in this 

manner leads to a small possibility that interesting behavior or band extremes may be missed. 

 An example is shown in Figure 2-7 where the photonic band structure was calculated 

using PWEM for a fully three dimensional FCC lattice comprised of air holes in a dielectric 

medium with n=3.6.  The leftmost inset shows the unit cell of the photonic crystal from which 

the band structure was calculated.  The center inset illustrates an extended lattice.  The rightmost 

inset shows the Brillouin zone and IBZ discussed previously.  Key points of symmetry are 

labeled U,  X, Γ, L, K, and W.  An array of around 200 Bloch wave vectors was generated 

progressing from U to X to Γ to L to K and finally to W.  At each vector, eigen-frequencies were 

computed and plotted in the figure to form the continuous bands.  This crystal does not posses a 

complete photonic band gap.  The path taken around the perimeter of the IBZ and how it is 

unfolded to produce the horizontal axis is illustrated below the band diagram. 

2.4.3. Reading Photonic Band Diagrams 

 There are at least five optical properties that can be estimated from a photonic band 

diagram.  These are band gaps, transmission spectrum, phase velocity (phase refractive index), 

group velocity (group refractive index), and dispersion.  The following paragraphs outline how 

to estimate these properties from the photonic band diagram shown in Figure 2-8.  In this 

diagram, bands of the photonic crystal are represented as solid blue lines.  Dashed green lines 

correspond to the “light lines” of a homogeneous material set to the average dielectric constant 

of the photonic crystal.  Transmission through a five layer slab is depicted on the right and shares 

the same frequency axis as the photonic band diagram for easy comparison. 
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 A photonic band gap exists when no bands are present within some range of frequencies.  

If a photonic crystal is excited by a frequency in this range, the field will be evanescent and the 

lattice will appear as a mirror throughout.  In Figure 2-8, the band gaps are highlighted in light 

gray while the gold highlights identify partial band gaps for light at normal incidence.  A 

“complete” photonic band gap exists only if light at any angle and polarization is forbidden.  

Polarization of the Bloch modes cannot be determined from a band diagram unless it is identified 

explicitly. 

 

 

Figure 2-8: Interpreting photonic band diagrams 
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 The transmission spectrum can be estimated through the concept of optical density of 

states (ODOS).  The ODOS is the number of bands that exist for each temporal frequency.  

Transmission through the photonic crystal is greatly enhanced at frequencies where many states 

exist.  Transmission is very low where there are few states or a band gap is present.  While there 

are more factors leading to the real transmission spectrum, this provides a simple means for 

estimation.  The transmission spectrum often shows many oscillations in regions where many 

photonic bands exist. 

 Phase velocity is the speed in which points of equal phase appear to propagate.  This is 

defined as 

 2pv βω
β

=  (2.18) 

From Eq. (2.18), phase velocity of a Bloch mode depends on position in the diagram.  It can also 

be understood as the slope of the line connecting the point at ω=Γ=0 to the point of interest.  It 

follows that the phase refractive index is 

 p
p

cn
v

=  (2.19) 

 Energy in a photonic crystal propagates at the group velocity which does not have to be 

in the same direction or the same magnitude as phase velocity.  Group velocity is deduced from 

the slope of the band at the point of interest.  For two and three dimensional crystals, the group 

velocity is calculated from the gradient of ω in k-space. 

 ˆ ˆ ˆg k
x y z

v x y zω ω ωω
β β β

∂ ∂ ∂
= ∇ = + +

∂ ∂ ∂
 (2.20) 
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The group refractive index is then 

 g
g

cn
v

=  (2.21) 

The group velocity is related to the phase velocity through Rayleigh’s equation [87]. 

 0
p

g p

v
v v λ

λ
∂

= −
∂

 (2.22) 

It follows that the group and phase refractive indices are related through 

 0
p

g p

n
n n λ

λ
∂

≈ −
∂

 (2.23) 

From Eqs. (2.22)-(2.23), it can be seen that group velocity deviates from phase velocity only 

when there is significant dispersion pn λ∂ ∂ .  Dispersion can be identified anywhere the band 

deviates from the light line. 

2.5. Physical Origin of Electromagnetic Behavior in Photonic Crystals 

2.5.1. The Photonic Band Gap 

 In some photonic crystals, a range of wavelengths exists for which propagation is 

forbidden.  This is called a “photonic band gap” and arises due to coherent scattering of light in 

the lattice.  The physical origin of the band gap can be understood through arguments discussed 

previously.  Three important concepts are: 

 

 1. Bloch modes must have the same symmetry as the photonic crystal. 

 2. Electric fields of the lowest order mode prefer to reside in higher index regions. 

 3. Modes corresponding to different bands must be orthogonal. 
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Consider the 1D photonic crystal and its band structure shown in Figure 2-9.  The lattice is a 

stack of alternating layers of dielectric that has a photonic band gap.  Consider the lowest energy 

band at k=π/a, labeled with a blue point.  The irradiance of the mode is depicted throughout the 

lattice.  The mode follows rule 1 by taking on the symmetry of lattice.  To be consistent with 

rule 2, the most intense portions of the field are placed in the regions with n2.  Since there is no 

lower order mode, rule 3 does not yet apply.   

 Now consider the next higher energy band at k=π/a labeled with a red point.  This mode 

also follows rule 1 by taking on the same symmetry as the lattice.  Rule 2 does not apply, but the 

mode is forced to be orthogonal to the lower order mode due to rule 3.  For this reason, the 

intense portions of the field are shifted to the lower index regions corresponding to n1. 

 

 

Figure 2-9: Physical origin of the photonic band gap 

 

 The lower order mode must have a higher effective refractive index because it resides 

mainly in the higher index regions.  The higher order mode must have a lower effective 

refractive index because it resides mainly in the lower index regions.  Both modes, however, 

have the same spatial frequency of π/a.  The only way to reconcile the two modes having 

different effective index with the same spatial frequency is if they are distinct in temporal 
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frequency.  Therefore, a distinct gap between the bands must exist if there is any index contrast.  

Based on this argument, it makes intuitive sense that higher contrast leads to greater disparity 

between the modes and a larger photonic band gap. 

2.5.2. Realizing a Complete Photonic Band Gap 

 From discussion above, it is possible to identify what lattices support photonic band gaps 

for transverse electric (TE) modes, transverse magnetic (TM) modes, or both.  For 2D photonic 

crystals where wave propagation is restricted to the crystal plane, TE modes have the electric 

field polarized normal to the crystal plane.  These modes can form isolated regions of high 

intensity surrounded by connected regions of low intensity.  To maximize the disparity discussed 

above, lattices favoring TE band gaps should be comprised of isolated regions of high dielectric 

constant material.  One such structure is an array of dielectric cylinders in air.  The photonic 

band structure and two Bloch modes are shown in Figure 2-10.  At the highest point in the lowest 

band marked A, the field is contained almost entirely within the dielectric rods.  For this reason, 

the lower band is sometimes referred to as the ‘dielectric band.’  At the upper band marked B, 

the field resides almost entirely outside of the dielectric rods.  This band is sometimes referred to 

as the ‘air-band.’ 
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Figure 2-10: Photonic crystal favoring TE band gaps 

 

 TM modes have the electric field polarized parallel to the crystal plane.  In this case the 

electric field is a vector quantity and must form circular loops to satisfy Maxwell’s equations 

which dictate electric field lines should be continuous.  To maximize the disparity discussed 

above, lattices favoring TM band gaps should be comprised of connected veins of high dielectric 

constant material.  One possible structure is a series of interconnected dielectric rods.  The 

photonic band structure and two Bloch modes for this lattice are shown in Figure 2-11.  At the 

highest point in the lowest energy band marked A, the field forms loops and is contained almost 

entirely in the dielectric rods.  At the upper band marked B, the field still forms loops, but 

resides almost entirely outside of the rods. 
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Figure 2-11: Photonic crystal favoring TM band gaps 

 

 Another aspect of lattice symmetry is dielectric inversion.  This entails swapping high 

and low dielectric materials in the lattice.  Figure 2-12 shows photonic band structures for a 

square array of dielectric cylinders in air and a square array of air cylinders in dielectric.  The 

photonic band structures are very different, but one key difference can be observed.  The array of 

dielectric cylinders supports TE band gaps, but not TM band gaps.  The inverted array supports 

TM band gaps, but not TE band gaps.  This is a logical conclusion since the first lattice is 

comprised of isolated regions of dielectric and the second is a connected lattice. 
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Figure 2-12: Dielectric inversion 

 

 The role of lattice symmetry can be understood through Figure 2-13 where the photonic 

band structure is compared between four cases.  The square array at the upper left provides a 

number of small band gaps.  A rectangular array is formed by increasing the lattice constant 

along one axis.  This offsets the gaps seen by light traveling on each axis so they are no longer 

aligned.  For this reason, no complete photonic band gap is observed because the lattice has lost 

some of its symmetry.  When the shape of the dielectric rod is distorted but square symmetry is 

maintained, a similar effect happens and only a very small band gap is observed.  When perfectly 

circular rods are placed in a hexagonal array, much larger band gaps appear due to the higher 

degree of symmetry.  It can be concluded that band gaps are favored by lattices with high 

symmetry.  That is, lattices with near circular/spherical Brillouin zones. 
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Figure 2-13: Role of lattice symmetry 

 

 To realize a complete photonic band gap, high symmetry lattices with isolated “globs” of 

dielectric connected by thin veins are needed.  In two dimensions, a common solution is the 

hexagonal lattice depicted in Figure 2-14 along with its photonic band structure.  It incorporates 

isolated “globs” of dielectric to promote TE band gaps and connects them with thin dielectric 

“veins” to support TM band gaps.  It is a hexagonal array for high symmetry and has high index 

contrast to realize a wide band gap.  As can be seen from the photonic band structure, this lattice 
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proves a very large complete photonic band gap.  Based on this reasoning, it is not surprising that 

the inverse type photonic crystals with FCC or diamond symmetry have the widest known 3D 

photonic band gaps. 

 

 

Figure 2-14: Photonic crystal with a complete band gap 

 

2.5.3. Dispersion 

 The strong dispersive properties of a photonic crystal can be reasoned through the 

illustrations in Figure 2-15.  This compares the optical response of an atomic crystal to the 

optical response of a photonic crystal.  The mechanism producing a macroscopic refractive index 

in an atomic lattice is fundamentally the same mechanism in a photonic crystal producing an 

effective refractive index. 
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Figure 2-15: Atomic crystal and photonic crystal response to an optical wave 

 

 The left diagram in Figure 2-15 depicts an atomic crystal in the presence of an applied 

optical wave.  Charges are displaced proportional to the applied electric field causing the 

material to become “polarized.”  Because the field is oscillating, material polarization oscillates 

at the same frequency.  As charges are accelerated during oscillation, they radiate energy at the 

same frequency as the applied wave.  This takes the form of dipole radiation.  These combine out 

of phase with the applied wave producing an apparent change in velocity.  An effective dielectric 

function is used to describe the phenomenon at a macroscopic level.  Materials are dispersive 

because charges are bound to the lattice through a restoring force producing a resonance.  This 

alters the response of the material as a function of wavelength. 

 The right diagram in Figure 2-15 shows a photonic crystal in the presence of an applied 

optical wave.  Waves scattered from the lattice combine out of phase with the applied wave in a 

manner analogous to the dipole radiation in an atomic lattice.  The overall affect is an apparent 

change in velocity described in terms of an effective dielectric constant.  Photonic crystals are 

dispersive because the periodic lattice has a resonance causing the response to change with 
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wavelength.  It should be expected that the response of a photonic crystal can be much stronger 

than standard dielectric materials could provide because index contrast can be very high.  This 

leads to stronger scattered fields in a photonic crystal than there would be dipole radiation in an 

atomic crystal. 
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CHAPTER 3 
FINITE-DIFFERENCE FREQUENCY-DOMAIN METHOD 

3.1. Overview 

 The finite-difference frequency-domain (FDFD) method [45, 46, 90-95] may be the 

easiest of all methods to formulate and implement.  It is a completely numerical method 

excellent for field visualization and modeling devices with complex geometry or structures of 

finite size.  It is accurate, stable, and sources of error are well understood.  It is fully vectorial 

and obtains a rigorous solution to Maxwell’s equations.  Being a frequency-domain method, it is 

able to resolve sharp resonances and obtain solutions at a single frequency more efficiently than 

time-domain methods.  Being a frequency-domain method, it is able to account for oblique 

angles of incidence and material dispersion quite easily. 

 The method transforms Maxwell’s equations into a set of linear algebraic equations using 

the finite-difference method [96].  A source is incorporated and the problem solved through 

matrix division.  The method is capable of modeling 2D devices that are hundreds of 

wavelengths square.  Non-uniform [90] and unstructured grids [93] can also be used to improve 

accuracy and efficiency. 

 Despite its power and simplicity, literature on FDFD remains surprisingly sparse.  

Fortunately, much of the literature on FDTD is directly applicable to FDFD.  This chapter will 

introduce finite-differences and outline a new and much improved formulation of the method in 

the framework of matrix operators on a Yee grid [97].  This approach is more compact, less 

tedious to formulate, and requires only first order derivatives.  It is stable and accurate for both 

TE and TM modes.  A simple approach to incorporate a source will be introduced that can be 
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extended to arbitrary sources such as cylindrical waves or dipole sources and inherently 

accommodates implementation on unstructured grids or using higher-order accurate finite-

difference equations.  Compensating for numerical dispersion will also be discussed. 

3.2. Finite-Difference Approximations 

 In the finite-difference method (FDM), continuous functions are fit to a grid where 

function values are known only at discrete points.  Intermediate values must be interpolated if 

they are needed.  The method approximates derivatives using weighted sums of function values 

at neighboring points.  For example, suppose function values f0, f1, and f2 are known at three 

consecutive points on a grid with spacing Δ.  The first derivative at point 1 could be 

approximated by calculating the slope between points 0 and 2. 

 2 01

2
f ff

x
−∂

≅
∂ Δ

 (3.1) 

Similarly, the derivative midway between two consecutive points on a grid can be estimated as 

 1.5 2 1f f f
x

∂ −
≅

∂ Δ
 (3.2) 

 These equations are second-order accurate finite-difference approximations of first-order 

derivatives.  Finite-difference equations can also be written on non-uniform grids or even 

unstructured grids.  Equation (3.2) is the only finite-difference approximation used in this 

dissertation and is second-order accurate on a uniform grid.  For more details on finite-difference 

approximations see Ref. [96]. 

3.3. Representing Optical Structures on Discrete Grids 

 In the FDM framework, fields and materials are defined only at discrete points.  Grid 

resolution, defined as the spacing between grid points, must be sufficiently small to accurately 
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portray rapidly varying fields and resolve structures with fine dimensions.  When grid resolution 

is made too small, matrices may become too large to solve by conventional means.  When grid 

resolution is made too large, the method is less accurate and can potentially be unstable. 

 In practice, it is best to use as coarse of a grid as possible while achieving an acceptable 

level of accuracy.  This tends to be on the order of λmin/10 to λmin/40, where λmin is the 

wavelength inside the highest refractive index found in the problem. 

3.3.1. Representing Fields 

 Despite there being four Maxwell’s equations, most numerical algorithms are formulated 

only from the curl equations.  The divergence equations in charge free media are a direct 

consequence of the curl equations.  It is necessary in a grid-based system to ensure the 

divergence conditions are implicitly enforced by correct placement and orientation of field 

components on the grid.  Grids where all fields are collocated at the same point, do not 

necessarily satisfy the divergence equations.  The problem becomes apparent when modeling 

TM modes or fully three-dimensional systems. 

 The most popular grid scheme is that described by Kane Yee in 1966 [97] where electric 

and magnetic fields are interleaved on a Cartesian grid as depicted in Figure 3-1.  Each electric 

field is immediately surrounded by four circulating magnetic fields and each magnetic field is 

immediately surrounded by four circulating electric fields.  This clever arrangement makes 

numerical representation of Maxwell’s curl equations highly efficient and inherently at least 

second-order accurate on uniform grids [44].  The Yee grid ensures divergence-free behavior 

[44] so only Maxwell’s curl equations need to be considered.  Boundary conditions are naturally 

satisfied if the interface between two materials is parallel to one of the lattice coordinates. 
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Figure 3-1: Unit cell of Yee grid for different dimensional systems 

 

3.3.2. Representing Materials 

 Each field component is placed at a unique physical point due to the staggered nature of 

the Yee grid.  As a consequence, field components have different phase and may reside within a 

different material.  It is common to assign unique material properties to each field component.  

Materials represented in this manner are inherently anisotropic.  In addition, there exists potential 

for subcell resolution of very small structures.  Several methods exist for assigning material 

properties and the most common are summarized in Figure 3-2. 

 A simple and powerful method of assigning materials properties to points on the grid is to 

construct the problem at twice the desired resolution and overlay this onto the Yee grid.  This 

approach has the advantage of being straight forward to implement and was found to be more 

accurate then Dey-Mittra averaging [98] when fine structures had to be resolved [1].  This 

approach is labeled “discrete” in Figure 3-2. 
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Figure 3-2: Material representation 

 

 Cartesian grids do not conform well to curved surfaces.  While the “2X” grid method 

works well for fine features, larger structures are usually more accurately represented using Dey-

Mittra averaging.  This method simply assigns materials properties to points on the Yee grid 

based on a local average.  To implement this method, it is easiest to construct the problem on a 

very high resolution grid.  The average of local groups of points on the high resolution grid, are 

assigned to single points on the Yee grid.  A typical result is labeled “Dey-Mittra” in Figure 3-2. 
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3.4. Matrix Representation of Maxwell’s Equations 

3.4.1. Maxwell’s Equations in Normalized Form 

 Maxwell’s curl equations for source-free media in the frequency-domain are 

 E j Hωμ∇× = −  (3.3) 

 H j Eωε∇× =  (3.4) 

The magnitude of the electric and magnetic fields differ by around three orders of magnitude.  

To avoid numerical rounding errors, either the electric or magnetic field should be normalized.  

It is convenient to normalize the magnetic field in the following manner. 

 0

0

H j Hε
μ

= −  (3.5) 

 Maxwell’s curl equations can be written in terms of the normalized magnetic field where 

0 0k cω= , rε  is relative permittivity, and rμ  is relative permeability. 

 0 rE k Hμ∇× =  (3.6) 

 0 rH k Eε∇× =  (3.7) 

3.4.2. Incorporation of Perfectly Matched Layer Absorbing Boundary 

Conditions 

 To prevent nonphysical reflections from the numerical boundaries of the grid, the 

perfectly matched layer (PML) boundary condition may be used [92, 99].  It is introduced into 

Maxwell’s curl equations through the tensor s . 

 0 rE k sHμ∇× =  (3.8) 

 0 rH k sEε∇× =  (3.9) 
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The PML tensor can be written as 
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where the PML gradient is expressed as 
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Typical values are max0 5s≤ ≤  and *
max 1σ ≈ .  This is similar to a conventional PML with the 

addition of the 0s  parameter to better attenuate evanescent fields.  Using normalized coordinates 

( 0x k x′ = , 0y k y′ = , and 0z k z′ = ), Eqs. (3.8)-(3.9) expand to 

 y y zz
r x

x

E s sE H
y z s

μ
∂∂

− =
′ ′∂ ∂

 (3.12) 

 x x zz
r y

y

E s sE H
z x s

μ∂ ∂
− =

′ ′∂ ∂
 (3.13) 

 y x yx
r z

z

E s sE H
x y s

μ
∂ ∂

− =
′ ′∂ ∂

 (3.14) 

 y y zz
r x

x

H s sH E
y z s

ε
∂∂

− =
′ ′∂ ∂

 (3.15) 

 x x zz
r y

y

H s sH E
z x s

ε∂ ∂
− =

′ ′∂ ∂
 (3.16) 

 y x yx
r z

z

H s sH E
x y s

ε
∂ ∂

− =
′ ′∂ ∂

 (3.17) 



 67

3.4.3. Approximating Maxwell’s Curl Equations with Finite-Differences 

 Applying the finite-difference approximation of Eq. (3.2) to Eqs. (3.12)-(3.17) on a Yee 

grid, leads to a set of six algebraic equations. 
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The PML parameters have been combined with the permittivity and permeability according to 
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3.4.4. Numerical Dispersion 

 As a consequence of representing continuous fields on a discrete grid, nonphysical 

dispersion is introduced [44].  Phase velocity of simulated waves differs slightly from what 

would be observed in physical systems.  Numerical dispersion is a function of wavelength, 

direction of propagation, and grid parameters.  Simulated waves accumulate extra phase as they 
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propagate through the numerical grid that leads to nonphysical results such as shifted spectral 

response, pulse broadening, ringing of pulsed waveforms, imprecise cancellation of scattered 

waves, anisotropy, and pseudo-refraction.  The problem is particularly prevalent when modeling 

large structures, using periodic boundary conditions, or using a very coarse grid. 

 The numerical dispersion relation is derived by substituting a plane wave solution into 

Eqs. (3.18)-(3.25) and determining the condition placed on the wave vector.  The result for a 

homogeneous and isotropic material is 
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Here, velocity is represented by the parameter v indicating it is different than the free space 

speed of light.  It can be seen from this equation that dispersion is purely an artifact of grid 

resolution.  At the resolution parameters approach zero, the dispersion equation reduces to that of 

a real material.   

 Using Eq. (3.26), it is possible by simple means to exactly compensate for numerical 

dispersion in one direction.  The correction is implemented by multiplying the dielectric function 

by a factor f.  If f is chosen correctly, the parameter v becomes the true vacuum speed of light. 
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 (3.27) 

Solving this for the correction factor f leads to 
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 (3.28) 

 To compensate for numerical dispersion, the grid parameters Δx, Δy, and Δz are 

calculated first.  Given a wave vector and average dielectric constant throughout the problem 
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space, the correction factor is calculated using Eq. (3.28).  Immediately after the materials are 

assigned to points on the grid, they are all multiplied by the factor f.  From there, matrices are 

calculated and solved without numerical dispersion.  When there are waves in multiple 

directions, exact compensation is no longer possible by this method, but an average correction 

factor will still improve model accuracy. 

3.4.5. Matrix Form of Maxwell’s Curl Equations 

 When all six equations are written for every cell in the Yee grid, a large set of algebraic 

equations is generated.  These can be written as separate matrix equations. 

 E E
y z z y x x′ ′− =D E D E μ H  (3.29) 

 E E
z x x z y y′ ′− =D E D E μ H  (3.30) 

 E E
x y y x z z′ ′− =D E D E μ H  (3.31) 

 H H
y z z y x x′ ′− =D H D H ε E  (3.32) 

 H H
z x x z y y′ ′− =D H D H ε E  (3.33) 

 H H
x y y x z z′ ′− =D H D H ε E  (3.34) 

xE , yE , and zE  are column vectors containing a sequential list of all electric field values in the 

grid.  Likewise, xH , xH , and xH  are column vectors containing all normalized magnetic field 

values in the grid.  xε , yε , and zε  are diagonal matrices containing the dielectric function and 

PML parameters at each point in the grid.  In a similar manner, xμ , yμ , and zμ  contain the 

relative permeability and PML parameters.  E
x′D , E

y′D , and E
z′D  are matrices that perform spatial 

derivative operations on electric fields.  Likewise, H
x′D , H

y′D , and H
z′D  are matrices that perform 
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spatial derivative operations on magnetic fields.  The derivative operations are different for 

electric and magnetic fields due to the staggered nature of the Yee grid.  They are defined as 
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3.4.6. Two-Dimensional and One-Dimensional Systems 

 Equations (3.29)-(3.34) are valid for fully three-dimensional systems.  In many cases, 

dimensionality of the problem can be reduced to two dimensions or even just one.  For problems 

that can be accurately described in less than three dimensions, this approach offers a tremendous 

improvement in speed and efficiency and should be considered very good practice.  For two 

dimensional systems where the materials are uniform in the z-direction and propagation is 

restricted to the xy-plane, it follows that E H
z z= =D D 0 .  In this case, Eqs. (3.29)-(3.34) separate 

into two independent modes. 

TE Mode 

 H H
x y y x z z′ ′− =D H D H ε E  (3.41) 
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 E
y z x x′ =D E μ H  (3.42) 

 E
x z y y′− =D E μ H  (3.43) 

TM Mode 

 E E
x y y x z z′ ′− =D E D E μ H  (3.44) 

 H
y z x x′ =D H ε E  (3.45) 

 H
x z y y′− =D H ε E  (3.46) 

 One dimensional systems arise when the problem is uniform along two dimensions such 

that E E H H
x y x y= = = =D D D D 0 .  In this case, the longitudinal fields are always zero and 

Maxwell’s equations reduce to two independent modes as suggested by the 1D Yee grids 

illustrated in Figure 3-1.  These modes are identical in form and may be treated using the same 

formulation.  These are 

 

Ex Mode 

 H
z y x x′− =D H ε E  (3.47) 

 E
z x y y′ =D E μ H  (3.48) 

Ey Mode 

 H
z x y y′ =D H ε E  (3.49) 

 E
z y x x′− =D E μ H  (3.50) 

Longitudinal Fields 

 z z= =E H 0  (3.51) 
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3.4.7. Matrix Operators for Spatial Derivatives on a 2D Yee Grid 

 Maxwell’s equations have been cast into matrix form, but little has been said of the 

square matrices representing derivative operations.  In general, any linear operation can be 

written as a square matrix multiplying a column vector.  In addition to derivative operations, 

these can perform discrete Fourier transforms, convolutions, integrations, multiplications, and 

more.  In any matrix equation, column vectors are usually interpreted as a “state” of the system, 

while square matrices are interpreted as linear mathematical operations that are performed on the 

column vectors.  More details on finite-difference matrix operators and their application can be 

found in Refs. [100-103]. 

 From Eqs. (3.35)-(3.40), the derivative operators on a 2D Yee grid are defined as 
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 Figure 3-3 shows a small 4×4 2D Yee grid corresponding to the TE mode.  A single 

electric field component is polarized transverse to the xy-plane.  Two magnetic field components 

are parallel to the xy-plane. 
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Figure 3-3: Two-dimensional Yee grid for TE mode 

 

The derivative operators on this grid using Dirichlet boundary conditions [103] are 
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 Each of these matrices contain nonzero elements on just two diagonals leading to very 

sparse matrices that can be constructed very quickly and stored efficiently.  All diagonals are 

uniform except where quantities are written in red.  These exceptions arise from the Dirichlet 

boundary conditions. 

 Periodic boundaries can also be implemented in the derivative operators.  For an incident 

plane wave jk rAe− • , the derivative operators become 
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 *                    x x x x
x x

jk N x jk N xe eφ φ− Δ + Δ= =  (3.60) 

 *                    y y y y
y y

jk N y jk N ye eφ φ− Δ + Δ= =  (3.61) 

These matrices include terms written in blue along an additional diagonal.  When a field is 

required from outside of the problem space, periodic boundaries dictate it is possible to use a 

field from the opposite side of the grid.  Phase due to an oblique angle of incidence is 

compensated through the terms xφ  and yφ . 
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3.5. Formulation 

3.5.1. Matrix Wave Equation 

 Solving Eqs. (3.42)-(3.43) for the magnetic field quantities and substituting the 

expressions into Eq. (3.41) leads to the wave equation for the TE mode in terms of just zE .  A 

similar treatment of Eqs. (3.44)-(3.46) leads to the wave equation for the TM mode. 

TE Mode 

 ( )1 1H E H E
x y x y x y z z

− −
′ ′ ′ ′+ + =D μ D D μ D ε E 0  (3.62) 

 1 E
x x y z

−
′=H μ D E  (3.63) 

 1 E
y y x z

−
′= −H μ D E  (3.64) 

TM Mode 

 ( )1 1E H E H
x y x y x y z z

− −
′ ′ ′ ′+ + =D ε D D ε D μ H 0  (3.65) 

 1 H
x x y y

−
′=E ε D H  (3.66) 

 1 H
y y x z

−
′= −E ε D H  (3.67) 

3.5.2. Incorporation of a Source 

 It is important to note the matrix equations derived above are not yet solvable.  They 

relate field components in a scattering environment, but a source must be incorporated or the 

solution will be trivial.  There are two alternative ways to incorporate a source.  These are the 

total-field/scattered-field (TF/SF) technique [104] and the pure scattered-field formulation [94, 

105].  The TF/SF method is preferred here because it leads to a more intuitive picture of the 

fields and the matrix equation is in a form more suitable to efficient solution. 
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Figure 3-4: Construction of FDFD model 

 

 Both TE and TM matrix equations can be written in the following general form. 

 z =Lf 0  (3.68) 

where zf  represents the transverse field and L is a “field” matrix representing the linear 

operation dictated by the wave equation.  These were found to be 
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 The TF/SF formulation divides the problem space into two regions as illustrated in Figure 

3-4.  In the total-field region, field quantities contain the source and fields reflected by the 

structure being modeled.  The scattered-field region does not contain the source.   

 When finite-difference equations contain field terms from both sides of the interface, the 

source must added to scattered-field quantities or subtracted from total-field quantities.  These 

“correction” terms are known quantities and can be moved to the right side of Eq. (3.68) to 

obtain an equation of the form 

 z =Lf S  (3.71) 

This can be solved through matrix division using any of a variety of elimination or iterative 

methods [96]. 

 1
z

−=f L S  (3.72) 

 To calculate the source vector S, the source field vector fsrc should be calculated in a 

problem space that is made homogenous consistent with the material properties where the source 

is to be injected.  Next, the scattered-field “masking” matrix Q is constructed where diagonal 

elements are set to 1 where they correspond to points in the scattered-field, and 0 elsewhere.  

Using this matrix, the source field can be isolated to the scattered-field or total-field regions. 

 SF src=f Qf  (3.73) 

 ( )TF src= −f I Q f  (3.74) 

 To match the scattered-field to the total-field, the source must be subtracted from total-

field terms appearing in scattered-field finite-difference equations.  The quantity that must be 

subtracted is LfTF, but this should only be subtracted from the scattered-field equations.  Using 

the Q matrix do this, Eq. (3.68) is modified to match the scattered-field equations to the total-

field region. 



 78

 TFz − =QLfLf 0  (3.75) 

 In a similar manner, the source must be added to scattered-field terms appearing in total-

field finite-difference equations.  The quantity that must be added is LfSF, but it should only be 

added to total-field equations.  Using the matrix Q do this, Eq. (3.75) is further modified to 

match the total-field equations to the scattered-field region. 

 ( )TF SFz − + =−QLf I Q LfLf 0  (3.76) 

The last two terms on the left side of this equation are known quantities and can be moved to the 

right side of the equation.  Comparing this to Eq. (3.71) shows the source vector to be 

 ( )TF SF= − −S QLf I Q Lf  (3.77) 

A simpler expression can be obtained by substituting Eqs. (3.73)-(3.74) into this equation.  After 

some algebraic manipulation, the source vector S can be calculated according to 

 ( ) src= −S QL LQ f  (3.78) 

 This method of calculating the source vector is very generic and accommodates any type 

of grid, any order-accurate derivatives, and any shape scattered-field.  Equation (3.78) only 

modifies finite-difference equations containing terms from both sides of the TF/SF boundary.  To 

speed calculation, finite-difference equations can be modified directly without implementing this 

general purpose approach. 

3.5.3. Calculation of Reflected and Transmitted Fields 

 The finite-difference frequency-domain method can be used to visualize fields or 

calculate power in reflected and transmitted waves.  In periodic structures, diffraction efficiency 

is most often employed.  After Eq. (3.72) is solved, the field in the reflection and transmission 

record planes are extracted from zf .  These are ( )reff x  and ( )trnf x  respectively. 
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 First, the phase gradient due to oblique angle of incidence is removed.  In addition, field 

amplitudes are normalized to the source amplitude.  This is accomplished using the following 

equations. 

 ( ) ( ) ( ) ( ) ( ) ( )ref ref src trn trn src                    f x f x f x f x f x f x′ ′= =  (3.79) 

 Second, the fast Fourier transform (FFT) [106] of these functions is calculated to obtain 

the angular spectrum of reflected and transmitted waves.  These are expressed as. 

 ( ) ( ) ( ) ( )ref trnFFT                     FFTR m f x T m f x⎡ ⎤ ⎡ ⎤′ ′= =⎣ ⎦ ⎣ ⎦  (3.80) 

 Third, wave vector components corresponding to spatial harmonics comprising the 

angular spectrum are calculated.  For an angle of incidence θ, these are 
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 Fourth, the fraction of power in the spatial harmonics is calculated using Eqs. (3.84)-

(3.85).  A derivation of these equations can be found in Section 6.2.13  

 ( ) ( )
,ref

2
ref

0 inc

Re
cos

y
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k n θ
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Figure 3-5: Block diagram of FDFD implementation 

 

3.6. Implementation 

 Figure 3-5 shows a block diagram of how FDFD can be implemented.  Five main steps 

are highlighted in distinct colors.  The first step calculates grid parameters, builds the structure to 
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be modeled, and assigned material properties to points on the Yee grid.  The second step 

calculates the field matrix.  Step three calculates the source vector.  Step four solves the matrix 

division problem to calculate the field throughout the problem space.  Step five calculates 

reflected and transmitted energy. 

3.6.1. Causes of Error 

 It is important to understand what mechanisms produce modeling errors to better 

understand limitations of the method and how to improve accuracy.  Numerical dispersion has 

already been discussed and a means to compensate for it was outlined.  Some of the most 

common sources of error are demonstrated in Figure 3-6.   

 Numerical error arising from the finite-difference approximations of the spatial 

derivatives can be severe when grid resolution is made too coarse.  Experience has shown that 

grid resolution should be finer than a tenth of a wavelength, or a tenth of the finest feature to be 

resolved.  In Figure 3-6(a), reflection spectra is calculated using various grid resolutions and 

compared to an exact solution obtained using RCWA.  The most obvious artifact of poor grid 

resolution is shifted spectral response due to numerical dispersion.  As grid resolution is made 

higher, position of the resonance asymptotically approaches the exact solution. 

 In contrast, rounding errors become more severe when grid resolution is high.  As the 

number of simultaneous equations increase, many computation algorithms such as Gauss 

elimination will show increasing error as more equations are solved.  For these reasons, it is good 

practice to use as coarse of a grid as possible while still achieving an acceptable level of 

accuracy.  In many cases, iterative methods are able to circumvent this source of error [96]. 
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Figure 3-6: Examples of numerical error 
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 The Yee grid is Cartesian in nature which makes it difficult to represent curved surfaces.  

When such surfaces must be resolved, it is often necessary to use a fine grid along with any of 

the techniques discussed previously for representing materials on discrete grid.  It is good 

practice to test for “convergence.”  Simulated parameters are plotted as a function of grid 

resolution.  An exponentially converging profile is usually observed as the structure becomes 

better represented.  An optimum grid resolution can be chosen by selecting the grid resolution 

where accuracy no longer improves significantly and run-time is sufficiently fast. 

 Nonphysical reflections from grid boundaries will always be present regardless of what 

absorbing boundary condition is used.  This results in a standing wave in the region where 

reflected and transmitted power is calculated.  Field amplitudes will be determined inaccurately 

and error will result in a form that produces oscillations in the spectral response.  This is 

demonstrated in Figure 3-6(b) where results are compared using a PML of different dimensions.  

The PML with only four grid cells produces higher reflections from the boundaries producing the 

oscillations. 

 Wood’s anomalies of the Rayleigh type are particularly problematic when they exist in 

the transmitted or reflected regions.  Waves propagating at near 90° are not handled well at the 

longitudinal boundaries and very large error can result that violates conservation of energy.  

Fortunately, most devices are not designed to operate this way so results in this part of the 

spectrum can usually be ignored. 

 An often overlooked source of error is the size of “empty” space placed between the 

structure being modeled and the absorbing boundaries.  Devices with large evanescent fields tend 

to couple to absorbing boundaries if they are too close.  This produces inaccurate calculations of 
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reflected and transmitted power and affects conservation of energy.  Figure 3-6(c) shows the 

spectral response of the same device where the buffer region (“empty space”) between the 

structure and boundary was made too small.  Transmission and reflection are no longer 

determined accurately and conservation of energy is violated on resonance.  This is due to the 

evanescent field of the guided mode coupling to the PML boundary condition. 

 To identify numerical error, it is good practice to check for conservation of energy.  

When loss is not being considered, total reflected power plus total transmitted power should 

always equal 100%.  Nonphysical reflections from the boundary usually lead to an oscillating 

error in conservation of energy.  Wood’s anomalies usually produce sharp and isolated spikes or 

dips in conservation of energy. 



 85

CHAPTER 4 
FINITE-DIFFERENCE TIME-DOMAIN METHOD 

4.1.  Overview 

 The finite-difference time-domain (FDTD) method [43, 44, 97] is a very powerful 

technique for broadband characterization and field visualization.  It accommodates parallel 

processing and can be implemented without using linear algebra so it is very popular for rigorous 

simulations of large scale problems and structures with complicated geometry.  It is a time-

domain method so it naturally incorporates material and device nonlinearities and may be used to 

model active devices.  The method is incredibly versatile and has likely been applied to more 

problems than any other method.  It is accurate and sources of numerical error are well 

understood.  It is fundamentally a scattering algorithm, but it can be used to calculate eigen-

modes and photonic band diagrams [107-109].  An enormous library of literature can be found 

on this method including books devoted entirely to FDTD. 

 The method works by iterating Maxwell’s curl equations to evolve fields over time, 

essentially making an animated movie of the fields.  By exciting the problem with an impulse, 

the response over an enormous span of frequencies can be obtained in a single simulation.  

Steady-state fields can also be obtained at multiple frequencies in the same simulation by 

integration.  The method requires an initial investment of computer resources, but scales linearly 

from there because it is not based on linear algebra.  For this reason, FDTD is slow and 

inefficient for smaller problems, but becomes the more efficient method as problem size grows.  

FDTD is considered a poor method for simulating highly resonant devices because an enormous 

number of iterations is necessary to resolve the shape of sharp resonances or other abrupt 
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features in the spectral response.  It is a very powerful tool, however, for determining if a 

structure is resonant and determining location of the resonances.   

 

 

Figure 4-1: FDTD model construction 

 

 A serious drawback of FDTD is that it is not always possible to handle oblique angles of 

incidence.  When a structure is excited by a pulsed source, periodic boundaries make this 

difficult.  The angled-update method can be used, but angle of incidence is limited to less than 

45° for 2D simulations and less then 35° for 3D simulations [110].  When only a single 

frequency is of interest, no limitation is posed and a variety of methods can be used [111-114]. 

 This chapter will step the reader through the formulation and implementation of a 

rigorous three-dimensional code that incorporates loss, gain, permittivity, permeability, material 

dispersion, and a perfectly matched layer (PML) absorbing boundary condition.  To speed 

simulation, the formulation includes a “background” loss, permittivity, and permeability that 

operates independent of the dispersion model.  While more efficient implementations are 

possible, this approach is more accommodating in a research environment because it is more 

modular.  Features such as material dispersion, loss, gain, or nonlinearities can be easily added or 
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removed from the code.  Dispersion and gain are implemented by calculating material 

polarization and polarization current as intermediate parameters.  This offers the benefit of 

utilizing a physically meaningful parameter that can be visualized instead of using abstract 

integration terms. 

4.2. Formulation 

 This section will present the so-called “D-H” formulation of FDTD.  This approach 

enables the PML to be implemented independent of dielectric materials without splitting the 

fields.  The fields H , D , and E  are computed at each time step.  All material properties, 

including dispersion and nonlinearities, are incorporated in the step where E  is computed from 

D  so features are easily added or removed.  The PML operates independently of any dielectric 

materials so no interaction has to be considered.  Dielectric structures extending into the PML 

can be made to appear as if they extend indefinitely.   

 Like FDFD described last chapter, FDTD will make use of the Yee grid so the divergence 

conditions will be implicitly satisfied.  In this manner, field update equations can be based only 

on Maxwell’s curl equations and the constitutive relations.  The Yee grid is arranged so that 

electric fields circulate around magnetic fields and magnetic fields circulate around electric 

fields.  This highly efficiency arrangement is illustrated in Figure 4-2 and is a critical aspect of 

any three dimensional finite-difference method.  Fields from outside the grid are shown as faded 

arrows.  Yee grid unit cells are enclosed in gray boxes. 

 Formulation of the update equations starts with Maxwell’s equations in the frequency-

domain where material and PML parameters are incorporated more intuitively.  These equations 

will be converted to the time-domain where derivatives will be approximated by finite-

differences and integrations approximated by summations.  Field update equations are derived by 
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solving these equations for the future field values.  To speed simulation and simplify the update 

equations, all constants are collected into update coefficients so they may be calculated outside 

of the main FDTD loop. 

 

 

Figure 4-2: Circulating fields in 3D Yee grid 

 

4.2.1. Maxwell’s Equations 

 Maxwell’s curl equations in the frequency-domain can be written as 

 E j Hω ωωμ∇× = −  (4.1) 

 H E j Dω ω ωσ ω∇× = +  (4.2) 
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where all physical materials properties except an optional “background” loss are implemented 

through the constitutive relation 

 *
0 ,rD E E Pω ω ω ω ωε ε ε ∞= = +  (4.3) 

This equation is not consistent with Eq. (1.49) because an additional “background” dielectric 

constant ,rε ∞  has been incorporated that operates separately from the dispersion model.  This 

improves efficiency of the code when it is not necessary to account for material dispersion. 

 It is well known for plane waves that the magnitude of Eω  and Hω  are related through 

material impedance as E Hω ω η= .  For free space, 377 η ≈ Ω  illustrating that the electric and 

magnetic fields are roughly three orders of magnitude different.  To minimize rounding errors, 

all parameters associated with the electric field are normalized in the following manner. 

 0
0

0 0 0 0

1 1               E E E D c D Dω ω ω ω ω ω
ε

η μ μ ε
= = = =  (4.4) 

 0 0
0 0 0 0

1 1              J c J J P c P Pω ω ω ω ω ωμ ε μ ε
= = = =  (4.5) 

Using normalized parameters, Eqs. (4.1)-(4.3) become 

 0

r

c E j Hω ωω
μ

∇× = −  (4.6) 

 0
0

c H E j Dω ω ω
σ ω
ε

∇× = +  (4.7) 

 ( )*
,r rD E E Pω ω ω ωε ω ε ∞= = +  (4.8) 



 90

4.2.2. Incorporation of Boundary Conditions 

 To absorb outgoing waves, a PML is incorporated into Maxwell’s curl equations through 

the tensor S  as follows. 

 0

r

c E j SHω
μ

∇× = −  (4.9) 

 0
0

c H E j SDω
σ ω
ε

∇× = +  (4.10) 

The tensor S  is defined as 
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js
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σ
ω ε

′⎡ ⎤
= +⎢ ⎥

⎢ ⎥
⎢ ⎥ ′
⎢ ⎥= = +
⎢ ⎥
⎢ ⎥ ′⎢ ⎥ = +
⎢ ⎥⎣ ⎦

 (4.11) 

 The PML works by incorporating fictitious loss terms xσ ′ , yσ ′ ,  and zσ ′  while 

simultaneously matching impedance.  In this manner, fields decay without being artificially 

reflected back into the problem space.  For best performance, the loss terms should increase 

gradually into the PML. 

4.2.3. Vector Expansion of Maxwell’s Equations 

 Expanding Eqs. (4.9)-(4.10) and Eq. (4.8) into vector components leads to the following 

nine equations.   For simplicity the ω  subscripts have been dropped, but the fields are still 

frequency-domain quantities at this point. 

 
1 ** *

0

0 0 0

1 1 1y yx z z
x

r

Ec Ej H
j j j y z

σσ σω
ωε ωε ωε μ

− ⎛ ⎞⎛ ⎞ ∂⎛ ⎞ ⎛ ⎞ ∂
+ + + = − −⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠

 (4.12) 
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1** *

0

0 0 0

1 1 1yx xz z
y

r

c E Ej H
j j j z x

σσ σω
ωε ωε ωε μ

−
⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂

+ + + = − −⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠
 (4.13) 
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0
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1 1 1y yx xz
z

r

Ec Ej H
j j j x y

σσ σω
ωε ωε ωε μ

− ⎛ ⎞⎛ ⎞ ∂⎛ ⎞ ⎛ ⎞ ∂
+ + + = − −⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠

 (4.14) 

 
1 ** *

0
0 0 0 0

1 1 1y yx xz z
x x

HHj D c E
j j j y z

σσ σσω
ωε ωε ωε ε

− ⎛ ⎞ ∂⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂
+ + + = − −⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ∂ ∂⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠

 (4.15) 

 
1** *

0
0 0 0 0

1 1 1y yx xz z
y y

H Hj D c E
j j j z x

σ σσ σω
ωε ωε ωε ε

−
⎛ ⎞⎛ ⎞ ⎛ ⎞ ∂ ∂⎛ ⎞+ + + = − −⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ∂ ∂⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠

 (4.16) 

 
1** *

0
0 0 0 0

1 1 1y yx xz z
z z

H Hj D c E
j j j x y

σσ σ σω
ωε ωε ωε ε

−⎛ ⎞ ∂⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂
+ + + = − −⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ∂ ∂⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠

 (4.17) 

 *
,x x x x x xD E E Pε ε ∞= = +  (4.18) 

 *
,y y y y y yD E E Pε ε ∞= = +  (4.19) 

 *
,z z z z z zD E E Pε ε ∞= = +  (4.20) 

4.2.4. H-Field Update Equations 

 To derive update equations from Eqs. (4.12)-(4.14), they must first be converted to the 

time-domain.  Proceeding with Eq. (4.12), the inverse term on the left is brought to the right and 

the remaining terms multiplied.  This leads to 

 
* * * * *

0 0
2

0 0 0

1 1y z y z x
x x x Ex Ex

r r

c cj H H H C C
j j

σ σ σ σ σω
ε ε ω μ μ ε ω
+

+ + = − −  (4.21) 

 yz
Ex

EEC
y z

∂∂
= −

∂ ∂
 (4.22) 
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This can be converted to the time-domain using the following properties of the Fourier 

transform. 

 ( ) ( ) ( ) ( )1               F F
tg t

j G g d G
t j

ω ω τ τ ω
ω−∞

⎧ ⎫⎧ ⎫∂ ⎪ ⎪= =⎨ ⎬ ⎨ ⎬∂ ⎪ ⎪⎩ ⎭ ⎩ ⎭
∫  (4.23) 

Equation (4.21) in the time-domain is then 

 
* * * * *

0 0
2

0 0 0

t t
y z y zx x

x x Ex Ex
r r

H c cH H d C C d
t

σ σ σ σ στ τ
ε ε μ μ ε−∞ −∞

+∂
+ + = − −

∂ ∫ ∫  (4.24) 

The derivatives are numerically approximated using finite-differences while the integrations are 

approximated by summations. 

 
* * * *2 2 2 2 *

0 0
2

0 00 0 02

t t t t t t t t t t
y z y z t tx x x x x

x Ex Ex
r r

H H H H c cH t C C t
t

τ

τ τ

σ σ σ σ σ
ε ε μ μ ε

+Δ −Δ +Δ −Δ

= =

+− +
+ + Δ = − − Δ

Δ ∑ ∑  (4.25) 

The first summation in this equation requires magnetic fields at integer time steps.  In the FDTD 

framework, they are only computed at half time steps.  For this reason, the summation should be 

written as 

 
2 2 2

0 22 2

t t t tt
x x

x x
t

H H tH t H t
τ τ

τ τ

τ τ

+Δ −Δ −Δ

= =Δ

+ Δ
Δ = + Δ∑ ∑  (4.26) 

Applying this to Eq. (4.25) and solving for 2t t
xH +Δ  leads to the update equation for this field 

component. 

 2 2 2
1 2 3 4

t t t t t t t t
x Hx x Hx Ex Hx CEx Hx HxH m H m C m I m I+Δ −Δ −Δ= − − −  (4.27) 
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0 0 0 0 0
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σ σ σ σ σ σ σ σ
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σ σσ
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 (4.28) 
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t t t t
CEx Ex Hx x
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I C I H τ

τ τ

−Δ
−Δ
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= =∑ ∑  (4.29) 
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Here, all of the constants have been collected into “update coefficients” 0Hxm  through 4Hxm  that 

can be computed prior to iteration.  The update equations for 2t t
yH +Δ  and 2t t

zH +Δ  can be written 

directly by analogy and are summarized later. 

4.2.5. Material Polarization Update Equations 

 To be most general, the dispersive portion of the dielectric function is written as a 

Lorentz model of arbitrary order M . 

 ( )
2

*
2 2

1

M
m p

r
m m m

f
j

ε ω
ω ω ω=

Ω
=

− + Γ∑  (4.30) 

Using this equation, materials can be made to have gain by making the plasma frequency 

imaginary.  From Eq. (4.8), the dispersive portion of material polarization can be written as 

 ( ) ( ) ( )*
rP Eω ε ω ω=  (4.31) 

Substituting Eq. (4.30) into Eq. (4.31) leads to 

 ( ) ( )
2

2 2
1

M
m p

m m m

f
P E

j
ω ω

ω ω ω=

Ω
=

− + Γ∑  (4.32) 

This equation can be thought of as a sum of component polarizations; one for each Lorentz 

oscillator.  This interpretation is written as 

 ( ) ( )
1

M

m
m

P Pω ω
=

= ∑  (4.33) 

 ( ) ( )
2

2 2
m p

m
m m

f
P E

j
ω ω

ω ω ω
Ω

=
− + Γ

 (4.34) 

By multiplying both sides of Eq. (4.34) by the denominator, it can be written in a form that better 

accommodates transformation to the time-domain. 

 ( ) ( ) ( ) ( ) ( )22 2
m m m m m m pP j P j P f Eω ω ω ω ω ω ω+ + Γ = Ω  (4.35) 
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Converting this to the time-domain leads to 

 ( ) ( ) ( ) ( )
2

2 2
2

m m
m m m m p

P t P t
P t f E t

t t
ω

∂ ∂
+ Γ + = Ω

∂ ∂
 (4.36) 

Polarization current associated with the thm  Lorentz oscillator is defined as 

 ( ) ( )m
m

P t
J t

t
∂

=
∂

 (4.37) 

Approximating the time derivative with a finite-difference and solving for t t
mP +Δ  leads to the 

update equation for material polarization in terms of the polarization current. 

 2t t t t t
m m mP P tJ+Δ +Δ= + Δ  (4.38) 

Expressing Eq. (4.36) in terms of ( )mJ t  yields 

 ( ) ( ) ( ) ( )2 2m
m m m m m p

J t
J t P t f E t

t
ω

∂
+ Γ + = Ω

∂
 (4.39) 

Approximating this equation with finite-differences and solving for 2t t
mJ +Δ  leads to an update 

equation for polarization current in terms of material polarization and electric field. 

 
22

2 2 22 2
2 2 2

m pt t t t t tm m
m m m

m m m

f tt tJ J P E
t t t

ω+Δ −Δ
⎛ ⎞Ω Δ⎛ ⎞ ⎛ ⎞− Γ Δ Δ

= − + ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ Γ Δ + Γ Δ + Γ Δ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (4.40) 

 This method of accounting for polarization is sufficiently general to incorporate other 

more complex behavior into the simulation.  Specifically, minor modifications to the equations 

in this section would enable the model to account for gain, loss, or nonlinear behavior.  Values 

for the Lorentz model parameters were borrowed from Ref. [69] and are summarized in Table 

4-1. 
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Table 4-1: Values for Lorentz model parameters 

 

 

4.2.6. E-Field Update Equations 

 Substituting Eq. (4.33) into Eq. (4.18) yields 

 ( ),
1

M

x m
m

D E Pε ω∞
=

= + ∑  (4.41) 

In the time-domain, this is simply 

 ( ) ( ) ( ),
1

M

x m
m

D t E t P tε ∞
=

= + ∑  (4.42) 
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Solving this for ( )E t  and converting to discrete-time leads to the update equation for the electric 

field in terms of material polarization P , displacement field D , and background dielectric 

constant ,xε ∞ . 

 
1,

1 M
t t t t t t

mx

E D P
ε

+Δ +Δ +Δ

=∞

⎛ ⎞
= −⎜ ⎟

⎝ ⎠
∑  (4.43) 

4.2.7. D-Field Update Equations 

 Following the same procedure taken in section 4.1.4, Eq. (4.15) is written in a form that 

accommodates conversion to the time-domain. 

 
* * * * *

0
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y z

∂∂
= −

∂ ∂
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In the time-domain, this is 

 ( ) ( ) ( ) ( ) ( ) ( )
* * * * *

0
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+∂
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∂ ∫ ∫  (4.46) 

Approximating the derivatives with finite-differences, approximating integrations with 

summations, and solving for t t
xD +Δ  leads to the update equation. 

 ( )2 2
1 2 3 4 5

t t t t t t t t t t t
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This equation, however, requires apriori knowledge of the E-field.  This is mitigated by 

substituting Eq. (4.43) into Eq. (4.47) and solving for t t
xD +Δ . 

 2 2
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t t t t t t t t t t t
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The remaining update equations can be written by analogy and will be summarized in a later 

section. 

4.2.8. Incorporation of a Source 

 In the total-field/scattered-field (TF/SF) framework, update equations must be modified 

at the boundary between the total-field (TF) and scattered-field (SF).  Only the tangential field 

update equations contain field terms from both sides of the interface so only these equations have 

to be modified. 

 For the D-field, update equations in the TF region contain magnetic field terms from the 

SF region.  The source must be added to the SF terms to make them compatible with TF 

quantities. 
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 For the H-field, update equations in the SF region contain electric field terms from the TF 

region.  The source must be subtracted from the TF terms to make them compatible with SF 

quantities. 
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 (4.55) 

In these equations, terms relating to the PML have been dropped because the source is 

incorporated outside the PML.  To make the code more modular, the source terms written in red 

can be implemented separate from the main update equation. 

 To implement a plane wave source, polarization of the electric and magnetic field must 

be known.  Given a polarization vector p , the source electric field can be written as 

 ( ) zjk zE t pe−=  (4.56) 

Substituting this into Eq. (4.6) and solving for H  leads to an equation for polarization of the 

magnetic field. 

 , ,, ,

, ,

ˆ ˆr y r y yr x r x x
y x

r y r x

pp
h a a

μ εμ ε
μ μ

= −  (4.57) 

4.2.9. Fourier Transforms 

 It is often necessary to obtain frequency-domain quantities from time-domain data.  One 

approach is to store the temporal response observed during simulation and Fourier transform the 

data after completion.  For large data sets over many time iterations, this approach is inefficient.  

A better method is to continually perform an integration that computes the Fourier transform as 

the code iterates.  This section will formulate this technique. 
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 As the code iterates, a field at a particular point in the grid can be viewed as a function 

( )f t .  The Fourier transform of this function is defined as 

 ( ) ( ) j tF f t e dtωω
∞

−

−∞

= ∫  (4.58) 

This can be approximated numerically as a summation. 

 ( ) ( )
0

N
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k
F f k e tωω − Δ

=

≅ Δ∑  (4.59) 

Angular frequency ω  is related to wavelength 0λ  through 0 02 cω π λ=  so Eq. (4.59) can be 

written as 
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 It is most efficient if the complex exponential inside parentheses is computed prior to 

iteration.  One must be computed for each wavelength of interest.  In this manner, Eq. (4.60) can 

be implemented inside the main FDTD loop to compute steady-state quantities at any number of 

wavelengths. 

4.2.10. Numerical Dispersion 

 FDTD uses the same Yee grid as FDFD so the numerical dispersion equation is quite 

similar, except that it contains a time resolution parameter Δt. 
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 (4.61) 
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Since the wave is propagating through a numerical grid, phase velocity is less than it would be in 

a physical system.  Equation (4.61) can be written in a form that includes the numerical phase 

velocity. 
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2 2 2 2
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r r
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 (4.62) 

In this equation, the numerical phase velocity is assigned the parameter v to indicate it is 

different than the free space speed of light c due to numerical dispersion.  Multiplying the 

dielectric function by a correction factor, this equation becomes 

 ( ) ( )
22 222 2 2 2 2sin sin sin sin

2 2 2 2
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r r

k yk x k ztf f
c c t x y z
ω ωε ε

⎡ Δ ⎤⎛ ⎞⎡ Δ ⎤ ⎡ Δ ⎤⎡ Δ ⎤ ⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞= = + +⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎢ ⎥ ⎢ ⎥⎢ ⎥Δ Δ Δ Δ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎝ ⎠⎣ ⎦
 (4.63) 

Numerical dispersion can be exactly compensated in one direction when the correction factor f 

and time step Δt are chosen such that 

 
22 2

2
0

1 2 2 2sin sin sin
2 2 2

yx z

r

k yk x k zf
k x y zε

⎧ ⎫⎡ Δ ⎤⎛ ⎞⎡ Δ ⎤ ⎡ Δ ⎤⎪ ⎪⎛ ⎞ ⎛ ⎞= + +⎨ ⎬⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟⎢ ⎥ ⎢ ⎥Δ Δ Δ ⎝ ⎠⎝ ⎠ ⎣ ⎦⎣ ⎦ ⎝ ⎠⎣ ⎦⎪ ⎪⎩ ⎭
 (4.64) 

 0 0sin
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 (4.65) 

4.2.11. Calculation of Photonic Band Diagrams 

 The FDTD algorithm can be used to calculate the band structure of photonic crystals 

[107-109].  It is a particularly powerful method for metallic lattices or for any difficult lattice not 

easily handled by other methods.  FDTD is able to account for dispersion and nonlinearities 

because it is a time-domain method and Maxwell’s equations are not handled as an eigen-value 

problem with frequency as the eigen-value. 
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 For each Bloch wave vector, Maxwell’s equations are iterated in the usual manner using 

the appropriate periodic boundary conditions.  The temporal response is recorded during 

simulation and a Fourier transform calculated after completion.  Eigen-frequencies 

corresponding to photonic bands are identified as sharp peaks in the spectrum.  It is sometimes 

difficult to discriminate between bands when they are in close proximity or cross.   

 To implement periodic boundary conditions, the method requires field values to be 

complex.  This doubles the amount of required storage compared to conventional FDTD 

simulations with real-valued fields.  Given a Bloch wave vector β , the periodic boundary 

conditions can be derived from the Bloch-Floquet theorem.  Given any lattice vector g , these are 

 ( ) ( ) ( )expE r g j g E rβ+ = •  (4.66) 

 ( ) ( ) ( )expH r g j g H rβ+ = •  (4.67) 

This only requires the curl equations to be modified at the boundaries.  For cubic symmetries, 

these are 
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 *                    x x x x
x x

jk N x jk N xe eφ φ− Δ + Δ= =  (4.74) 

 *                    y y y y
y y

jk N y jk N ye eφ φ− Δ + Δ= =  (4.75) 

 To ensure energy is present in all possible modes, multiple dipole sources with multiple 

polarizations must be implemented.  Position of the sources must be away from any point of 

symmetry or Bragg plane to ensure the sources are not placed at the nulls of a Bloch mode.  

Similarly, time response should be recorded at several locations within the unit cell that are also 

away from any points of symmetry.  An overall Fourier transform is determined by summing the 

Fourier transforms calculated for each recorded response. 

4.3. Implementation 

4.3.1. Initialization 

 A FDTD simulation starts by defining the structure to be modeled and identifying the 

range of wavelengths for which to compute a response.  Based on this information a grid may be 

defined and material properties assigned to each point on the grid.  This includes all parameters 

implementing the PML. 

 There are two considerations when choosing grid resolution.  First, grid spacing must be 

small enough to sufficiently resolve the shortest wavelength of interest.  This is typically 10λ  to 

30λ , where λ  is the shortest wavelength in the region of highest refractive index.  Second, grid 

spacing must be small enough to sufficiently resolve the finest feature of the structure. 
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 Energy can never travel farther than one grid spacing in a single time step due to the 

manner in which the fields are updated.  For this reason, the time step should be small enough to 

ensure this would not have to be the case to accurately portray physical fields.  This is called the 

Courant stability condition [44].  For dispersive materials, refractive index can be less than 1.0 

and the conventional stability condition must be modified to account for this.  This becomes 

 min

0 2 2 2
1 1 1

x y z

nt
c

Δ ≤
+ +

Δ Δ Δ

 (4.76) 

In practice, the time step is calculated from the minimum grid spacing minΔ  found anywhere in 

the Yee grid. 

 min min

02
nt

c
Δ

Δ ≤  (4.77) 

Another necessary part of initialization is setting all fields and integration terms to zero.  If 

steady-state fields are to be calculated, the complex exponential kernels should also be computed 

prior to executing the main FDTD loop. 

4.3.2. Compute Update Coefficients 

 To improve speed, material related parameters are collected into update coefficients.  

These should be computed prior to executing the main FDTD loop. 
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4.3.3. Main FDTD Loop 

 In this chapter, many equations were derived to update the fields and material 

polarization.  For a stable and robust code, the order in which the quantities are updated is very 

important.  The magnetic field H  and polarization current J  are computed at the half time 

steps.  The electric flux density D , electric field intensity E , and material polarization P  are 

computed at integer time steps.  The following text summarizes the complete set of update 

equations and the order in which all quantities should be computed. 
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Update E-Field 
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Record Output / Compute Fourier Transforms 
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4.3.4. Causes of Error 

 Causes of error in FDTD are the same as that in FDFD with one addition.  In FDTD, the 

time step contributes to grid dispersion, rounding errors, and inaccuracy of the finite-difference 

approximation.  Errors in FDTD accumulate as simulation progresses so it is important to use as 

few time steps as possible. 
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CHAPTER 5 
PLANE WAVE EXPANSION METHOD 

5.1. Overview 

 The plane wave expansion method (PWEM) [115-120] may be the most popular method 

for calculating dispersion diagrams of periodic structures like photonic crystals.  PWEM is best 

suited to analyze periodic structures with low to moderate index contrast where size of the unit 

cell is less than a wavelength.  Using the supercell method or absorbing boundary conditions 

[119], the method can be used to compute eigen-modes of waveguides, resonators, and structures 

of finite size.  It is stable, fully vectorial, and rigorous in the sense that no approximations are 

made to Maxwell’s equations other than truncating the number of spatial harmonics representing 

the fields.  It is a simple method to implement and enables rigorous analysis of 3D structures on 

standard desktop computers.  PWEM can efficiently analyze all 14 Bravais lattice symmetries 

and all wave angles through the lattice.  It solves the wave equation as an eigen-value problem so 

it is able to determine and distinguish all photonic bands. 

 The method exploits periodicity by operating in reciprocal space where structures can 

often be described with considerably fewer terms.  Field patterns are expanded into a finite set of 

plane waves as illustrated in Figure 5-1.  The wave equation can then be written as an eigen-

value problem where the eigen-values represent frequency and the eigen-vectors contain 

amplitude coefficients of the component plane waves.  When a photonic band structure is being 

constructed, only the eigen-values have to be calculated and highly efficient algorithms like 

conjugate-gradient minimization can be used [121]. 
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Figure 5-1: Concept of plane wave expansion method 

 

 The method is most efficiently applied to smoothly varying structures with low to 

moderate index contrast.  It is very inefficient for modeling metallic structures.  For high index 

contrast and metals, convergence is slow due to Gibb’s phenomenon, but can be improved 

somewhat by using a “smoothed” dielectric tensor [118] and/or preconditioning [118, 121, 122].  

Depending how the method is formulated, a singularity may exist at β=0.  This is easily 
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overcome by obtaining an analytical solution at this point in k-space.  PWEM cannot directly 

incorporate material dispersion because frequency is the eigen-value being solved. 

5.2. Maxwell’s Equations in Reciprocal Space 

5.2.1. Plane Wave Expansion 

 Consistent with the name of the method, the fields are expanded into a set of plane 

waves, or spatial harmonics, according to the following equations. 

 ( ) , ,
, ,ˆ p q rjk r

p q r
p q r

E r e e
∞ ∞ ∞

=−∞ =−∞ =−∞
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H r h e
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The wave vector corresponding to the (p,q,r) plane wave is written in terms of the Bloch wave 

vector β  and an integer combination of reciprocal lattice vectors 1T , 2T , and 3T . 

 , , , ,p q r p q rk Gβ= −  (5.3) 

 , , 1 2 3p q rG pT qT rT= + +  (5.4) 

The field expressions can be written in a more compact notation as 

 ( ) ˆ Gjk r
G

G

E r e e= ∑ i  (5.5) 

 ( ) ˆ Gjk r
G

G

H r h e= ∑ i  (5.6) 

Analysis in three dimensions requires each plane wave to be expressed as the sum of two 

orthogonal polarizations.  Both polarizations must be orthogonal to direction of the plane wave 

as well as to each other.  Valid unit polarizations must satisfy the following equations. 

 1, , , 2, , ,ˆ ˆ 0p q r p q rp p• =  (5.7) 
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 , ,
1, , , 2, , ,

, ,

ˆ ˆ p q r
p q r p q r

p q r

k
p p

k
× =  (5.8) 

Like the field quantities, permittivity and permeability are expanded in terms of the reciprocal 

lattice vectors. 

 ( ) ( )1               jG r jG r
r rG G

G V

r a e a r e dv
V

ε ε• − •= =∑ ∫∫∫  (5.9) 

 ( ) ( )1 11               jG r jG r
r rG G

G V

r c e c r e dv
V

ε ε− • − − •= =∑ ∫∫∫  (5.10) 

 ( ) ( )1               jG r jG r
r rG G

G V

r b e b r e dv
V

μ μ• − •= =∑ ∫∫∫  (5.11) 

 ( ) ( )1 11               jG r jG r
r rG G

G V

r d e d r e dv
V

μ μ− • − − •= =∑ ∫∫∫  (5.12) 

5.2.2. Substitution into Maxwell’s Curl Equations 

 In source-free media, Maxwell’s curl equations in the frequency-domain are 

 0 rE j Hωμ μ∇× = −  (5.13) 

 0 rH j Eωε ε∇× =  (5.14) 

Substituting the expansions defined in section 5.1.1 into the curl equations leads to 

 0
ˆˆ G Gjk r jk rjG r

G G G
G G G

e e j b e h eωμ• ••⎡ ⎤ ⎡ ⎤
∇× = − ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
∑ ∑ ∑  (5.15) 

 0
ˆ ˆG Gjk r jk rjG r
G G G

G G G

h e j a e e eωε• ••⎡ ⎤ ⎡ ⎤
∇× = ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
∑ ∑ ∑  (5.16) 

After some algebra, these equations can be written as 

 ( )
0

ˆˆ j G G r

G G G G G
G

k e b e hωμ ′− •

′ ′−
′

× = ∑  (5.17) 
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 ( )
0

ˆ ˆj G G r

G G G G G
G

k h a e eωε ′− •

′ ′−
′

× = − ∑  (5.18) 

The summations on the right side of these equations are discrete convolutions.  Spatial 

multiplication with permittivity/permeability in real space has become convolution in reciprocal 

space.  The final form of Maxwell’s curl equations in reciprocal space is then 

 0
ˆˆ rk e hωμ μ× = ∗  (5.19) 

 0
ˆ ˆrk h eωε ε× = − ∗  (5.20) 

5.2.3. Numerical Representation 

 To implement PWEM, the set of plane waves must be finite.  When indices of the 

harmonics are P p P− ≤ ≤ , Q q Q− ≤ ≤ , and R r R− ≤ ≤ , the number of harmonics retained 

along 1T  is 2P+1, along 2T  is 2Q+1, and along 3T  is 2R+1.  The total number of harmonics is 

( )( )( )2 1 2 1 2 1N P Q R= + + +  and Eqs. (5.19)-(5.20) represent two sets of 3N equations that can 

be written in matrix form as 

 0 rωμ× =K E μ H  (5.21) 

 0 rωε× = −K H ε E  (5.22) 

where 

                
x

y

z

β
⎡ ⎤
⎢ ⎥= − = ⎢ ⎥
⎢ ⎥⎣ ⎦

G
K G G G

G
 (5.23) 

G  is a column vector of three square diagonal matrices xG , yG , and zG  containing the vector 

components of G  over the entire expansion.  rμ  and rε  are matrix operators representing the 



 114

convolutions in Eqs. (5.19)-(5.20) as defined in Eqs. (5.17)-(5.18).  E  and H  are column 

vectors containing amplitude coefficients of the component plane waves. 

5.2.4. Truncation of Plane Wave Expansion 

 There is greater flexibility in which terms are retained in the expansion than suggested 

above.  A region of k-space is defined by indices of the spatial harmonics retained in the 

expansion.  Using the conventional approach this region is orthorhombic, or cubic when P=Q=R, 

as depicted at the top of Figure 5-2.  The number of harmonics retained in any direction 

determines the resolution of structures with contrast in that direction.  Conventional formulation 

of PWEM favors spatial resolution in directions diagonal to the crystal axes.  A more efficient 

approach would favor all directions equally, favor directions with higher index contrast, or be 

based on other special knowledge of the device being modeled. 

 A simple and powerful truncation scheme [123, 124] is given by  

 
22 2

1p q r
P Q R

γγ γ

+ + ≤  (5.24) 

The power parameter γ is any number greater than zero.  Figure 5-2 shows the range of 

truncation schemes that are possible through proper selection of γ.  Very small values only retain 

harmonics along the reciprocal lattice axes.  Powers less than 0.5 lead to “pincushion” truncation 

that heavily favors on-axis harmonics, but includes some off axis.  Diamond truncation is 

achieved for γ =0.5.  Powers greater than 1.0 leads to barrel truncation that contains many more 

of the off axis harmonics, neglecting harmonics mostly from the extreme corners of the 

conventional cubic volume.  Very large values approach the conventional cubic truncation 

scheme.  It is also possible to assign different power exponents to each term.  As a starting point, 

spherical truncation seems preferable because it leads to equal spatial resolution in all directions. 
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Figure 5-2: Truncation schemes 
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5.3. Formulation 

 In this section, a unique formulation of the PWEM is presented that offers many 

important benefits.  It is more compact and intuitive than formulations with summations in their 

final form.  By projecting the fields onto two orthogonal polarization vectors, matrix size is 

reduced by more than half and solutions can be found for any Bloch wave vector except 0β = .  

Formulations like that found in Ref. [125] use Maxwell’s divergence equations to reduce matrix 

size, but solutions cannot be found for Bloch wave vectors parallel to one crystal plane.  The 

formulation  more directly accommodates tensor material properties for incorporating a PML or 

analyzing structures with anisotropic materials.  The formulation is more straightforward to 

implement truncation schemes as described previously.  Finally, the formulation leads to more 

compact computer code that is easier to read, write, and troubleshoot. 

5.3.1. Useful Vector Identities 

 In this formulation, spatial vectors, numerical column vectors, and matrices are mixed 

and require special identities to simplify equations.  Useful identities are 

      unless , , , , , and  are all diagonalx y z x y z• ≠ •A B B A A A A B B B  (5.25) 

      unless , , , , , and  are all diagonalx y z x y z× ≠ − ×A B B A A A A B B B  (5.26) 

 ( ) ( )• × = × •A B C A B C  (5.27) 

where 

                     
x x x

y y y

z z z

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

A B C
A A B B C C

A B C
 (5.28) 
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The matrices Ax, Ay, Az, Bx, By, Bz, Cx, Cy, and Cz are square matrices with individual vector 

components along the diagonal.  The matrices A , B , and C  are “column vectors” containing 

the vector component matrices.  It is technically incorrect to call these column vectors because 

they can contain more than one column.  They are “column vectors” with square matrix 

elements. 

 Three types of multiplication are possible.  These are multiplication with a matrix of 

scalars, a dot product, and a cross product. 

 
x

y

z

⎡ ⎤
⎢ ⎥⋅ = ⎢ ⎥
⎢ ⎥⎣ ⎦

A 0 0
A 0 A 0

0 0 A
 (5.29) 

 x y z⎡ ⎤• = ⎣ ⎦A A A A  (5.30) 

 
z y

z x

y x

⎡ ⎤−
⎢ ⎥× = −⎢ ⎥
⎢ ⎥−⎣ ⎦

0 A A
A A 0 A

A A 0
 (5.31) 

It is possible to project vector A  onto vector B  using the following equation. 

 ( )2−
= •

B
A B B A B  (5.32) 

5.3.2. Three-Dimensional Formulation 

Solving Eq. (5.22) for the electric field yields 

 ( ) 1
01 rωε −= − ×E ε K H  (5.33) 

Substituting this into Eq. (5.21) leads to the wave equation in reciprocal space. 

 1 2
0r rk−× × = −K ε K H μ H  (5.34) 
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The magnetic field should be written as the sum of two orthogonal polarizations. 

 1 1 2 2ˆ ˆ= ⋅ + ⋅H p h p h  (5.35) 

1p̂  and 2p̂  are polarization vectors and will be discussed in more detail in Section 5.3.3.  The 

column vectors 1h  and 2h  contain the complex amplitude coefficients of the plane waves.  Until 

a solution is obtained, both are unknown quantities. 

 From Eqs. (5.7)-(5.8), the polarization vectors must satisfy the following matrix 

equations. 

 
1

1 2ˆ ˆ
−

× =p p K K  (5.36) 

 1 2ˆ ˆ× =K p K p  (5.37) 

 2 1ˆ ˆ× = −K p K p  (5.38) 

 

2 2 2

2 2 2

2 2 2

x y z

x y z

x y z

⎡ ⎤+ +
⎢ ⎥
⎢ ⎥= + +⎢ ⎥
⎢ ⎥+ +⎢ ⎥⎣ ⎦

K K K 0 0

K 0 K K K 0

0 0 K K K

 (5.39) 

Substituting Eq. (5.35) into the wave equation yields 

 ( ) ( )1 2
1 1 2 2 0 1 1 2 2ˆ ˆ ˆ ˆr rk−× × ⋅ + ⋅ = − ⋅ + ⋅K ε K p h p h μ p h p h  (5.40) 

This matrix equation can be solved to obtain eigen-values and eigen-vectors, but it is possible to 

reduce matrix size by more than half by projecting both sides of this equation onto common 

vector components 1p̂  and 2p̂ .  This can be performed using Eq. (5.32) to obtain 

 ( ){ }
( ){ }

( ){ }
( ){ }

1 1 2 2
1 1 2 1 1 2 1 1 0 1 1 0 2 2

2 21 1
2 2 0 1 1 0 2 22 2 2 1 1 2

ˆ ˆ ˆ ˆ  ˆ ˆ ˆ ˆ  

ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ

r r r r

r rr r

k k

k k

− −

− −

⋅ • × ⋅ ⋅ − × ⋅ ⋅ ⋅ • − ⋅ − ⋅
=

+ ⋅ • − ⋅ − ⋅+ ⋅ • × ⋅ ⋅ − × ⋅ ⋅

p p K ε K p h K ε K p h p p μ p h μ p h

p p μ p h μ p hp p K ε K p h K ε K p h
 (5.41) 
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This can be written as two equations because 1p̂  and 2p̂  are orthogonal. 

 ( ) ( )1 1 2 2
1 2 1 1 2 1 0 1 1 0 2 2ˆ ˆ ˆ ˆ ˆ ˆr r r rk k− −• × ⋅ ⋅ − × ⋅ ⋅ = • − ⋅ − ⋅p K ε K p h K ε K p h p μ p h μ p h  (5.42) 

 ( ) ( )1 1 2 2
2 2 1 1 2 2 0 1 1 0 2 2ˆ ˆ ˆ ˆ ˆ ˆr r r rk k− −• × ⋅ ⋅ − × ⋅ ⋅ = • − ⋅ − ⋅p K ε K p h K ε K p h p μ p h μ p h  (5.43) 

Applying identities (5.25)-(5.27) and Eqs. (5.36)-(5.38), this system of equations can be 

simplified to 

 ( ) ( ) ( ) ( )1 1 2 2
2 2 1 2 1 2 0 1 1 1 0 1 2 2ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆr r r rk k− −• − • = • + •K p ε K p h K p ε K p h p μ p h p μ p h  (5.44) 

 ( ) ( ) ( ) ( )1 1 2 2
1 2 1 1 1 2 0 2 1 1 0 2 2 2ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆr r r rk k− −− • + • = • + •K p ε K p h K p ε K p h p μ p h p μ p h  (5.45) 

The eigen-value equation is constructed by writing these equations in matrix form. 

 
1 1

2 2 2 1 1 1 1 1 2 12
01 1

2 2 1 2 2 21 2 1 1

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ

r r r r

r rr r

k
− −

− −

⎡ ⎤• − • • •⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ • •− • • ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

K p ε K p K p ε K p h p μ p p μ p h
h p μ p p μ p hK p ε K p K p ε K p

 (5.46) 

 Matrix size has been reduced from 9N2 elements in Eq. (5.40) to 4N2 elements in Eq. 

(5.46).  For non-magnetic materials, the square matrix on the right side of this equation reduces 

to the unity matrix and can be neglected. 

5.3.3. Calculation of Orthogonal Polarization Vectors 

 Three dimensional analysis requires the field to be written in terms of two orthogonal 

polarizations.  It is convenient and meaningful to select polarization vectors consistent with 

parallel and perpendicular polarizations if a predominant direction of propagation can be defined.  

Assuming the predominant direction to be in the z-direction, unit vectors in the direction of 

perpendicular and parallel polarizations are 

 , , , , , ,||
, , , , , ,

, , , , , ,

ˆ ˆ ˆˆ ˆ                    for p q r p q r p q r
p q r p q r p q r

p q r p q r p q r

k k k
p z p p z

k k k
⊥ ⊥= × = × ≠  (5.47) 
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 These equations are not valid when the wave vector is parallel to the z-axis.  In this case, 

it is easiest to set , ,ˆ ˆp q rp x⊥ =  and ||
, ,ˆ ˆp q rp y= .  Collected into matrix form, these are 

 
,1 ,2

1 ,1 2 ,2

,1 ,2

ˆ ˆ               
x x

y y

z z

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

p p
p p p p

p p
 (5.48) 

The matrices 2p̂  and 2p̂  are column vectors of square matrices like A , B , and C  in Eq. (5.28).  

Matrices px,1, py,1, pz,1, px,2, py,2, and pz,2 are square matrices with polarization components of the 

plane waves along their diagonals. 

5.3.4. Two-Dimensional Formulation 

 Expanding Eqs. (5.21)-(5.22) into vector components leads to a set of six equations. 

 0y z z y x xωμ− =K E K E μ H  (5.49) 

 0z x x z y yωμ− =K E K E μ H  (5.50) 

 0x y y x z zωμ− =K E K E μ H  (5.51) 

 0y z z y x xωε− = −K H K H ε E  (5.52) 

 0z x x z y yωε− = −K H K H ε E  (5.53) 

 0x y y x z zωε− = −K H K H ε E  (5.54) 

For two-dimension problems with plane waves restricted to the xy-plane, z =K 0  and the above 

equations decouple into two sets of equations corresponding to two distinct modes. 

 

TE Mode 

 0x y y x z zωε− = −K H K H ε E  (5.55) 
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 0y z x xωμ=K E μ H  (5.56) 

 0x z y yωμ− =K E μ H  (5.57) 

 

TM Mode 

 0x y y x z zωμ− =K E K E μ H  (5.58) 

 0y z x xωε= −K H ε E  (5.59) 

 0x z y yωε− = −K H ε E  (5.60) 

 

 The eigen-value equation for the TE mode is derived by solving Eqs. (5.56)-(5.57) for Hx 

and Hy and substituting these into Eq. (5.55).  A similar treatment of Eqs. (5.58)-(5.60) leads to 

the TM mode eigen-value equation. 

 

TE Mode 

 ( )1 1 2
0x y x y x y z z zk− −+ =K μ K K μ K E ε E  (5.61) 

 ( ) 1
01x x y zωμ −=H μ K E  (5.62) 

 ( ) 1
01y y x zωμ −= −H μ K E  (5.63) 

 

TM Mode 

 ( )1 1 2
0x y x y x y z z zk− −+ =K ε K K ε K H μ H  (5.64) 

 ( ) 1
01x x y zωε −= −E ε K H  (5.65) 

 ( ) 1
01y y x zωε −=E ε K H  (5.66) 
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5.3.5. One-Dimensional Formulation 

 Equations (5.49)-(5.54) can be reduced further for one-dimension systems where 

x y= =K K 0 .  For this case z z= =E H 0  and both remaining polarizations are described by the 

same eigen-value equation. 

 ( )1 2
0z z k− =K ε K H μH  (5.67) 

5.4. Implementation 

 To clarify how equations derived in this chapter are to be used, Figure 5-3 shows block 

diagrams of how PWEM can be implemented for 3D, 2D, and 1D problems. 
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Figure 5-3: Block diagram of PWEM implementations 

 

5.5. Benchmark Simulation 

 To verify the accuracy of the fully three-dimensional PWEM algorithm developed in this 

dissertation, the photonic band structure of a simple cubic lattice comprised of dielectric rods 

(n=1.53) was calculated using PWEM and FDTD.  These are compared in Figure 5-4.   
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Figure 5-4: Benchmark simulation compared to FDTD 

 

 These simulations took roughly the same amount of time to calculate.  PWEM offers the 

advantage providing a clear distinction between bands.  As refractive index contrast is raised or 

if metals are incorporated, FDTD becomes the more efficient method. 
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CHAPTER 6 
RIGOROUS COUPLED-WAVE ANALYSIS 

6.1. Overview 

 Rigorous coupled-wave analysis (RCWA) [50-52, 124-133] seems to be the most popular 

method to model scattering from periodic structures with low to moderate index contrast.  It 

offers incredibly efficient analysis of layered dielectric structures that are periodic on the scale of 

a wavelength.  It is unconditionally stable, full vector, and rigorous in the sense that no 

approximations are made to Maxwell’s equations.  Being a frequency-domain method, it easily 

incorporates material dispersion.  It is a semi-analytical method where the wave equation is 

solved analytically in the longitudinal direction.  Analytical treatment of the wave equation in the 

direction of propagation enables RCWA to model structures of arbitrary length.  Numerical 

treatment of the transverse problem limits the width of 3D structures to be on the order of a 

wavelength.  For 2D structures, multiple wavelengths are feasible.  It is able to handle incident 

waves at oblique angles.  A good amount of literature can be found on the method and 

considerable effort has been devoted to improving its speed and efficiency. 

 The concept and geometrical construction of RCWA is illustrated in Figure 6-1.  To 

implement the method, structures are divided into layers that are uniform in the longitudinal 

direction.  The transverse problem is solved in reciprocal space by expressing the field as a sum 

of spatial harmonics.  This transforms the wave equation into a set of ordinary differential 

equations that is solved as an eigen-value problem.  The eigen-vectors characterize the 

configurations of spatial harmonics that can exist in each layer.  The eigen-values describe 

longitudinal behavior in terms of a complex propagation constant that incorporates loss, gain, 



 126

and coupling between modes.  An overall solution is obtained through the boundary conditions 

by matching tangential fields at the segment interfaces. 

 

 

Figure 6-1: RCWA concept and geometry 

 

 RCWA is best suited to analyze layered problems with minimal volumetric complexity 

due to the eigen-mode computations in each unique layer.  Arbitrarily shaped devices must be 

handled by resolving them with many thin segments leading to a “stair-case” approximation of 

their geometry.  This can become very computationally intensive for large elements because a 

complete set of eigen-modes must be computed in each segment. 
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 For structures that are described well by Fourier series with few terms, RCWA is 

incredibly fast and efficient.  This includes virtually all periodic dielectric structures of low to 

moderate index contrast that do not have very fine features.  When problems have very sharp 

index contrast or metals, many Fourier terms are required to accurately describe the structure and 

fields, so the method quickly becomes bogged down computing the eigen-modes.  This is 

referred to as “slow convergence.”  Modeling TM polarized waves is particularly problematic 

[125, 129, 134-136] for reasons discussed in Ref. [137].  It is argued in Refs. [125, 138] that for 

TM polarization the staircase approximation of arbitrarily shaped gratings never converges to the 

correct answer regardless of the number of layers used.  Application of the method for TM 

polarization is restricted to truly lamellar profiles for this reason.  The problem does not exist for 

TE polarization and arbitrarily shaped structures are approximated well by the staircase 

approximation. 

 While the formulation of RCWA may seem more tedious and complicated than other 

methods, its implementation is surprisingly simple and compact. 

6.2. Formulation 

 This section will derive all necessary equations to implement RCWA using the enhanced 

transmittance matrix approach for the multilayer geometry depicted in Figure 6-1 [51, 52].  The 

enhanced transmittance matrix approach was selected over a scattering matrix formulation for its 

greater speed.  A single plane wave is incident at an oblique angle on a grating stack from 

region I.  Each layer in the stack is uniform in the longitudinal direction with thickness di for the 

ith layer.  Reflected waves are calculated in region I and transmitted waves are calculated in 

region II.  The following formulation will also derive equations for calculating fields in the 

intermediate layers when that is needed. 
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6.2.1. Maxwell’s Equations 

 Maxwell’s curl equations for source-free materials are 

 0 rE j Hωμ μ∇ × = −  (6.1) 

 0 rH j Eωε ε∇ × =  (6.2) 

It is convenient to normalize the magnetic field in the following manner. 

 0

0

H j Hμ
ε

= −  (6.3) 

In terms of the normalized magnetic field, Maxwell’s equations become 

 0 rE k Hμ∇ × =  (6.4) 

 0 rH k Eε∇ × =  (6.5) 

Expanding Eqs. (6.4)-(6.5) into vector components leads to six coupled equations. 

 0
yz

r x

EE k H
y z

μ
∂∂

− =
∂ ∂

 (6.6) 

 0
x z

r y
E E k H
z x

μ∂ ∂
− =

∂ ∂
 (6.7) 

 0
y x

r z

E E k H
x y

μ
∂ ∂

− =
∂ ∂

 (6.8) 

 0
yz

r x

HH k E
y z

ε
∂∂

− =
∂ ∂

 (6.9) 

 0
x z

r y
H H k E
z x

ε∂ ∂
− =

∂ ∂
 (6.10) 

 0
y x

r z

H H k E
x y

ε
∂ ∂

− =
∂ ∂

 (6.11) 
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6.2.2. Fourier Expansion of Terms 

 Assuming the problem is periodic, fields can be expanded into a 2D Fourier series where 

the terms in the series correspond to spatial harmonics.  For the thi  grating layer, the expansions 

can be written as 

 ( ) ( ) ( ), , , ,, , exp x y
i i m n m n m n

m n
E x y z S z j k x k y

+∞ +∞

=−∞ =−∞

⎡ ⎤= − +⎣ ⎦∑ ∑  (6.12) 

 ( ) ( ) ( ), , , ,, , exp x y
i i m n m n m n

m n
H x y z U z j k x k y

+∞ +∞

=−∞ =−∞

⎡ ⎤= − +⎣ ⎦∑ ∑  (6.13) 

Wave vector components of the spatial harmonics are defined in terms of reciprocal lattice 

vectors 1G  and 2G  of the grating unit cell.  These are 

 ( ), inc 1 2 ˆx x
m nk k mG nG x= − + •  (6.14) 

 ( ), inc 1 2 ˆy y
m nk k mG nG y= − + •  (6.15) 

 
( ) ( )

( ) ( )
( ) ( )
( ) ( )

2 2 2 22 2
0 , , 0 , ,

, , 2 22 2 22
0 , ,, , 0

       
x y x y

i m n m n i m n m nz
i m n

x yx y
i m n m nm n m n i

k k k k k k
k

k k kj k k k

ε ε

εε

⎧ − − > +⎪
= ⎨

⎪ < +− + −⎩

 (6.16) 

In a similar manner, the permittivity and permeability functions can be expanded into Fourier 

series.  To improve convergence, Fourier expansions are computed for the inverse of the material 

properties as well. 

 ( ) ( ), , ,, expi i m n m n
m n

x y a jG rε
+∞ +∞

=−∞ =−∞

= •∑ ∑  (6.17) 

 ( ) ( ), , ,, expi i m n m n
m n

x y c jG rμ
+∞ +∞

=−∞ =−∞

= •∑ ∑  (6.18) 

 ( ) ( )1
, , ,, expi i m n m n

m n
x y b jG rε

+∞ +∞
−

=−∞ =−∞

= •∑ ∑  (6.19) 
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 ( ) ( )1
, , ,, expi i m n m n

m n
x y d jG rμ

+∞ +∞
−

=−∞ =−∞

= •∑ ∑  (6.20) 

where the Fourier series coefficients are calculated as 

 ( ) ( ), , ,
1 , expi m n i m n

A

a x y jG r
A

ε= − •∫∫  (6.21) 

 ( ) ( ), , ,
1 , expi m n i m n

A

b x y jG r
A

μ= − •∫∫  (6.22) 

 ( ) ( )1
, , ,

1 , expi m n i m n
A

c x y jG r
A

ε −= − •∫∫  (6.23) 

 ( ) ( )1
, , ,

1 , expi m n i m n
A

d x y jG r
A

μ −= − •∫∫  (6.24) 

6.2.3. Semi-Analytical Maxwell’s Equations in Reciprocal Space 

 Maxwell’s equations can be transformed into reciprocal space by substituting the above 

expansions into Eqs. (6.6)-(6.11).  For brevity, the details of the substitution will only be outlined 

for Eq. (6.6).  The others may be written by analogy.  Upon substitution, Eq. (6.6) becomes 

 
( ) ( ) ( ) ( )

( ) ( ) ( )

, , , , , , , ,

0 , , 1 2 , , , ,

exp exp

   exp exp

z x y y x y
i m n m n m n i m n m n m n

m n m n

x x y
i m n x x i m n m n m n

m n m n

S z j k x k y S z j k x k y
y z

k c j mG nG U z j k x k y

+∞ +∞ +∞ +∞

=−∞ =−∞ =−∞ =−∞

+∞ +∞ +∞ +∞

=−∞ =−∞ =−∞ =−∞

∂ ∂⎡ ⎤ ⎡ ⎤− + − − +⎣ ⎦ ⎣ ⎦∂ ∂

⎧ ⎫⎧ ⎫⎡ ⎤⎡ ⎤= + − +⎨ ⎬⎨ ⎬⎣ ⎦ ⎣ ⎦⎩ ⎭⎩ ⎭

∑ ∑ ∑ ∑

∑ ∑ ∑ ∑
 (6.25) 

After some algebra, this can be written as 

 
( ) ( ) ( ) ( )

( ) ( )

, ,
, , , , , ,

0 , , , , , ,

exp exp

                                        exp

y
i m ny z x y x y

n i m n m n m n m n m n
m n m n

x y x
m n m n i m q n r i q r

q r

dS z
jk S z j k x k y j k x k y

dz

k j k x k y c U z

+∞ +∞ +∞ +∞

=−∞ =−∞ =−∞ =−∞

+∞ +∞

− −
=−∞ =−∞

⎡ ⎤ ⎡ ⎤− − + − − +⎣ ⎦ ⎣ ⎦

⎧ ⎫⎡ ⎤= − +⎨ ⎬⎣ ⎦⎩ ⎭

∑ ∑ ∑ ∑

∑ ∑
m n

+∞ +∞

=−∞ =−∞
∑ ∑

 (6.26) 

 The partial derivative is written as an ordinary derivative because ( ), ,
y

i m nS z  is only a 

function of z.  The entire equation can be brought inside the double summation over m  and n .  
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This defines an infinite set of equations corresponding to an infinite set of spatial harmonics.  For 

the ( )th,m n  spatial harmonic, the equation is 

 ( ) ( ) ( ), ,
, , , 0 , , , ,

y
i m ny z x

m n i m n i m q n r i q r
q r

dS z
jk S z k c U z

dz

+∞ +∞

− −
=−∞ =−∞

− − = ∑ ∑  (6.27) 

 The double summation on the right of this equation defines a convolution of iμ  with 

( )x
iU z .  Applying this same procedure to Eqs. (6.7)-(6.11) leads to the complete set of 

Maxwell’s curl equations in reciprocal space. 

 ( ) ( ) ( ), ,
, , , 0

y
i m ny z x x

m n i m n i i

dS z
jk S z k U z

dz
μ− − = ∗  (6.28) 

 
( ) ( ) ( ), ,

, , , 0

x
i m n x z y y

m n i m n i i

dS z
jk S z k U z

dz
μ+ = ∗  (6.29) 

 ( ) ( ) ( ), , , , , , 0
x y y x z z
m n i m n m n i m n i ijk S z jk S z k U zμ− + = ∗  (6.30) 

 ( ) ( ) ( ), ,
, , , 0

y
i m ny z x x

m n i m n i i

dU z
jk U z k S z

dz
ε− − = ∗  (6.31) 

 
( ) ( ) ( ), ,

, , , 0

x
i m n x z y y

m n i m n i i

dU z
jk U z k S z

dz
ε+ = ∗  (6.32) 

 ( ) ( ) ( ), , , , , , 0
x y y x z z
m n i m n m n i m n i ijk U z jk U z k S zε− + = ∗  (6.33) 

6.2.4. Numerical Representation 

 To be solved on a computer, the infinite set of equations above must be truncated to a 

finite set.  For 2 1M +  spatial harmonics retained along 1G  and 2 1N +  spatial harmonics 

retained along 2G , the indices of the harmonics are restricted to 

                     M m M N n N− ≤ ≤ − ≤ ≤  (6.34) 
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The finite set of equations can be written in matrix form as 

 ( ) ( ) ( )0 0 ,
z y x

y i i i x i
djk z z k z
dz

− − =K S S μ U  (6.35) 

 ( ) ( ) ( )0 0 ,
x z y
i x i i y i

d z jk z k z
dz

+ =S K S μ U  (6.36) 

 ( ) ( ) ( ),
y x z

x i y i i z iz z j z− + = −K S K S μ U  (6.37) 

 ( ) ( ) ( )0 0 ,
z y x

y i i i x i
djk z z k z
dz

− − =K U U ε S  (6.38) 

 ( ) ( ) ( )0 0 ,
x z y
i x i i y i

d z jk z k z
dz

+ =U K U ε S  (6.39) 

 ( ) ( ) ( ),
y x z

x i y i i z iz z j z− + = −K U K U ε S  (6.40) 

 xK  and yK  are diagonal matrices containing the wave vector components defined in 

Eqs. (6.14) and (6.15) respectively, but are normalized by dividing them by k0.  The quantities 

( )x
i zS , ( )y

i zS , and ( )z
i zS  are column vectors containing complex amplitude coefficients of the 

spatial harmonics for the electric field.  Likewise ( )x
i zU , ( )y

i zU , and ( )z
i zU  correspond to 

magnetic field coefficients.  The square matrices iε  and iμ  are matrix operators for the 

convolution operations defined in Eqs. (6.28)-(6.33).  These should not be confused with 

diagonal matrices of material properties in real space.  Construction of these matrices will be 

discussed later. 

6.2.5. Truncation of Spatial Harmonics 

 The choice of which spatial harmonics are retained is arbitrary, but improper choice can 

lead to inaccurate results.  The number of spatial harmonics retained in a particular direction 

determines the spatial resolution of structures with index contrast in that direction.  A region of 
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k-space is defined by the indices of the spatial harmonics retained in the expansion.  Using the 

conventional approach, this region is rectangular as depicted at the top of Figure 6-2.  This 

approach seems inefficient because it favors spatial resolution along the diagonals.   

 A simple and powerful truncation scheme [123, 124] is given by 

 
2 2

1m n
M N

γ γ

+ ≤  (6.41) 

The power parameter γ is any number greater than zero.  Figure 6-2 shows the range of 

truncation schemes that are possible through choice of γ.  Very small values only retain 

harmonics along the Fourier axes.  Powers less than 0.5 lead to “pincushion” truncation heavily 

favoring on-axis harmonics, but does include some off axis harmonics.  Diamond truncation is 

achieved for γ=0.5 and is like the conventional approach, but favors resolution along the Fourier 

axes.  Powers greater than 1 lead to barrel truncation.  This contains more off-axis harmonics and 

only neglects harmonics from the extreme corners of the conventional rectangle.  Very large 

values approach the conventional rectangular truncation scheme.  When nothing is known about 

which harmonics to favor, circular truncation (γ=1) is a good choice because it provides equal 

spatial resolution in all directions. 
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Figure 6-2: Truncation schemes 

 

6.2.6. Construction of Convolution Matrices using FFT 

 Constructing the convolution matrices is often confusing to those new to RCWA.  Figure 

6-3 illustrates the three main steps for constructing these matrices without truncation.   
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Figure 6-3: Steps for calculating RCWA convolution matrices 

 

 First, a 2D dielectric function is constructed that describes the cross section of the 

grating.  This can be analytical or numerical, but analytical is preferred.  Second, Fourier series 

coefficients are calculated for the dielectric function.  When the dielectric function is numerical 

and analytical expressions are not available, the Fourier coefficients can be obtained from the 

lowest order terms calculated from a 2D fast Fourier transform (FFT).  It was observed that 

many points were needed in the calculation to obtain accurate values for the Fourier coefficients.  

Grids were often set to 1024×1024 grid points or higher.  Most FFT algorithms need to be 

normalized by dividing by the total number of points in the grid, NiNj. 

 ( ) ( )1, FFT ,
i j

a m n i j
N N

ε⎡ ⎤= ⎣ ⎦  (6.42) 
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 Third, the convolution matrix is constructed by reordering the lowest order Fourier series 

coefficients.  Given Fourier series coefficients calculated in Eq. (6.42), the convolution matrix 

retaining nine spatial harmonics (i.e. M=N=1) would be constructed from the definition given in 

Eq. (6.27) as 

 

0,0 1,0 2,0 0, 1 1, 1 2, 1 0, 2 1, 2 2, 2

1,0 0,0 1,0 1, 1 0, 1 1, 1 1, 2 0, 2 1, 2

2,0 1,0 0,0 2, 1 1, 1 0, 1 2, 2 1, 2 0, 2

0,1 1,1 2,1 0,0 1,0 2,0 0, 1 1, 1 2, 1

1,1 0,1 1,1 1,0

a a a a a a a a a
a a a a a a a a a
a a a a a a a a a
a a a a a a a a a
a a a a a

− − − − − − − − − − − −

− − − − − − − − −

− − − − − −

− − − − − − − − −

−=ε 0,0 1,0 1, 1 0, 1 1, 1

2,1 1,1 0,1 2,0 1,0 0,0 2, 1 1, 1 0, 1

0,2 1,2 2,2 0,1 1,1 2,1 0,0 1,0 2,0

1,2 0,2 1,2 1,1 0,1 1,1 1,0 0,0 1,0

2,2 1,2 0,2 2,1 1,1 0,1 2,0 1,0 0,0

a a a a
a a a a a a a a a
a a a a a a a a a
a a a a a a a a a
a a a a a a a a a

− − − − −

− − −

− − − − − −

− − −

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣ ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

 (6.43) 

6.2.7. Elimination of Longitudinal Fields 

 Solving Eq. (6.37) and Eq. (6.40) for the longitudinal fields yields 

 ( ) ( ) ( )1 1
, ,

z x y
i i z y i i z x iz j z j z− −= −U μ K S μ K S  (6.44) 

 ( ) ( ) ( )1 1
, ,

z x y
i i z y i i z x iz j z j z− −= −S ε K U ε K U  (6.45) 

 These equations require inverse convolution matrices.  For best performance, these 

should be constructed separately using Eqs. (6.19)-(6.20) to form unique convolution matrices.  

Substituting Eq. (6.45) into Eqs. (6.35)-(6.36) and Eq. (6.44) into Eqs. (6.38)-(6.39) reduces the 

problem to 

 ( ) ( ) ( )1 1
, , ,

0

1 y x y
i y i z y i x i y i z x i

d z z z
k dz

− −⎡ ⎤ ⎡ ⎤= − −⎣ ⎦ ⎣ ⎦S K ε K μ U K ε K U  (6.46) 

 ( ) ( ) ( )1 1
, , ,

0

1 x x y
i x i z y i i y x i z x i

d z z z
k dz

− −⎡ ⎤ ⎡ ⎤= + −⎣ ⎦ ⎣ ⎦S K ε K U μ K ε K U  (6.47) 
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 ( ) ( ) ( )1 1
, , ,

0

1 y x y
i y i z y i x i y i z x i

d z z z
k dz

− −⎡ ⎤ ⎡ ⎤= − −⎣ ⎦ ⎣ ⎦U K μ K ε S K μ K S  (6.48) 

 ( ) ( ) ( )1 1
, , ,

0

1 x x y
i x i z y i i y x i z x i

d z z z
k dz

− −⎡ ⎤ ⎡ ⎤= + −⎣ ⎦ ⎣ ⎦U K μ K S ε K μ K S  (6.49) 

6.2.8. Formulation of Semi-Analytical Wave Equation 

 After normalizing the remaining spatial parameter according to 0z k z′ = , Eqs. (6.46)-

(6.49) can be written as two coupled matrix equations. 

 
( )
( )

( )
( )

x x
i i

iy y
i i

z zd
z zdz

⎡ ′ ⎤ ⎡ ′ ⎤
=⎢ ⎥ ⎢ ⎥′ ′′ ⎣ ⎦ ⎣ ⎦

S U
P

S U
 (6.50) 

 
( )
( )

( )
( )

x x
i i

iy y
i i

z zd
z zdz

⎡ ′ ⎤ ⎡ ′ ⎤
=⎢ ⎥ ⎢ ⎥′ ′′ ⎣ ⎦ ⎣ ⎦

U S
Q

U S
 (6.51) 

where 

 
1 1
, , ,

1 1
, , ,

x i z y i y x i z x
i

y i z y i x y i z x

− −

− −

⎡ ⎤−
= ⎢ ⎥− −⎢ ⎥⎣ ⎦

K ε K μ K ε K
P

K ε K μ K ε K
 (6.52) 

 
1 1
, , ,

1 1
, , ,

x i z y i y x i z x
i

y i z y i x y i z x

− −

− −

⎡ ⎤−
= ⎢ ⎥− −⎢ ⎥⎣ ⎦

K μ K ε K μ K
Q

K μ K ε K μ K
 (6.53) 

The semi-analytical wave equation is derived by differentiating Eq. (6.50) with respect to z′  and 

eliminating the magnetic field using Eq. (6.51). 

 
( )
( )

( )
( )

2
2

2 0
x x
i i

iy y
i i

z zd
z zdz

⎡ ′ ⎤ ⎡ ′ ⎤
− =⎢ ⎥ ⎢ ⎥′ ′′ ⎣ ⎦ ⎣ ⎦

S S
Ω

S S
 (6.54) 

where 

 2
i i i=Ω PQ  (6.55) 
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6.2.9. Semi-Analytical Solution 

 The set of differential equations represented in Eq. (6.54) can each be solved analytically.  

The solutions require calculation of all eigen-vectors and eigen-values of the matrix 2
iΩ . 

 
2

2

          Eigen-Vectors

                      Eigen-Values
i i

i

→ ≡

≡

Ω W

λ
 (6.56) 

 In matrix form, the solutions to Eq. (6.54) can be written as 

 
( )
( )

i i i i

x
i i z z

i iy
i i

z
e e

z
′ ′− + −⎡ ′ ⎤

= +⎢ ⎥′⎣ ⎦

Ω ΩS
A A

S
 (6.57) 

i
+A  and i

−A  are proportionality constants corresponding to forward and backward propagating 

waves respectively.  The parameter iz′  is the local longitudinal coordinate in the thi  grating 

layer.  Assuming the matrix 2
iΩ  is full rank, the exponentials can be written in terms of its eigen-

vectors and positive square-roots of the eigen-values. 

 ( )01 1i ii i i i k z dz z
i i i ie e e −′ ′ − −= = λΩ λW W W W  (6.58) 

 ( )0 11 1i ii i i i k z dz z
i i i ie e e −− −′ ′− − − −= = λΩ λW W W W  (6.59) 

 
,1

,

0

0
i i

i
z

i L

e
λ

λ

′−

⎡ ⎤
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎣ ⎦

λ  (6.60) 

These are substituted into Eq. (6.57) and 1−W  is absorbed into the proportionality constants now 

written as i
+C  and i

−C . 

 
( )
( )

( ) ( )0 1 0i i i i

x
k z Z k z Zi

i i i iy
i

z
e e

z
−− − −+ −⎡ ⎤

= +⎢ ⎥
⎣ ⎦

λ λS
W C W C

S
 (6.61) 
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The solution for the magnetic fields can be written in a similar form. 

 
( )
( )

( ) ( )0 1 0i i i i

x
k z Z k z Zi

i i i iy
i

z
e e

z
−− − −+ −⎡ ⎤

= − +⎢ ⎥
⎣ ⎦

λ λU
V C V C

U
 (6.62) 

To compute iV , Eq. (6.62) is differentiated with respect to z′  . 

 ( )
( )

( ) ( )0 1 0i i i i

x
k z Z k z Zi

i i i i i iy
i

zd e e
zdz

−− − −+ −⎡ ⎤
= +⎢ ⎥′ ⎣ ⎦

λ λU
V λ C V λ C

U
 (6.63) 

Comparing this to Eq. (6.51) and Eq. (6.61) shows that 

 1
i i i i

−=V Q Wλ  (6.64) 

Combining Eq. (6.61) with Eq. (6.62) leads to the analytical solution of the fields.  To compute 

the proportionality constants, boundary conditions must be solved by matching tangential fields 

at each interface. 

 

( )
( )
( )
( )

( )

( )

0 1

0

i i

i i

x
i

k z Zy
i ii i

x k z Z
i ii i

y
i

z
ez

z e
z

−− − +

−−

⎡ ⎤
⎢ ⎥ ⎡ ⎤ ⎡ ⎤⎡ ⎤⎢ ⎥ = ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ − ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦⎢ ⎥
⎢ ⎥⎣ ⎦

λ

λ

S
W W 00S C
V VU C00

U

 (6.65) 

6.2.10. Field Expressions Outside Grating Stack 

 Before the boundary conditions may be solved, fields outside the grating stack must be 

defined.  It will be assumed a single plane wave is incident on the grating stack from the 

reflected side. 

 ( ) ( )inc inc, , expE x y z P jk r= − •  (6.66) 

The total electric field on the reflected side is the incident wave plus the reflected field. 

 ( ) ( ) ( )inc , , , , ,, , , , exp x y z
I m n m n m n I m n

m n
E x y z E x y z R j k x k y k z

+∞ +∞

=−∞ =−∞

⎡ ⎤= + − + −⎣ ⎦∑ ∑  (6.67) 
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The total electric field on the transmitted side is simply 

 ( ) ( ){ }, , , , ,, , exp x y z
II m n m n m n I m n L

m n
E x y z T j k x k y k z d

+∞ +∞

=−∞ =−∞

⎡ ⎤= − + + −⎣ ⎦∑ ∑  (6.68) 

In matrix form, the above equations can be written as 

 ( ) ( )inc inc , ,0expx z
x m nz p jk z′ ′= −S δ  (6.69) 

 ( ) ( )inc inc , ,0expy z
y m nz p jk z′ ′= −S δ  (6.70) 

 ( ) ( )inc inc , ,0expz z
z m nz p jk z′ ′= −S δ  (6.71) 

 ( ) ( ) ( )inc , ,0exp expx z z
I x m n I xz p jk z j z′ ′ ′= − +S δ K R  (6.72) 

 ( ) ( ) ( )inc , ,0exp expy z z
I y m n I yz p jk z j z′ ′ ′= − +S δ K R  (6.73) 

 ( ) ( ) ( )inc , ,0exp expz z z
I z m n I zz p jk z j z′ ′ ′= − +S δ K R  (6.74) 

 ( ) ( )0expx z
II I L xz jk z Z⎡ ⎤= − −⎣ ⎦S K T  (6.75) 

 ( ) ( )0expy z
II I L yz jk z Z⎡ ⎤= − −⎣ ⎦S K T  (6.76) 

 ( ) ( )0expz z
II I L zz jk z Z⎡ ⎤= − −⎣ ⎦S K T  (6.77) 

The column vector , ,0m nδ  contains all zeros except the element at m=n=0 which is set to 1.  This 

corresponds to the zero-order being the incident and refracted waves.  Outside the first ( 0z = ) 

and last ( Lz Z= ) interfaces, the total electric field is 

 
( )
( )

, ,0

, ,0

0
0

x
x m n xI

y
y m n yI

p
p

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦⎣ ⎦

δ RS
δ RS

 (6.78) 

 
( )
( )

x
xII L

y
yII L

Z
Z

⎡ ⎤ ⎡ ⎤
=⎢ ⎥ ⎢ ⎥

⎣ ⎦⎣ ⎦

TS
TS

 (6.79) 
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The incident magnetic field can be computed from the incident electric field by substituting 

Eq. (6.66) into Eqs. (6.6)-(6.7). 

 incinc inc
inc

0 0

z y
jk rx

y z
I

k kjH p p e
k kμ

− •⎛ ⎞
= −⎜ ⎟

⎝ ⎠
 (6.80) 

 incinc inc

0 0

x z
jk r

y z x
I

k kjH p p e
k kμ

− •⎛ ⎞
= −⎜ ⎟

⎝ ⎠
 (6.81) 

In matrix form, the above equations at 0z =  become 

 ( )
( )

( )
( )

inc inc , ,0inc

inc inc inc , ,0

0
0

z yx
y z m n

y x z
I z x m n

k p k pj
k p k pμ

⎡ ⎤−⎡ ⎤ ⎢ ⎥=⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦

δU
U δ

 (6.82) 

Next, equations describing the reflected magnetic field must be derived.  Since this region is 

homogeneous, Eq. (6.50) reduces to 

 
( )
( )

( )
( )

2

2
1 x

I I xI I
y

y I II II

z z
z zz

μ ε
μ εε

⎡ ⎤⎡ ′ ⎤ ⎡ ′ ⎤−∂
= ⎢ ⎥⎢ ⎥ ⎢ ⎥′ ′′ − −∂ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦

x
x y

y
x y

K K KS U
K K KS U

 (6.83) 

Substituting the reflected component of Eqs. (6.72)-(6.73) into this equation yields 

 ( )
( )

( )
( )

2
,ref

2
,ref

exp 1
exp

z z x
I I x I I x I

yz z
y I I III I y

j j z z
zj j z

μ ε
μ εε

⎡ ⎤′ ⎡ ⎤ ′⎡ ⎤−⎢ ⎥ = ⎢ ⎥ ⎢ ⎥′− −⎢ ⎥′ ⎢ ⎥ ⎣ ⎦⎣ ⎦⎣ ⎦

x y

x y

K K R K K K U
K K K UK K R

 (6.84) 

Evaluating this at 0z′ =  and solving for the magnetic field coefficients leads to 

 ( )
( )

2 2
,

,ref
2 2

,ref ,

0
0

y I z
z zx

xI II
y

yI I x I z
z z
I I

j
μ

⎡ ⎤+
− −⎢ ⎥⎡ ⎤ ⎡ ⎤⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥+ ⎣ ⎦⎣ ⎦ ⎢ ⎥

⎢ ⎥⎣ ⎦

x y

x y

K K K K
RK KU
RU K KK K

K K

 (6.85) 
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The total magnetic field in region I at the first interface is the sum of Eq. (6.82) and (6.85). 

 
( )
( )

( )
( )

2 2
,

inc inc , ,0I
2 2

I ,inc inc , ,0

0
0

y I z
z y z zx

y z m n xI I
y x z

yI I x I zz x m n
z z
I I

k p k pj j
k p k pμ μ

⎡ ⎤+
− −⎢ ⎥⎡ ⎤−⎡ ⎤ ⎡ ⎤⎢ ⎥⎢ ⎥= +⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ +− ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎢ ⎥

⎢ ⎥⎣ ⎦

x y

x y

K K K K
δ RK KU

RU K KK Kδ
K K

 (6.86) 

The magnetic field in region II is found by substituting Eqs. (6.75)-(6.77) into Eq. (6.83) written 

in terms of region II properties. 

 
( )
( )

( )
( )

2
0

2
0

exp

exp

z z x
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Evaluating this at Lz Z=  yields 
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6.2.11. Boundary Conditions 

 The fields inside the first grating layer at 0z =  are computed from Eq. (6.65). 
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Boundary conditions at the first interface require Eq. (6.78) and Eq. (6.86) to equal Eq. (6.89). 
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Fields inside the first grating layer at the second interface are computed from Eq. (6.65). 
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Similarly, fields inside the second grating layer at the second interface are 
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Boundary conditions require Eq. (6.91) to equal (6.92). 
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This equation can be generalized to match fields at any intermediate interface. 
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Fields inside the last grating layer at the last interface are computed from Eq. (6.65). 
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Boundary conditions at the last interface require Eq. (6.95) to equal Eq. (6.79) combined with 

Eq. (6.88). 
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 The boundary conditions can be written in a more compact form by defining the 

following matrices.  A  relates to the fields on the reflected side, while B  relates to the fields on 

the transmitted side.  S  describes the source. 
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For each grating layer, the following matrices can be defined. 
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Using the above definitions, the boundary conditions are as follows: 

First Interface 
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Intermediate Interfaces 
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Last Interface 
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F C BT
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 (6.103) 

6.2.12. Enhanced Transmittance Matrix Method 

 To solve the boundary conditions, proportionality constants may be circumvented using 

the enhanced transmittance matrix method [52].  This method avoids computing the inverse of 

iX  which could lead to poorly conditioned matrices for large positive eigen-values. 

 The algorithm for enhanced transmittance matrices usually starts at the last interface and 

works the boundary conditions backward to the first interface.  First, Eq. (6.103) is solved 

for LC . 
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This can be written in the following form. 
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To eliminate the potentially ill conditioned matrix 1
L
−X , an intermediate parameter LT  is defined 

such that 

 1
L L L
−=T a X T  (6.107) 

Substituting this into Eq. (6.105) eliminates 1
L
−X . 
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Working backward through the grating stack, the expression for LC  is substituted into 

Eq. (6.102) written for the second to last interface. 
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This is written to be in the same form as Eqs. (6.105)-(6.106). 
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Like before, the potentially ill conditioned matrix 1
1L

−
−X  is eliminated by defining 1L−T  such that 

 1
1 1 1L L L L

−
− − −=T a X T  (6.112) 
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Substituting this into Eq. (6.110) eliminates 1
1L

−
−X . 
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This equation is again written in the form of Eq. (6.105) and the process repeats through the 

entire grating stack.  When the last interface is reached, the final equation will be 
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This can be solved for R  and 1T  in the following manner. 
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 From here, all iT  vectors can be computed from Eq. (6.112) by working forward through 

the grating stack.  Overall transmission through the grating stack is then 

 1 1 1 1
1 1 2 2 1 1 1L L L L

− − − −
− −= ⋅ ⋅ ⋅T a X a X a X a X T  (6.116) 

6.2.13. Computation of Diffraction Efficiencies 

 RMS power is defined as 

 1
2 ReP E H⎡ ⎤= ×⎣ ⎦  (6.117) 

For plane waves in isotropic media, E  and H  are perpendicular and power flows in the 

direction of the wave vector k .  Therefore, P P k k=  so Eq. (6.117) can be written as 

 1 Re
2

kP E H
k

⎡ ⎤
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 (6.118) 



 148

Field magnitudes are related through the material impedance as E Hη= .  This is used to 

eliminate H  in Eq. (6.118). 
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 It is only the power flow in the z-direction that is of interest because this is what 

transports energy into and out of the grating stack. 
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For the ( )th,m n  harmonic, this becomes 
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Diffraction efficiency of the ( )th,m n  harmonic is defined as , , incDE z z
m n m nP P=  which is 
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Typically the incident wave is made to have unit amplitude so this equation reduces to 

 
2 , ,inc

, ,
inc

DE Re
z
m n r

m n m n z
r

k
S

k
μ
μ

⎡ ⎤
= ⎢ ⎥

⎣ ⎦
 (6.123) 

 The reflection and transmission coefficients of the longitudinal fields must be known to 

compute diffraction efficiency.  Since wave polarization is orthogonal to the direction of 

propagation, the following equations must be valid. 

 0Ik R• =  (6.124) 
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 0IIk T• =  (6.125) 

Expanding these equations into vector components leads to 

 0x y z
I x I y I zk R k R k R+ + =  (6.126) 

 0x y z
II x II y II zk T k T k T+ + =  (6.127) 

Solving these equations for zR  and zT  yields 
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Using the adopted matrix notation, these equations are 

 ( )1
,z z I x x y y

−= − +R K K R K R  (6.130) 

 ( )1
,z z II x x y y

−= − +T K K T K T  (6.131) 

Diffraction efficiency is then 
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where 
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6.2.14. Calculation of Intermediate Fields 

 Fields inside an intermediate grating layer can be computed from Eq. (6.65) if the 

proportionality constants are known.  These are not computed using the conventional enhanced 

transmittance matrix method described above.  They may be computed while working forward 

through the grating layers using Eq. (6.108).  For the thi  grating layer, this is 

 1
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 Once these have been computed, the tangential field coefficients in the thi  grating layer 

are computed using Eq. (6.65).  This can be written as 
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where 
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 Next, the longitudinal field coefficients can be calculated using Eqs. (6.44)-(6.45).  These 

were 

 ( ) ( ) ( )1
,

z x y
i i z y i x iz j z z− ⎡ ⎤= −⎣ ⎦S ε K U K U  (6.139) 

 ( ) ( ) ( )1
,

z x y
i i z y i x iz j z z− ⎡ ⎤= −⎣ ⎦U μ K S K S  (6.140) 

The total field is reconstructed by substituting the amplitude coefficients of the spatial harmonics 

into the field expansions of Eqs. (6.12)-(6.13).  The inverse-FFT function may also be used. 
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6.3. Implementation 

 At first, it can be unclear how to implement RCWA due to the large number of equations 

involved in the formulation.  Figure 6-4 illustrates how RCWA can be implemented using the 

enhanced transmittance matrix approach.  The block diagram also shows how intermediate fields 

may be calculated by recording intermediate parameters and reconstructing the field patterns at 

the end. 
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Figure 6-4: Block diagram of RCWA using enhanced transmittance matrix approach 
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CHAPTER 7 
STRING METHOD 

7.1.  Overview 

 The string method [39, 54, 55] is an incredibly fast and efficient method for simulating 

the evolution of surfaces that are mostly smooth and continuous.  It is simple to implement and 

can incorporate multiple physical processes.  It has been used to model a variety of fabrication 

processes including etching [55], deposition [55], and autocloning [39]. 

 The main drawback of the method is that it is inherently unstable [139] and therefore 

restricted to smooth and continuous surfaces [62].  Proven techniques exist to improve stability, 

but they all modify the equation of motion in unobvious and unrealistic ways [63].  Due to the 

manner in which the method is stabilized, it can rarely be extended to model three-dimensional 

problems. 

7.2. Algorithm 

 The string method is surprisingly easy to implement and a block diagram is provided in 

Figure 7-1.  Prior to entering the main loop, the initial surface is described by a series of marker 

particles placed along the edges.  Each particle is described by a position vector ix .  When N 

marker particles are used, the complete list of position vectors can be written as 

 [ ]1 2 Nx x x=X  (7.1) 

 The first step in the main loop is to calculate how fast, and in what direction, each 

particle on the surface must move to best model the physics of the process.  This is called the rate 

function and is essentially a velocity associated with each marker point. 

 [ ]1 2 Nr r r=R  (7.2) 
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 To update position vectors based on the rate function, a suitable time step tΔ  must be 

chosen that is small enough to prevent particles from crossing paths.  After this is calculated, 

position is updated according to 

 t t t tt+Δ = + ΔX X R  (7.3) 

 

 

Figure 7-1: Block diagram of string method 

 

 As mentioned previously, the string method is inherently unstable for two main reasons.  

First, as particles converge they may reduce accuracy of the rate function or form unstable loops 

in the string.  To mitigate this, a “smoothing” function can be applied to the rate function and 

marker points can be removed as they converge.  Second, as marker points diverge they can 



 155

become too sparse to adequately resolve the surface.  In this case, additional marker particles 

must be added to the list.  Care must be taken to correctly interpolate where they are to be 

placed.  Performing a filtering function on the position vectors after the update can also help 

maintain stability. 

 

 

Figure 7-2: Mechanisms leading to autocloning 

 

7.3. Calculation of Rate Function for Autocloning 

 Autocloning [39, 140-144] is a process where alternating layers of dielectric are 

deposited onto a corrugated surface.  A self-shaping effect causes surface topology to quickly 

converge to a profile that is maintained over a virtually unlimited number of layers.  Three 
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mechanisms are responsible for this phenomenon [39].  These are sputter deposition, sputter 

etching, and redeposition of etched particles.  These mechanisms are illustrated in Figure 7-2 

along with “snapshots” from the string method.  Arrows indicate velocity of the specific 

mechanism being illustrated.  The overall rate function is the sum of all component velocities. 

7.3.1. Sputter Deposition 

 During sputter deposition, neutral particles are deposited from a target to the substrate 

with an angular dependence of cosn φ .  Parameter φ  denotes angle from the vertical axis, and n  

characterizes the diffusion profile.  Isotropic deposition corresponds to 0n =  while deposition in 

a direction strictly normal to the substrate corresponds to n = ∞ .  While most particles diffuse 

vertically, diffusion at oblique angles leads to deposition on sidewalls. 

 The deposition rate at any point ix  along the surface can be computed as 
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Parameter d describes the magnitude of flux of incident particles, θ  is the angle of the surface 

normal from the vertical axis, and ( )T ,iV x φ  is visibility of the target at angle φ  from point P .  

Visibility equals 1 if the target is visible and 0 if it is not.  Another way of writing Eq. (7.4) 

incorporates visibility by limiting the range of angles to those that are visible (i.e. 1 2φ φ φ≤ ≤ ). 
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 The angular dependence on deposition leads to horizontal surfaces growing faster that 

vertical surfaces.  Visibility leads to a shadowing effect that produces “kinks” near the bottom of 

vertical walls. 

7.3.2. Sputter Etching 

 Charged rare-gas ions accelerated by the field during bias sputtering leads to etching of 

the substrate.  The etch rate (i.e. negative deposition rate) at point ix  along the surface can be 

computed as 

 ( ) 2
etch cos sin cos                     , 0iR x b c b cθ θ θ= + <  (7.6) 

Parameter b denotes sputter etch rate of the horizontal surface.  Parameter c  characterizes 

angular selectivity of the mechanism.  The function 2sin cosθ θ  has a maximum value around 

55θ = ° .  The peak etch rate at this angle is emphasized with increasing c .  It is this mechanism 

that leads to regions of the surface profile converging to constant slope near 55°. 

7.3.3. Redeposition 

 Materials that are etched during the sputtering process can be deposited back onto the 

surface.  The path particles take between being etched and redeposited is quite complicated and 

difficult to model, particularly for deep trenches.  The tendency is for particles to move from 

upper parts of trenches to lower parts.  For autocloning, it is reasonable to assume particles come 

uniformly from surrounding surfaces.  This is especially true after the surface profile has 

converged to V-shaped grooves and θ  is constant nearly everywhere. 
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 Redeposition rate can be expressed as an integration over the full range of angles from 

which particles can diffuse.  This is 

 ( ) ( ) ( )
2

redep
2

, cos
2i S i
eR x V x d

π

π

φ φ θ φ
+

−

= −∫  (7.7) 

Parameter e characterizes the rate of redeposition.  ( ),S iV x φ  indicates what portion of the 

surface is visible at angle φ  for point P .  Points at deeper parts of a groove will receive greater 

redeposition because greater surface area is visible from which to receive particles.  It is this 

mechanism in autocloning that enables lower portions of the V-grooves to keep pace with the top 

portions despite shadowing effects inhibiting sputter deposition in the lower portions. 

7.3.4. Assembling the Rate Function 

 After rates of the different mechanisms have been calculated, they are added to calculate 

the overall rate vector.  The direction of the rate vector at each point is in the direction of the 

surface normal ˆin .  The overall rate function at point ix  is then 

 ( ) ( ) ( ) ( )dep etch redep ˆi i i i iR x R x R x R x n⎡ ⎤= + +⎣ ⎦  (7.8) 

The surface normals can be calculated as 

 , ,

2 2
, ,

ˆ ˆ
ˆ z i x x i z

i

x i z i

a a
n

δ δ

δ δ

− +
=

+
 (7.9) 

 , 1 1 , 1 1                    x i i i z i i ix x z zδ δ+ − + −= − = −  (7.10) 

7.4. Benchmark Simulation 

 In Ref. [39], an autocloning process was developed using amorphous silicon (a-Si) and 

silicon dioxide (SiO2).  Simulation parameters for the string method were calibrated from 

experimental results are summarized in Table 7-1. 
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Table 7-1: String method parameters for autocloning 

     

 

 To verify accuracy of the string method used in this dissertation, numerical results 

presented in Ref. [39] were duplicated.  A comparison is shown in Figure 7-3.  Parameters 

describing the trapezoidal grating profile and apparent alternating layer thicknesses were not 

provided so they were estimated.  Grating period was set to 1 μm, grating depth to 0.4 μm, duty 

cycle of the trapezoid base was set to 0.5, and duty cycle of the top was set to 0.4.  Layer 

thicknesses were each set to 0.2 μm as prescribed in Ref. [39], but the SiO2 layers appear to be 

somewhat thinner.  This discrepancy was neglected for the benchmark simulation and equal film 

thicknesses were used. 
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Figure 7-3: Benchmark simulation for string method 
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CHAPTER 8 
LEVEL SET METHOD AND FAST MARCHING METHOD 

8.1. Overview 

 Level set methods (LSM) [61-63, 145-147] are very efficient algorithms for modeling the 

progression of a surface or interface.  It is a rigorous and stable method that is simple to 

implement.  Multiple physical processes operating on the interface may be incorporated at the 

same time.  When surfaces progress in just one direction and rate of progression depends only on 

position, fast marching methods (FMM) [63, 148, 149] offer even greater speed and efficiency.  

The methods have been applied to solve a host of applications including micro-fabrication [63, 

146-149], computational geometry [63], grid generation [63, 150], image processing and noise 

removal [151-154], computer vision [63], combustion [139], fluid mechanics [61], path planning 

[155, 156], and more. 

 It seems most obvious to consider a moving boundary from a geometry perspective 

where shapes of structures or positions of interfaces change over time.  Therefore, it is tempting 

to formulate codes to track the motion as a function of time leading to algorithms such as string 

or cell-volume methods.  Level set methods and fast marching methods approach the problem 

from a completely different perspective in terms of partial differential equations to compute 

time-of-arrival functions and distance level sets.  This enables robust schemes based on well 

understood methods to be formulated that are more rigorous and easier to adapt to different 

conditions. 
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8.2. Mathematical Treatment of Interface Propagation 

 Forward movement of a surface is usually defined to be in the direction of the outward 

surface normal.  The velocity at each point on the surface is controlled by a rate function R.  A 

negative rate function leads to backward motion of the surface.  The rate function may depend on 

properties of the surface such as curvature, orientation of the surface normal, or visibility to a 

source.  It may also depend on properties not directly related to the surface such as time or 

position.  Perhaps the biggest challenge in formulating a level set method or fast marching 

method is calculating a rate function that accurately describes what is being modeled.  To 

simulate the developing process, the rate function is simply set to the dissolution rate of the 

material being developed. 

 In the most general setting, a surface may progress backward or forward.  Some portions 

of a front may move forward while other portions move backward.  Geometry and motion of the 

surface can be described by a level set function ( ),r tψ  that is a function of position r  and 

time t.  The shape of a surface at time 0t  is determined by constructing the isometric surface 

defined by ( )0, 0r tψ = .  The level set equation is an initial value problem in the form of a partial 

differential equation that must be solved for the level set function.  This is 

 ( )0          given ,0R r
t

ψ ψ ψ∂
+ ∇ =

∂
 (8.1) 

When the rate function only depends on position and/or tψ∂ ∂ , Eq. (8.1) reduces to the well 

known “Hamilton-Jacobi” equation [63]. 

 Figure 8-1 shows a block diagram of how LSM is implemented along with example level 

set data during simulation of a deposition process.  Computing the rate function is perhaps the 

biggest and most significant step.  Physics of the process has to be considered and a rate function 
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calculated in a manner that best represents motion of the surface.  The surface is always defined 

as the isometric surface at 0ψ = .   

 

 

Figure 8-1: Block diagram of level set method 

 

 The level set formulation can be dramatically simplified if backward motion does not 

exist or can be neglected.  This requires the rate function to always be positive.  In this case, it is 

easiest to describe the problem in terms of a time-of-arrival function ( )T r .  This is only a 

function of position and quantifies the time that the surface arrives at position r .  The shape of 



 164

the surface at time 0t  is determined by constructing an isometric surface defined by ( ) 0T r t= .  

The governing equation is a boundary value problem of the form 

 ( )1          initial surface 0T R T r∇ = =  (8.2) 

When the rate function only depends on position, Eq. (8.2) is the well known “Eikonal” equation 

and fast marching methods may be used to solve it.  The remainder of this chapter is devoted to 

the formulation and implementation of the FMM. 

8.3. Formulation of Fast Marching Method  

8.3.1. Upwind Finite-Difference Scheme 

 Spatial derivatives in Eq. (8.2) are written explicitly by squaring the equation and moving 

the rate function to the right-hand side of the equation. 

 
22 2

2

1T T T
x y z R

⎛ ⎞∂ ∂ ∂⎛ ⎞ ⎛ ⎞+ + =⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠
 (8.3) 

 Derivatives in Eq. (8.3) can be approximated using finite-differences by fitting the time 

function T  to a discrete grid.  The main assumption leading to this equation was that the surface 

progressed in a single direction (i.e. 0R ≥ ).  In this framework, time values are only known on 

the “upwind” side of the front.  Motion is defined to be in the downwind direction.  Time values 

at grid points along the interface can only be updated based on time values that are upwind.  This 

must be taken into account when approximating the derivatives. 

 The term T x∂ ∂  can be approximated by forward or backward finite-differences. 

 Backward Finite-Difference:  , , 1, ,
, ,

i j k i j k
x i j k

T T
D T

x
−

−

−
=

Δ
 (8.4) 

 Forward Finite-Difference:  1, , , ,
, ,

i j k i j k
x i j k

T T
D T

x
+

+

−
=

Δ
 (8.5) 
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 In the most general setting, arrival of the interface may come from any direction so the 

derivative at any grid point is dictated by the side from which the front is approaching most 

quickly.  Therefore, the derivative should be set to the maximum computed from Eqs. (8.4)-(8.5).  

When a time value at a grid point is less than any of its neighboring points, all finite-differences 

will be negative and should be neglected. To handle this condition numerically, the upwind 

finite-difference can be computed as 

 , ,
, , , ,max ,  ,  0i j k

x i j k x i j k

T
D T D T

x − +

∂
⎡ ⎤≅ + −⎣ ⎦∂

 (8.6) 

Applying the same procedure to the other spatial derivatives T y∂ ∂  and T z∂ ∂ , Eq. (8.3) can be 

written completely in terms of upwind finite-differences. 

 [ ]( ) ( ) [ ]( )
22 2

2

1max ,  ,  0 max ,  ,  0 max ,  ,  0x x y y z zD T D T D T D T D T D T
R− + − + − +⎡ ⎤− + − + − =⎣ ⎦  (8.7) 

8.3.2. Update Equation for Time 

 Equation (8.7) can be viewed as a quadratic equation to be solved for Ti,j,k.  To do this, 

Ti,j,k must be pulled out of the ‘max’ functions.  This can be accomplished by rewriting the 

upwind finite-difference equations as 

 
( )new old

, , 1, , 1, , , ,, , min , ,i j k i j k i j k i j ki j k T T T TT
x x

− +−∂
≅

∂ Δ
 (8.8) 

Using this form of finite-difference, Eq. (8.7) can be written as 

 
2 2 2new new new

, , , , , ,
2
, ,

1i j k x i j k y i j k z

i j k

T m T m T m
x y z R

⎛ ⎞ ⎛ ⎞ ⎛ ⎞− − −
+ + =⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟Δ Δ Δ⎝ ⎠ ⎝ ⎠ ⎝ ⎠

 (8.9) 

 ( )old
1, , 1, , , ,min , ,x i j k i j k i j km T T T− +=  (8.10) 

 ( )old
, 1, , 1, , ,min , ,y i j k i j k i j km T T T− +=  (8.11) 
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 ( )old
, , 1 , , 1 , ,min , ,z i j k i j k i j km T T T− +=  (8.12) 

After some algebra, this can be expressed in the form of a standard quadratic equation. 

 ( ) ( )2new new
, , , , 0i k k i k ka T b T c+ + =  (8.13) 

 2 2 2

1 1 1a
x y z

= + +
Δ Δ Δ

 (8.14) 

 2 2 22 yx z
mm mb

x y z
⎛ ⎞

= − + +⎜ ⎟Δ Δ Δ⎝ ⎠
 (8.15) 

 
22 2

2 2 2 2

1yx z
mm mc

x y z R
= + + −

Δ Δ Δ
 (8.16) 

In general, this has two solutions.  To ensure time values are always positive, the following 

solution is selected. 

 
2

new
, ,

4
2i j k

b b acT
a

− + −
=  (8.17) 

8.4. Implementation 

 A block diagram of how FMM is implemented in provided in Figure 8-2.  The algorithm 

is initialized by setting all time values upwind of the initial interface to zero and all downwind 

time values to infinity.  The narrow band of grid points immediately associated with the surface 

are initialized to be consistent with Eq. (8.2) and are stored in a separate list.  It is only these 

points that need to be processed during simulation so a “narrow band” approach is most efficient.  

As the surface evolves, grid points are removed from, and added to, the narrow band. 
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Figure 8-2: Block diagram of fast marching method 
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 Iteration begins at the grid point stored in the narrow band with the smallest time value.  

This value must be correct since time values may only increase in the upwind scheme.  For this 

reason, it is removed from the narrow band and made permanent.  Time values at all neighboring 

grid points are updated according to Eq. (8.17).  If any of these neighbors are not part of the 

narrow band, they are added to the list.  Iteration continues at the grid point with the smallest 

time value in the narrow band.  This process repeats until all grid points have been added to and 

finally removed from the narrow band.  For each iteration, one grid point is always removed 

from the narrow band so the total number of iterations equals the total number of unknown grid 

points.  Figure 8-2 illustrates FMM data at various stages of the model. 

 

 

Figure 8-3: FMM data at each step 

 

8.4.1. Min-Heap Data Structure 

 The most time consuming task by far is finding the grid point in the narrow band with the 

smallest associated time value.  The key to a fast and efficient FMM is to quickly find this point.  

A good approach is to store the narrow band grid points in a min-heap data structure [62, 63, 
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146, 149].  This is a form a binary tree that can be stored in a linear array without the need of 

data pointers.  It is ordered such that the children of any element always have an equal or greater 

time value associated with them.  In this data structure, the top element will always have the 

smallest time value.  Data is stored in a linear array by locating the children of the element at 

position n  at positions 2n  and 2 1n + .  This is depicted in Figure 8-4.  Finding the grid point 

with the smallest time value simply involves selecting the top element of the tree, which is the 

first element of the array. 

 

 

Figure 8-4: Min-heap data structure 

 

 Interfacing with the min-heap data structure involves “push” and “pull” operations.  The 

“push” operation adds an element to the tree and adjusts element positions to maintain proper 

order.  The “pull” operation removes the top element and adjusts the remaining elements to fill 

the top position and maintain proper order.  A block diagram of both operations is provided in 

Figure 8-4. 

 The push operation is implemented by adding the new element to the bottom of the tree 

and performing a “bubble-up” procedure.  The bottom element is successively swapped with its 
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parent if the parent has a larger time value.  In this manner, the element moves up the tree until 

its parent has a smaller or equal time value, or it reaches the top of the tree. 

 The pull operation is implemented by moving the last element in the tree to the empty 

position at the top and performing a “bubble-down” procedure.  The top element is successively 

swapped with children of smaller time-value.  Preference is given to the child with the smallest 

time value.  In this manner, the element moves down the tree until its time value is less than or 

equal to both its children, or reaches the end of the tree. 

 

 

Figure 8-5: Min-heap operations 
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CHAPTER 9 
NEAR-FIELD NANO-PATTERNING 

9.1. Overview 

 Various techniques have been employed to build photonic crystals, but a particularly 

promising method is holographic lithography, also called interference lithography.  It has been 

shown that all 14 Bravais lattices can be formed by interfering just four noncoplanar beams 

inside a photoresist [157].  The method is flexible and easily integrated with other optoelectronic 

devices.  Near perfect periodicity can be achieved throughout a large volume in just a single 

process step because no alignments are needed.  Photonic crystals, and photonic crystal 

templates, can be fabricated in low cost photoresist materials such as Epon® SU-8 [4, 158-160] 

or Futurrex® NR5-8000 [161, 162].  SU-8 has the added advantage of being environmentally 

robust and having many other applications in micro-photonics [4] and microelectromechanical 

systems (MEMS) [163-165].  Low absorption of SU-8 makes it ideal for uniform exposures 

through very thick films of resist. 

 Holographic lithography has two major drawbacks.  First, it is highly sensitive to 

mechanical vibration.  Even sub-micrometer translations can blur the exposed image such that no 

crystal can form.  Second, a high degree of coherence is needed to insure the beams will produce 

sufficient interference.  This dictates lasers be used as the illumination source.  These drawbacks 

lead to sophisticated and expensive laboratory setups to implement the method. 

 Near-field nano-patterning (NFNP) is a form of holographic lithography that greatly 

simplifies the process and mitigates the major drawbacks [2, 5, 6, 25].  A high-resolution phase 

mask is placed in close proximity or in direct contact with photoresist.  The phase mask diffracts 

incident light, forming a near-field irradiance pattern that exposes the photoresist.  This method 
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is more immune to mechanical vibration because masks can be rigidly fixed in position with the 

resist.  Standard ultraviolet (UV) lamps can be used as sources because required coherence 

length is only tens of microns.  Figure 9-1 illustrates the process steps to implement the method. 

 

 

Figure 9-1: Near-field nano-patterning process 

 

 NFNP has some drawbacks.  The method is less flexible and imposes some limits on 

what can be fabricated.  It is difficult to simultaneously control diffraction efficiency and 

polarization from a grating so polarization is often not controlled when designing the mask.  

Masks require small features to diffract ultraviolet light.  This requires advanced equipment to 

fabricate, but masks may be reused many times. 

 Simulation tools and design methods for photonic crystals are still evolving.  

Considerable analysis has been performed on ideal 3D lattices [166], but virtually no work has 

been devoted to modeling the fabrication of these structures.  Throughout the literature, aerial 

images formed by holographic lithography are predicted using scalar models of exposure and 

simple intensity-threshold methods [167-169] are used to predict lattice geometry from the aerial 

image.  For negative resists such as SU-8, thresholding methods assume all portions of resist 
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exposed with an irradiance above some threshold will remain after developing to form the lattice.  

While very fast and simple to implement, this technique ignores virtually all of the physics of 

lithography and all phenomena that produce distortions.  Intensity-threshold methods are 

accurate only for very large features. 

 A comprehensive model of the fabrication and behavior of photonic crystals formed by 

near-field nano-patterning was developed in this dissertation.  It includes exposure, post 

exposure baking, developing, and simulation of transmission and reflection spectra of the 

predicted crystal.  This is the first known effort to incorporate physics of lithography into models 

of photonic crystals. 

 This chapter will begin by discussing theory of holographic lithography and outline how 

to design four-beam exposures to form any Bravais lattice symmetry.  The procedure outlined in 

this chapter incorporates more degrees of freedom in the design process than identified 

elsewhere in literature.  This is an enabling concept for designing masks intended for NFNP 

because the process imposes severe limits on beam configurations.  Second, the method for 

designing the phase mask will be presented.  Third, numerical and experimental results will be 

presented to show that holographic lithography inherently produces photonic crystals that vary in 

fill factor with depth.  It will also be shown that illumination from standard UV lamps can be 

used to form 3D structures using NFNP.  Impact of partial coherence, unpolarized light, 

unfiltered light, and light with an angular spectrum are demonstrated through simulation.  Fourth, 

angular spectrum of source illumination is investigated and shown to blur the aerial image and 

increase in severity with depth.  Angular spectrum is perhaps the most limiting parameter in 

NFNP.  Finally, experimental results of fully three-dimensional photonic crystals formed in SU-8 

in a standard mask aligner are presented to validate theoretical predictions. 
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9.2. Multiple Beam Interference 

 In holographic lithography, multiple noncoplanar beams are combined and in the volume 

of space where they all overlap an overall irradiance pattern, or aerial image, forms.  The image 

formed by the interference of N beams is given by 

 ( )
2

102
p

N
jk r

p
p

nI r E e
η

− •

=

= ∑  (9.1) 

where pE  is the complex amplitude of the pth beam, pk  is the wave vector of pth beam, r  is 

position, n is refractive index of the medium, and η0 is the impedance of free space.  After some 

algebraic manipulation, this can be written as the sum of (N2-N)/2 sinusoidal gratings. 
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Iη
= •  (9.5) 

 *Phaseij i jE Eφ ⎡ ⎤= •⎣ ⎦  (9.6) 

 Parameter I0 characterizes overall irradiance.  Vij is visibility of interference between the 

ith and jth beams.  ijK  is the grating vector of an imposed sinusoidal grating formed by the 

interference between the ith and jth beams.  φij is a translation term resulting mostly from beam 

phase.  The asterisk superscript indicates a complex conjugate.  It can be shown that overall 

visibility is the sum of all visibility terms. 
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 overall ,
,

i j
i j

V V= ∑  (9.7) 

9.2.1. Four Beam Interference 

 When four beams are used to produce interference, Eq. (9.2) reduces to the sum of six 

sinusoidal gratings.  Any set of three grating vectors can completely describe the full set of six as 

long as they contain information from all four wave vectors.  Out of 120 possible combinations, 

only five are valid and unique.  These are 

 
12 13 14 12 13 24 12 13 34

13 14 24 14 23 24

, ,           , ,           , ,

                , ,           , ,

K K K K K K K K K

K K K K K K

⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦

 (9.8) 

 Expanding on discussion in Chap. 2, any one set of the vector triplets above can define 

the primitive translation vectors of the reciprocal lattice.  Lattice vectors of the direct lattice can 

be obtained by reciprocation. 

9.3. Beam Synthesis 

 Before holographic lithography can be performed, a beam synthesis procedure must be 

formulated to be able to determine what four beams will correctly form the desired photonic 

crystal.  Parameters that should be obtained include beam orientation, direction, wavelength, 

polarization, and phase.  For every crystal, a large number of potential exposure configurations 

are possible.  These must be sorted until a configuration is found with feasible beam angles at a 

realizable wavelength and provides the desired lattice constant.  For example, it is often not 

feasible to expose a photoresist from the top and bottom simultaneously, so a beam configuration 

must be found where all beams are incident from the top. 
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 The following sections outline the beam synthesis procedure.  As an example, the 

procedures will be demonstrated by deriving the famous “umbrella” configuration known to 

form a FCC photonic crystal. 

9.3.1. Calculation of Lattice Vectors 

 Beam synthesis begins by describing the desired crystal using primitive translation 

vectors of the reciprocal lattice 1 2 3, ,T T T⎡ ⎤⎣ ⎦ .  It is usually most straight forward to begin by 

defining the primitive axis vectors of the direct lattice to control size and orientation of the unit 

cell more intuitively.  A cubic photonic crystal with lattice constant Λ will have the following 

primitive axis vectors. 
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ˆ0 0
ˆ0 0
ˆ0 0

a x
a y
a z
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 (9.9) 

The primitive translation vectors can be calculated from the axis vectors using Eqs. (2.2)-(2.6).  

For a FCC photonic crystal, this is 
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 (9.10) 

The primitive translation vectors of the reciprocal lattice are calculated using Eq. (2.8).  For the 

FCC crystal, these are 
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( ) ( )1 2

3
1 2 3

2 ˆ ˆ ˆ2 t tT x y z
t t t

ππ ×
= = + −

• × Λ
 (9.13) 

9.3.2. Calculation of Grating Vectors 

 From Eq. (2.10), it can be shown that the desired crystal will form as long as the induced 

grating vectors 12 13 14, ,K K K⎡ ⎤⎣ ⎦  are an integer combination of the primitive translation vectors of 

the reciprocal lattice.  This realization leads to a much greater number of potential configurations 

to explore.  The drawback is an altered geometry, but the basic symmetry will be preserved. 
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 Each lattice vector must be incorporated at least once into the grating vectors, so no 

columns in Q can be all zeros.  Each grating vector must be unique so no two rows in Q can be 

the same. 

 To arrive at the famous umbrella configuration, the following choice is made. 
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 (9.15) 

9.3.3. Calculation of Wave Vectors 

 Before computing wave vectors, the manner in which the grating vectors relate to the 

wave vectors must be chosen.  This entails selection of a vector triplet from Eq. (9.8).  Having 

reduced all possible combinations down to just five provides a more efficient search of possible 

beam configurations.  The umbrella configuration proceeds with 12 13 14, ,K K K⎡ ⎤⎣ ⎦  which is also 
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the most common choice.  Based on this selection, the wave vectors are related to the grating 

vectors through the following equations. 

 1 2 Ak k K− =  (9.16) 

 1 3 Bk k K− =  (9.17) 

 1 4 Ck k K− =  (9.18) 

 This set of equations cannot be solved because there are more unknown vector quantities 

than there are known.  Additional information is needed and this comes from the condition that 

all four wave vectors must have the same magnitude. 

 1 2 3 4k k k k= = =  (9.19) 

 The system of equations defined by Eqs. (9.16)-(9.19) is not linear and cannot be solved 

algebraically.  If one wave vector is known, however, the remaining three can be computed.  The 

problem reduces to searching k-space to find magnitude and direction of the first wave vector 

that leads to all four having the same magnitude.  A simple error-reduction algorithm can 

perform this operation. 

 Continuing with the example, if a guess is made for 1k  the other three wave vectors can 

be calculated using Eqs. (9.16)-(9.18) as 

 2 1 Ak k K= −  (9.20) 

 3 1 Bk k K= −  (9.21) 

 4 1 Ck k K= −  (9.22) 

An error function resulting from the guess can be calculated as 

 ( ) ( ) ( ) ( )2 2 2

1 1 2 1 3 1 4k k k k k k kε = − + − + −  (9.23) 
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The full set of wave vectors is determined by searching k-space for the minimum error.  When 

this is performed, the calculated wave vectors turn out to be 

 ( )1 ˆ ˆ ˆ3 3 3k x y zπ
= + +

Λ
 (9.24) 

 ( )2 ˆ ˆ ˆ5k x y zπ
= + +

Λ
 (9.25) 

 ( )3 ˆ ˆ ˆ5k x y zπ
= + +

Λ
 (9.26) 

 ( )4 ˆ ˆ ˆ5k x y zπ
= + +

Λ
 (9.27) 

Inspection of these equations shows 1k  to be the central beam with 2k , 3k , and 4k  distributed 

evenly around it.  Angle between the central beam any of the radial beams is 38.94°.   

9.3.4. Calculation of Exposure Wavelength or Lattice Period 

 After the four wave vectors are found, exposure wavelength can be calculated through the 

following equation. 

 
0

2 nk π
λ

=  (9.28) 

k  can be any of the four calculated wave vectors, n is refractive index of the medium, and λ0 is 

the free space wavelength. 

 From Eqs. (9.24)-(9.27), 3 3k π= Λ  which leads to an equation relating exposure 

wavelength λ0 to the lattice constant Λ. 

 0 2 0.3849
3 3n

λ
= ≈

Λ
 (9.29) 
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 Typically the exposure wavelength is fixed and this equation is used to calculate the 

lattice constant that would result from this specific exposure configuration.  If it is critical to 

realize a particular lattice constant, this equation can be used to determine what exposure 

wavelength is necessary.  Remember, however, that different exposure configurations will lead 

to different relations between lattice constant and wavelength so more possibilities exist.  It 

should be mentioned that most photoresists are typically only sensitive to a small range of 

wavelengths. 

9.3.5. Beam Reorientation 

 Many exposure configurations derived from the above procedure appear to be unfeasible 

at first glance.  It many cases it is possible to reorient the vectors so the beams are realizable.  

While this enables more exposure configurations to work, the resulting lattices will be reoriented 

in the same manner as the beams.  Figure 9-2 illustrates the reorientation concept. 

 The left diagram in Figure 9-2 shows the vectors as calculated so far.  The umbrella 

configuration here is obviously tilted leading to an exposure that is very difficult to realize.  To 

obtain the easiest possible exposure configuration, the vectors are rotated about the z-axis by 45°, 

then around the x-axis by 54.74°, so the central beam is perfectly vertical.  This leads to the 

system of vectors shown in the right diagram of Figure 9-2.  Beams in the new orientation are 

clearly easier to realize in the lab.  Prisms may be used to achieve beam angles greater than the 

critical angle [159]. 
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Figure 9-2: Beam reorientation 

 

9.3.6. Beam Polarization and Phase 

 The last step in beam synthesis is determining optimum beam polarization and phase.  

Polarization can have dramatic impact on image contrast, lattice connectivity, and shape of 

objects in the lattice [170, 171].  All are very important to reliably form quality photonic crystals.  

This is apparent by inspecting the dot product in the visibility term defined in Eq. (9.5).  If beams 

are orthogonally polarized, they will not interfere.  Foundations of numerical methods to 

optimize polarization have been addressed in the literature [171].  In most cases, polarization is 

chosen to maximize interference the between beam pairs that produce the three chosen grating 

vectors and to minimize interference between all other beam pairs. 
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 Beam phase has a similar impact as polarization.  It has been shown to affect image 

contrast as well as shape of the interference pattern [172].  Phase affects interference through the 

visibility term and translation term defined in Eq. (9.5) and Eq. (9.6) respectively.  In most 

laboratory setups, relative phase between the beams is difficult to control and is usually 

neglected unless stability is addressed.  Most often, the biggest impact of beam phase is a simple 

translation of lattice points so it is often ignored. 

 

 

Figure 9-3: Famous "umbrella" configuration for FCC symmetry 
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 For the umbrella configuration, interference between the side beams can be minimized if 

they are linearly polarized (LP) in their planes of incidence because they are oriented at nearly 

orthogonal angles.  To maximize interference of the side beams with the central beam, the 

central beam is chosen to be circularly polarized (CP).  This fully optimized configuration is 

illustrated in Figure 9-3 where θ=38.94° and φ=120°. 

9.4. Mask Design 

 When an optical wave propagates through a periodic medium like a diffraction grating, 

the field takes on the same periodicity as the medium.  Fourier theory dictates that all periodic 

functions be comprised of discrete harmonics.  This means electromagnetic fields in periodic 

media can be viewed as a discrete set of plane waves propagating at different angles.  Direction 

of diffracted waves is only a function of size and symmetry of the grating and can be calculated 

using the famous grating equation [9].  Diffraction occurs in planes defined by the incident wave 

vector and grating vector.  The primary diffraction planes for three common grating symmetries 

are shown in Figure 9-4. 

 

 

Figure 9-4: Diffraction planes 
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 Grating symmetry is chosen so position of the grating planes are parallel to the planes 

containing the desired diffracted orders.  The specific angle of the diffracted wave within the 

diffraction plane is calculated using the grating equation. 

 0
inc incsin sing in n i λθ θ= −

Λ
 (9.30) 

 Refractive index ng is the average refractive index in the grating region, ninc is the 

refractive index of the incident medium, θinc. is angle of incidence, angle of the ith diffracted 

order is θI, period of the grating is Λ, and the free space wavelength is λ0.  From Eq. (9.30), 

grating period may be chosen to provide the desired beam angles within the diffraction planes. 

 From discussion above, it can be concluded that grating symmetry determines the radial 

orientation of the diffracted beams around a central beam.  Grating period determines the 

elevation angle of the diffracted beams within the grating planes.  It is still necessary to design 

the pattern within the grating unit cell and choose a grating relief depth.  This is done in a 

manner to balance energy in the diffracted modes so image contrast is maximized.  While many 

iterative algorithms exist to perform this design, most use scalar approximations that are not 

accurate when grating dimensions are near a wavelength.  At this scale, fabrication becomes a 

serious limitation and grating design often assumes patterns that accommodate easier fabrication. 

 Rigorous optimization would entail iterating design parameters until image contrast is 

maximized or the desired three dimension pattern forms after full comprehensive modeling.  In 

this dissertation it was found that balancing diffraction efficiencies of the diffracted beams was a 

much faster approach and typically produced near optimal designs. 

 



 185

 

Figure 9-5: Grating optimization 
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 Two grating patterns with square symmetry were selected.  Hexagonal symmetry was not 

considered.  Diffraction efficiency for all diffracted harmonics was calculated as a function of 

grating thickness.  This data is provided in Figure 9-5 along with insets showing a single period 

of the chosen gratings.  For both gratings, optimum grating thickness was around 430 nm where 

diffraction efficiency was approximately balanced.  The top diagram contains the best grating 

design because there are fewer significant harmonics, better balance of diffraction efficiency, and 

the optimum is maintained over broader range of wavelengths. 

9.5. Physics of Near-Field Nano-Patterning 

 Before a numerical method can be chosen to model NFNP, physics of the process must 

be understood.  Processes considered here were exposure, post exposure baking, and developing 

because these are the main steps that determine final geometry. 

9.5.1. Physics of Exposure 

 For SU-8, exposure to UV illumination causes a strong acid to form where light is 

absorbed.  Several phenomena combine in the exposure process to determine the overall aerial 

image.  Optical absorption causes irradiance to decay with depth into the photoresist.  This is 

somewhat more complicated if strong reflections and standing waves are present or exposure 

involves beams incident from both top and bottom.  Polarization of the incident and diffracted 

light is very important.  If diffracted beams are orthogonally polarized, they not will produce 

interference leading to low image contrast and altering geometry of formed structures.  Source 

coherence must also be considered.  It has been shown partial coherence produces an overall 

“smoothing” affect, and structures can still be formed using sources with linewidths exceeding 

20 nm [2].  If an air gap is present between the grating and photoresist, angles of the diffracted 
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beams will be limited by the critical angle of the photoresist and spatial frequency limit of the 

grating.  Three-dimensional structures may still be formed if an air gap is present, but the limited 

angles will lead to structures elongated in the vertical direction.  Perhaps the most critical aspect 

of NFNP is the angular spectrum of the incident light.  Off-axis rays produce tilted aerial images.  

This causes the overall aerial image to blur with depth, severely reducing image contrast deeper 

in the photoresist.  The angular content of the light must be kept less than a fraction of one 

degree [2]. 

 During exposure, most photoresists bleach or become transparent as light is absorbed.  

The phenomena is typically detrimental to holographic lithography, but has been exploited to 

form digital and analog structures in some positive photoresists [173].  It is most easily 

quantified using Dill’s parameters [174-176] in which optical properties of photoresist are 

described in terms of refractive index n and absorption coefficient α.  During exposure, the 

“degree of exposure” M decreases according to 

 ( ) ( ) ( ), , ,d M r t C M r t I r t
dt

= − ⋅ ⋅  (9.31) 

where ( ),I r t  is optical irradiance and C is a parameter characterizing sensitivity of the 

photoresist.  Parameter M is related to the concentration of photoactive compound, but is 

interpreted here as degree of exposure.  Unexposed photoresist corresponds to M=1 while fully 

exposed photoresist corresponds to M=0.  The absorption coefficient at any instant during 

exposure is given by 

 ( ) ( ), ,r t A M r t Bα = ⋅ +  (9.32) 

The parameter A is an exposure dependant absorption coefficient, while B is an exposure 

independent absorption coefficient.  The absorption coefficient of unexposed photoresist is A+B, 
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while the absorption coefficient of fully exposed photoresist is just B.  The Dill parameters 

[A,B,C] are usually provided in the data sheet of the photoresist.  Bleaching is negligible for 

SU-8 exposed with i-line radiation (i.e. 365 nm) [158].  This is a fortunate circumstance as it 

greatly simplifies simulating exposure. 

9.5.2. Physics of Post Exposure Bake 

 During the post exposure bake (PEB), thermal energy catalyzes cross linking in SU-8.  

The degree of cross linking determines solubility and ultimately dissolution rate of the resist into 

a developer solution.  A number of simultaneous chemical reactions occur during the PEB that 

are quantified by a system of coupled partial differential equations [177].  These equations 

describe the concentration of active compounds as they are produced by reactions during the 

bake.  At the same time, mobile acids diffuse into surrounding resist.  The combined effects of 

reaction kinetics and diffusion blur the aerial image to form the latent image. 

 The general equation describing diffusion of mobile acids is [177] 

 ( )M D M
t

∂
= ∇ ⋅∇

∂
 (9.33) 

where M represents chemical concentration and D specifies the diffusion coefficient that can 

vary spatially or depend on concentration, temperature, and more.  Chemically amplified resists 

can exhibit different properties on the surfaces because acids are not able to diffuse outside of the 

resist and tend to concentrate there.  For holographic exposure where dose tends to be low, this 

effect was found to be negligible and Eq. (9.33) reduces to 

 ( )2M D M
t

∂
= ∇

∂
 (9.34) 
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 Three types of diffusion were identified by Erdmann, et al [177], that differed in how the 

parameter D was defined.  All of these were found to produce diffusion profiles that were close 

to Gaussian and could be sufficiently described by the following function. 

 ( )
2

22
effeff

1 exp
22

r
g r

ρπρ

⎛ ⎞
= ⎜ − ⎟

⎜ ⎟
⎝ ⎠

 (9.35) 

Vector r  is offset from the original of diffusion and effρ  is the effective diffusion length. 

 Acid diffusion and reaction kinetics combine to blur the aerial image forming the latent 

image.  It is by this mechanism that standing waves and other quickly varying artifacts are 

usually erased.  Image contrast is reduced, fine features in the aerial image are erased, and an 

overall “smoothing” affect takes place.  Acid diffusion, however, contributes to lattice 

connectivity by enabling isolated pockets of acid to diffuse into each other to form an attached 

and more mechanically robust structure.   

 Another important phenomenon to consider is shrinkage.  During cross-linking, many 

resists shrink in size.  SU-8 is reported to shrink by approximately 7.5% during the PEB [159].  

If this is not considered, the minimum affect on optical behavior will be a 7.5% shift in spectral 

response.  It is reasonable to assume shrinkage occurs mostly in the vertical direction since the 

photonic crystal is usually a thin slab well adhered to a rigid substrate. 

9.5.3. Physics of Developing 

 The developing process dissolves soluble resist into a developer solution leaving behind 

the insoluble portions.  It is the partially soluble photoresist that must be treated correctly to 

accurately predict geometry.  Strength of a developer solution is locally weakened as dissolved 

photoresist dilutes the chemistry.  For this reason, sufficient agitation may be necessary to 

remove insoluble photoresist residing deep within a complex 3D structure. 
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Figure 9-6: Dissolution of photoresist 

 

 Quantitatively, the dissolution process is essentially isotropic and described by the 

dissolution equation, d=RT, and is illustrated in Figure 9-6.  This relates the distance d that the 

resist-developer interface will progress if allowed to develop for time T where the local 

dissolution rate of the resist is R (μm/sec).  In addition, dissolution is always in the direction of 

the surface normal n̂  where it is defined pointing toward the resist.  The vector form of the 

dissolution equation is 

 ˆd RTn=  (9.36) 
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9.6. Comprehensive Modeling 

 In the comprehensive modeling framework, separate models were constructed for 

exposure, post exposure baking (PEB), and developing that each successively operated on a 

common materials mesh.  The exposure model computed irradiance throughout the photoresist, 

or aerial image, and incorporated diffraction through the phase mask, unpolarized light, spectrum 

of source, optical absorption, scattering, and standing wave effects.  The PEB model simulated 

blurring effects of acid diffusion to determine the latent image and accounted for shrinkage due 

to cross linking.  Dissolution rate throughout the photoresist was computed from the latent image 

using the enhanced notch model [178].  This data was fed into the final model to simulate the 

developing process. 

 By combining these models, geometry of formed structures can be predicted more 

rigorously.  Optical performance can be studied more accurately with a higher degree of fidelity.  

This tool is seen as an enabling step for designing devices that can exploit the physics and 

compensate for limiting factors inherent in the fabrication process. 

9.6.1. Modeling Exposure 

 To account for as much physics involved in the exposure process as possible, it is 

important to use a rigorous method like FDTD [1, 179-181] or RCWA [2, 5].  For near-field 

nano-patterning, RCWA seems most appropriate because the problem is periodic, comprised of 

multiple thick layers, and the index contrast tends to be low.  Finite-difference time-domain is 

better suited to problems with larger transverse dimensions, high volumetric complexity, or 

problems with very high index contrast or metals.  RCWA makes no assumptions or 

approximations to Maxwell’s equations so it can account for essentially all phenomena in the 
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exposure process.  Partial coherence, bleaching, unpolarized light, and light with an angular 

spectrum can be handled using multiple simulations of RCWA [5]. 

 The aerial image produced by incident light with an angular spectrum was estimated by 

integrating the aerial image over the entire angular spectrum of the incident light.  Aerial images 

formed using unpolarized, or randomly polarized, light can be estimated by adding aerial images 

produced by perpendicular and parallel polarizations.  After the total aerial image is determined, 

irradiance I is computed with the following equation. 

 ( ) ( )
2

02
nI r E r
η

=  (9.37) 

E  is electric field, n is refractive index, and 0η  is the impedance of free space.  If the source is 

partially coherent or contains multiple spectral lines, overall irradiance can be estimated by 

integrating irradiance over the full spectrum of the source. 

 When bleaching can be ignored, the distribution of absorbed energy ( )A rξ  after 

exposure, is computed from the absorption coefficient α, total exposure time T, and the aerial 

image ( )I r . 

 ( ) ( )A r T I rξ α= ⋅ ⋅  (9.38) 

 If bleaching has to be incorporated, the process must be iterated in small enough time 

steps to resolve the bleaching process.  The time derivative in Eq. (9.31) is approximated with a 

finite-difference leading to the following equation to update M. 

 ( ) ( ) ( ), , 1 ,M r t t M r t C t I r t⎡ ⎤+ Δ = − ⋅Δ ⋅⎣ ⎦  (9.39) 

Figure 9-7 shows a block diagram of how the bleaching process is modeled using Dill’s 

parameters. 
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Figure 9-7: Block diagram of modeling the bleaching process 

 

9.6.2. Modeling Post Exposure Bake 

 Three aspects to consider in the PEB are blurring due to acid diffusion, shrinkage due to 

cross linking, and computation of dissolution rate.  Acid diffusion can be modeled by convolving 

[182] the absorbed energy function ( )A rξ  with the Gaussian point spread function given in 

Eq. (9.35). 

 ( ) ( ) ( )L Ar r g rξ ξ= ∗  (9.40) 
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 To model shrinkage, resolution parameters [Δx,Δy,Δz] of the Cartesian grid can be 

modified according to a shrinkage tensor.  As previously discussed, it may be best to assume 

sxx=syy=0 since films are usually thin and well adhered to a rigid substrate. 

 
0 0

0 0
0 0

xx

yy

zz

x s x
y s y
z s z

′Δ Δ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥′Δ = Δ⎢ ⎥ ⎢ ⎥ ⎢ ⎥

′⎢ ⎥ ⎢ ⎥ ⎢ ⎥Δ Δ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (9.41) 

 To compute dissolution rate R of a high contrast photoresist like SU-8, an empirical 

equation called the enhanced notch model [178] was used.  The model was modified to compute 

R directly from a normalized absorbed energy function ( )rξ .  This formulation is 

 ( ) ( ) ( )( )
( )

( )( )
( )

notch notch

notch notch

1
min

max min 1
max

1 1 1 1
1 1

1 1

N N
N n n

N N

n n

a aRR R R
Ra a

ξ

ξ

ξ ξ
ξ ξ

ξ ξ

−

−

⎡ ⎤ ⎡ ⎤+ − + −⎡ ⎤⎢ ⎥ ⎢ ⎥= − + −⎢ ⎥⎢ ⎥ ⎢ ⎥+ − + −⎣ ⎦⎣ ⎦ ⎣ ⎦
 (9.42) 

 ( ) notchnotch
th

notch

1 1
1

N

n
Na
N

ξ+
= −

−
 (9.43) 

ξ  is a normalized energy parameter in the range 0 1ξ≤ ≤ .  maxR  is the fastest dissolution rate 

that occurs where no energy is absorbed (i.e., 0ξ = ).  minR  is the slowest dissolution rate in 

saturated regions (i.e., 1ξ = ).  The parameter thξ  defines the energy threshold where dissolution 

rate falls rapidly.  Slope of the dissolution rate curve below the notch region is controlled 

through parameter N.  Higher values yield steeper slopes.  In a similar manner, Nnotch controls 

slope in the central region, or notch region, where dissolution rate falls rapidly.  These 

parameters are discussed in more detail in Ref. [1]. 

 The parameters were estimated experimentally to be on the order of m
max sec7.5 R μ= , 

m10
min sec5 10  R μ−= × , th 0.51ξ = , N=0.8, and Nnotch=100, but these were observed to vary somewhat 

for different types of SU-8.  Figure 9-8 shows the dissolution rate curve using these parameters. 
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Figure 9-8: Dissolution rate curve of SU-8 

 

9.6.3. Modeling Resist Development 

 The fast marching method (FMM) was used to model the developing process because it is 

very fast, efficient, and is able to handle arbitrarily complex structures.  Figure 9-9(a) shows an 

example dissolution rate profile consisting of a sphere of partially soluble resist suspended in a 

volume of fully soluble resist.  In this diagram, black corresponds to the least soluble resist, 

while the white indicates fully soluble.  Figure 9-9(b) shows the time function computed from 

this data using FMM as described above.  Black indicates lowest time values, while white 

indicates highest time values.  It can be observed from this data that the sphere would be last to 

dissolve because time values in that region are greatest.  A slight gradient can also be observed 
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from top to bottom indicating the short amount of time required to remove the fully soluble 

resist. 

 

 

Figure 9-9: Simulating developing with FMM 

 

 When simulation completes, the resist profile at any time during developing may be 

determined by constructing an isometric surface from the time function.  For example, resist 

profile can be determined after developing for 6 seconds.  First, the isometric surface at T=6 is 

constructed as depicted in Figure 9-9(c).  From here, all points with greater or equal time values 
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are not yet dissolved and will remain intact after developing.  The resist profile constructed from 

the isometric surface is shown in Figure 9-9(d). 

9.7. Numerical and Experimental Results 

9.7.1. Lattice Chirp 

 In this dissertation, it was predicted for the first time theoretically that holographic 

lithography will always form photonic crystals with chirped lattices.  Predicting lattice geometry 

based on optical absorption, image contrast, and solubility is summarized in Figure 9-10.  In this 

diagram, exposure dose of a holographic exposure as a function of depth is superimposed onto a 

typical solubility curve of a high-contrast negative-tone photoresist.  The horizontal axis 

represents absorbed energy while the vertical axis represents dissolution rate for the dissolution 

rate curve, and depth for the exposure dose curve.  The photonic crystal shown to the right was 

fabricated in Futurrex® NR5-8000 by Divlianski et al [162] and exhibits a strong chirp due to 

optical absorption. 

 From the dissolution rate curve, it is clear that solubility remains relatively unchanged 

until a critical amount of energy is absorbed.  Portions of photoresist exposed with a dose in this 

range will thoroughly dissolve during developing.  As more energy is absorbed, the photoresist 

enters the notch region where solubility falls rapidly.  Analog structures are possible with doses 

within this region [173].  Beyond the notch region, photoresist is saturated and remains 

completely intact after developing.   

 The line representing exposure dose, shows absorbed energy is modulated with depth due 

to beam interference.  Optical absorption produces the tapered envelope evident on this curve 

that reduces image contrast as well as total dose with depth.  To reliably form a photonic crystal, 

the image contrast must completely span the entire notch region.  If this is not the case the crystal 
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will either completely dissolve or will remain insoluble.  When image contrast is shifted to the 

left of the notch region, more resist dissolves leading to a photonic crystal with lower fill factor.  

When image contrast is shifted to the right, less resist will dissolve producing a photonic crystal 

with higher fill factor.  Optical absorption tapers the alignment of image contrast with the notch 

region producing a photonic crystal where fill factor varies with depth.  High absorption causes 

the most severe chirp. 

 

 

Figure 9-10: Predicting lattice chirp 

 

9.7.2. Comparison with Intensity-Threshold Scheme 

 A photonic crystal may be formed by exposing SU-8 (n=1.67) through a phase grating 

like that in Figure 9-11.  This grating was designed for operation at 365 nm and can be formed in 

PMMA using electron beam lithography.  Grating period determined the beam angles.  Grating 
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pattern and thickness determined the relative power in each beam (diffraction efficiency).  To 

achieve good image contrast, these were adjusted until diffraction efficiency of the dominant 

modes was approximately balanced.  More rigorous optimization would consider image contrast, 

polarization, or quality of the formed structure itself.  The optimized film thickness was found to 

be 525 nm for near-normal incidence.   

 

 

Figure 9-11: Example phase grating and diffracted orders 

 

 Diffraction through the mask is illustrated in the right diagram of Figure 9-2 where arrow 

thickness indicates relative power in the mode.  This grating produces five dominant modes, but 

others exist and must be included for realistic simulation.  Reflected modes are not shown in the 

figure, but were accounted for in simulation. 
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Figure 9-12: Output of comprehensive model at various stages of simulation 

 

 Figure 9-12 shows the output of each stage of the comprehensive model.  A standing 

wave is apparent in the aerial image suggesting reflections from the fused silica substrate 

(n=1.52).  Acid diffusion during the bake tends to counteract this effect by blurring the aerial 

image.  Vertical dimensions have been reduced by 7.5% due to shrinkage during cross linking 

[159].  The third image in Figure 9-12 shows dissolution rate throughout the photoresist 

computed from the latent image.  Clearly, SU-8 is a very high contrast photoresist leading to few 

partially soluble regions.  Symmetry appears to be body-centered-tetragonal.  Transmission and 

reflection spectra from 10 layers of this photonic crystal are shown in Figure 9-13. 
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Figure 9-13: Transmission and reflection spectra through 10 layers of photonic crystal 
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 To compare comprehensive modeling to a simple intensity-threshold scheme, irradiance 

was computed using a scalar sum of the five dominant modes produced by the grating.  Intensity-

thresholding assumes all portions of photoresist exposed with an irradiance above some 

threshold will become insoluble and remain intact after developing.  A threshold was chosen that 

produced a photonic crystal with the same fill factor (42%) as comprehensive modeling.  

Otherwise, numerical results would have been even more disparate.  Both diagrams in  Figure 

9-13 right diagram show a portion of the photonic crystal along with transmission and reflection 

spectra from a 10 layer slab. 

 The lattice predicted by intensity-thresholding is not connected at the chosen threshold.  

Both source polarization and acid diffusion contribute significantly to lattice connectivity.  Since 

these factors are ignored, intensity threshold schemes tend to predict higher fill factor photonic 

crystals because thresholds must be extended until lattices are connected.  This tends to push 

spectral behavior to longer wavelengths due to higher fill factor.  Optical properties can be 

greatly affected even by subtle error in lattice geometry.  For example, the photonic crystal 

predicted by comprehensive modeling shows a strong band gap in the vicinity of 1550 nm, while 

the other does not.  This indicates more rigorous modeling of fabrication is necessary to 

accurately predict shape of structures and optical behavior. 

9.7.3. Exposure Using Standard UV Lamps 

 A very attractive feature of NFNP is that 3D structures can be formed using illumination 

from standard ultra-violet lamps commonly used in photolithography.  These sources typically 

provide partially coherent light that is “unpolarized.”  Due to lamps being of finite size, 

illumination is not purely plane-wave and an angular spectrum must also be considered. 
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Figure 9-14: Approximation of "unpolarized" light source 

 

 Through simulation it was shown that photonic crystals can be formed in the 

configuration described previously using unpolarized light.  This greatly simplifies hardware 

used for exposure.  Figure 9-14 shows how unpolarized light improves lattice connectivity by 

effectively summing exposures of different polarizations.  For this grating, any linear 

polarization alone does not produce a connected lattice, while unpolarized light does. 
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Figure 9-15: Near-field nano-patterning using partially coherent light 

 

 Due to dramatically relaxed requirements on beam coherence, 3D structures may be 

formed using partially coherent light.  Figure 9-15 left diagram shows the typical i-line spectrum 

of a high pressure mercury vapor lamp.  It was assumed a narrowband i-line filter was used to 

remove additional lines from the spectrum.  Figure 9-15 right diagram compares aerial images 

and photonic crystals produced by perfectly coherent and partially coherent light sources.  To 

show useful interference exists far from the grating, the bottom 10 μm of a 100 μm film is 

depicted in this figure.  Partial coherence produces a smoothing effect, but still forms an 

excellent photonic crystal similar in appearance to the perfectly coherent case.  Partial coherence 

can also contribute to lattice connectivity. 
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Figure 9-16: NFNP using unfiltered light from typical mercury-vapor lamp 

 

 Simulations were performed to explore the effect of using unfiltered light.  Figure 9-16 

overlays the absorption spectrum of SU-8 against the output spectrum of a typical UV lamp.  

Despite the i-line being most intense, spectral lines at shorter wavelengths dominate exposure 

when absorption is considered.  This may be predicted using Eq. (9.38).  To quantify this effect, 

“weighted” spectra were calculated by multiplying source irradiance by the absorption 

coefficient.  These are shown in the lower left diagrams in Figure 9-16.  The uppermost plot 

clearly shows spectral lines at shorter wavelengths dominate exposure near the surface because 

they contribute most to absorbed energy there.  Irradiance at the shorter wavelengths, however, 

decays quickly with depth changing the balance of which lines are dominant.  At a depth of 22 
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μm, the spectral lines contribute about equally to absorbed energy.  At 50 μm and greater, the i-

line dominates exposure. 

 The rightmost images in Figure 9-16 show the output after each stage of comprehensive 

simulation for unfiltered light.  Bleaching was ignored at the shorter wavelengths.  The aerial 

image is a measure of irradiance where the i-line is dominant.  The latent image is a measure of 

absorbed energy where which line dominates changes with depth.  The latent image is shown to 

differ greatly from the aerial image, especially near the surface of the film where shorter 

wavelengths dominate exposure.  A sharp contrast in solubility can be observed near the surface 

of the film.  The rightmost image in Figure 9-16 was constructed from isometric surfaces of 

dissolution rate.  The developing model did not show any structure because the top portion of the 

film was completely insoluble. 

 The result of using unfiltered light is a region of very high absorbed energy near the 

surface of the photoresist film.  This can lead to the well known “T-topping” or barb-shaped 

structures that overhang vertical sidewalls.  In practice, it would be very difficult to control 

exposure to form a photonic crystal with unfiltered light.  When dose is chosen to form a 

photonic crystal through most of the volume, the surface of the film would become insoluble and 

not allow developer to pass through.  No photonic crystal would form if dose were lowered to 

form openings at the surface.  With this in mind, it should be possible to form interesting and 

useful structures by tailoring the relative irradiance of the spectral lines with filters or using 

photoresist with different absorption properties.  

9.7.4. Angular Spectrum 

 A critical process parameter to NFNP is the angular spectrum of source illumination.  

Perfect plane-wave illumination during exposure is ideal, but realistic optical systems suffer 
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from diffraction, scattering, and the penumbra effect where finite size sources produce rays at 

different angles.  Off-axis rays produce tilted aerial images that combine to blur the overall aerial 

image.  Since tilt origin is at the grating, blurring effects increase in severity with distance away 

from the grating. 

 

 

Figure 9-17: Impact of angular spectrum 

 

 As an example, angular spectrum was incorporated in the exposure model and results 

summarized in Figure 9-17.  The curve in Figure 9-17 describes the assumed angular dependence 

of irradiance for an angular bandwidth around 1°.  Aerial images and resulting photonic crystals 

under one grating period are also shown in Figure 9-17.  Angular divergence has clearly blurred 

and “washed out” interference fringes in the lower part of the aerial image.  Within a narrow 

range of dose, two outcomes were possible.  For slightly higher doses, the bottom portion was 

not soluble and a photonic crystal only formed near the surface.  For slightly lower doses, the 
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bottom portion remained soluble and released the photonic crystal from the substrate.  When a 

5 μm gap was inserted between the grating and photoresist, no crystal formed at all.  Under 

plane-wave illumination, the photonic crystal was virtually uniform with depth.  Perhaps this 

could serve as a mechanism for controlling lattice chirp or compensating for chirp caused by 

optical absorption during exposure. 

 

 

Figure 9-18: Parametric curve for limiting angular spectrum 

 

 Bandwidth of angular divergence should be made small as possible.  This is usually a 

fraction of a degree.  A rule-of-thumb can be derived from the geometry of the problem.  Given 

minimum feature size of the resulting crystal minL , refractive index of the photoresist n, and film 

thickness T, angular bandwidth should be limited to 

 min
BW

nL
T

θ <  (9.44) 
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To illustrate this point, parametric curves were calculated from Eq. (9.44) and are shown in 

Figure 9-18.  The curves show maximum angular bandwidth versus film thickness for five 

minimum feature sizes.  A quality exposure should limit angular bandwidth of the source to 

angles below the curve.  Thicker films and smaller feature size place stricter limits on angular 

bandwidth. 

 

 

Figure 9-19: Fabrication of 3D photonic crystals in SU-8 2007 

 

9.7.5. Photonic Crystals Formed by NFNP 

 Through comprehensive modeling of the process, it was predicted that it should be 

possible to form three-dimensional photonic crystals on a standard mask aligner if a filter is 

installed to remove spectral energy below the i-line.  Experimental results validated this 

prediction when photonic crystals were fabricated for the first time using a Quintel Ultraline 

7000 with an i-line filter.  An image of the tool and the process recipe is provided in Figure 9-19. 
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 It was found that an extended soft bake before exposure was necessary to prevent 

cracking.  Exposure dose was typically around half of what was recommended in the data sheet.  

When a photonic crystal was formed, a brilliant iridescence could be observed after developing. 

 Figure 9-20 shows four images of photonic crystals formed in SU-8 along with the 

lattices predicted by comprehensive modeling.  Images of the photonic crystals were captured 

using an atomic force microscope [5, 6]. 

 

 

Figure 9-20: Three dimensional photonic crystals formed by NFNP 
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CHAPTER 10 
DESIGN AND OPTIMIZATION OF SPACE-VARIANT PHOTONIC 

CRYSTAL FILTERS 

10.1. Overview 

 There is a need for easily fabricated devices that can be placed over a detector array to 

perform filtering functions uniquely tuned for each pixel.  This concept is illustrated in Figure 

10-1 where a color imaging array is formed by fabricating a space-variant photonic crystal on top 

of a standard charge-coupled-detector (CCD) array.  While the CCD itself is colorblind, 

fabricating a color filter over the array enables adjacent pixels to detect different colors.  The 

passband of the photonic crystal is tuned across the device aperture by adjusting the diameter of 

holes etched through the volume.  Devices incorporating polarization are possible, but were not 

considered in this dissertation. 

 Realizing this concept with conventional multilayer films would require film thickness to 

be varied across the array.  This could only be achieved using a complicated fabrication process 

with many steps and difficult alignments.  A photonic crystal approach has been conceived that 

greatly simplifies fabrication.  Filter response at each pixel may be custom tuned by adjusting 

hole size in the vicinity of each pixel.  This only requires adjustment of transverse dimensions 

and can be realized with a single mask process.  An additional advantage of a photonic crystal is 

the potential for better performance at oblique angles of incidence due to modulation of the 

refractive index in three dimensions.  Achieving angular tolerance in a multilayer film requires 

adding additional layers.  Thicker films introduce more image distortion, aberrations, and 

defocusing of the image.  Photonic crystals promise easier fabrication, thinner devices, and better 

performance at oblique angles. 
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Figure 10-1: System concept for color imaging system 

 

 This chapter investigates design and optimization of space-variant photonic crystal filters 

based on a very simple fabrication approach.  It will be shown the main distorting artifact of 

fabrication is a hole radius that is not uniform depth.  Devices will be designed based on two 

separate material systems and methods of compensating for hole taper will be addressed. 

10.2. Fabrication of Photonic Crystal Devices 

 The following sections describe simple methods for fabricating three-dimensional 

photonic crystals in either SiO2/SiN or GaAs/AlxGa1-xAs material systems.  They are both 

essentially any array of holes etched through hetero-structured substrates.  Spectral response of 

both photonic crystals may be tuned across the device aperture by varying hole size. 
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10.2.1. GaAs/AlxGa1-xAs Fabrication Process 

 Hetero-structured GaAs/AlxGa1-xAs wafers grown using a metalorganic chemical vapor 

deposition (MOCVD) process were obtained from Bandwidth Semiconductor, LLC [183].  Each 

layer was 250 nm thick with a total of 20 layers (10 periods) grown on an n-type GaAs substrate.  

The fractional aluminum concentration was x=0.7.  To prepare the wafers for device fabrication, 

they were cleaned in a 10% solution of ammonium hydroxide for one minute, then dipped into 

buffered oxide etchant to remove any oxides along with the native oxide layer.  The entire 

fabrication process is illustrated in Figure 10-2. 

 

 

Figure 10-2: Fabrication of GaAs/AlxGa1-xAs photonic crystals 
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 Fabrication began by forming a two-layer binary mask onto the surface of the samples.  

An 800 nm layer of SiO2 was grown onto the sample using plasma enhanced chemical vapor 

deposition (PECVD).  This was followed by thermally evaporating 50 nm of chrome onto the 

surface.  A 500 nm film of positive e-beam resist ZEP [184] was spun onto the surface and 

patterned with an array of holes using a Leica EBPG 5000+ writing tool [185].  The resist was 

developed in ZEP-RD [184] for 90 seconds.  The pattern formed in ZEP was transfer etched into 

the chromium layer using chromium etchant type TFD [186].  The pattern was subsequently 

transfer etched into the oxide layer using a CHF3/Ar inductively coupled plasma (ICP).  This step 

also removed the remaining ZEP.  Structures obtained in the mask layer are shown in Figure 

10-3. 

 

 

Figure 10-3: SEM images of Cr/SiO2 mask 

 

 Substrate temperature was held at 20°C while vertical holes were etched through the 

GaAs and AlxGa1-xAs layers using a BCl3/Ar plasma.  The chrome layer was also removed 
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during the etch due to the presence of chlorine.  SEM images of the resulting structures are 

shown Figure 10-4.  A slight difference in the etch rate of GaAs and AlxGa1-xAs can be observed 

in the first few layers producing a small undercut. 

 

 

Figure 10-4: Vertical holes formed in GaAs/AlxGa1-xAs layers 

 

 While still in the vacuum chamber, SF6 was added to the plasma chemistry to inhibit 

etching of the AlxGa1-xAs layers.  Passivation of the AlxGa1-xAs layers enabled the GaAs layers 

to etch about six times faster than the AlxGa1-xAs layers.  Etch selectivity could be controlled 

through the flow rate of the SF6.  Some dependence of the undercutting was observed from ICP 

power and bias voltage.  Most of the oxide layer is removed during this step due to the presence 

of SF6, but a subsequent etch in CHF3/O2 was performed to remove any residual oxide.  A SEM 

image of the undercutting is shown in Figure 10-5. 
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Figure 10-5: SEM image of undercut photonic crystal 

 

10.2.2. SiO2/SiN Fabrication Process 

 A similar process was used to fabricate photonic crystals in SiO2/SiN except that the final 

undercut step was not performed.  Index contrast between SiO2 and SiN was sufficient to 

produce a photonic band gap for light that was normally incident. 

10.3. Device Design 

 To determine a good starting point for device geometry, properties of the ideal bulk 

photonic crystals were optimized before incorporating defects or considering fabrication.  

Properties included lattice symmetry, hole size, duty cycle of the layers, degree of undercutting, 

and minimum number of dielectric layers for sufficient suppression in the band gap.  Next, the 

defect was incorporated and device parameters optimized for maximum tuning range while 

maintaining acceptable background suppression.  Finally, fabrication was considered and taper in 
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hole radius was found to be the critical limiting factor.  Two methods for compensation will be 

discussed. 

10.3.1. Square Verses Hexagonal Arrays 

 To produce strong suppression in the band gap and offer better performance at oblique 

angles of incidence, lattices should have a high degree of symmetry so waves see essentially the 

same perturbations regardless of their direction or polarization.  Cubic and hexagonal lattices are 

well known for high degrees of symmetry.  The basic geometry and parameter definitions 

adopted in this chapter are shown in Figure 10-6. 

 

 

Figure 10-6: Parameter definitions for square and hexagonal arrays 
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Figure 10-7: Photonic band diagrams for square and hexagonal arrays 

 

 To assess the difference between square and hexagonal arrays, their photonic band 

structures were calculated and are shown in Figure 10-7.  Both symmetries provide similar 

performance in terms of a band gap and tolerance to oblique angles of incidence, but dimensions 
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of the hexagonal lattice may be nearly twice as large.  Neither lattice provides a complete 

photonic band gap, but both show a partial gap for light propagating near parallel to the vertical 

axis.  Width of the band gap is reduced if oblique angles are considered.  As depicted in Figure 

10-7, the upper half of the band gap is maintained over a cone of angles roughly 45° wide.  From 

this observation, it was reasoned the structures were behaving much like a multilayer films 

where hole radius was used to control the effective refractive index of each layer. 

10.3.2. Optimization of the Partial Photonic Band Gap 

 To optimize layer duty cycle and hole radius, the data depicted in Figure 10-8 was 

generated for both SiO2/SiN and GaAs/AlxGa1-xAs material systems.  Optimum layer duty cycle 

for the SiO2/SiN based photonic crystal was found to be 0.58, but decreasing slightly for larger 

hole radius.  For the GaAs/AlxGa1-xAs based photonic crystal, optimum duty cycle was found to 

be 0.54 decreasing only slightly with increasing hole radius.  To maintain a sufficient photonic 

band gap using SiO2/SiN, hole radius should be made less than 0.4a and duty cycle should be 

kept between 0.3 and 0.8.  Using GaAs/AlxGa1-xAs without an undercut yields a similar 

conclusion, but width of the band gap is very small.  Refractive indices were assumed to be SiO2 

(n=1.4458), SiN (n=1.9767), GaAs (n=3.5), and AlxGa1-xAs (n=3.0).  Material dispersion was not 

considered here because the devices were only required to operate over a short range of 

wavelengths around 1550 nm. 
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Figure 10-8: Optimization of hole radius and layer duty cycle 

 

 For the GaAs/AlxGa1-xAs based photonic crystal, GaAs layers may be preferentially 

etched over the AlxGa1-xAs layers to form an undercut.  This raises index contrast, potentially 

leading to a wider photonic band gap.  The data provided in Figure 10-9 was calculated to assess 

optimum hole radius for each layer.  Hole radius in the GaAs layers must be greater than in the 

AlxGa1-xAs layers because it is the GaAs layers that are selectively etched.  A dashed line 

indicates zero undercut.  Below this line is not a realizable geometry using the prescribed 

process.  It can be seen that for small degrees of undercut, width of the band gap actually 
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decreases.  It is not until the undercut exceeds some breakeven value that undercutting widens 

the band gap.  The ideal case is very small holes in the AlxGa1-xAs layers with very large holes in 

the GaAs layers.  Given sufficient undercutting, it appears more critical to have large hole radius 

in the GaAs layers than it is to have small hole radius in the AlxGa1-xAs layers. 

 

 

Figure 10-9: Optimization of GaAs undercut 

 

 Analysis to this point assumed an infinitely periodic photonic crystal.  In practice, 

photonic crystals are of finite size.  To determine how many layers are needed to provide 

sufficient suppression within the band gap, transmission through a photonic crystal slab with 

increasing number of lattice periods was calculated for both candidate lattices and summarized in 
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Figure 10-10.  It can be concluded that both material systems require approximately 10 periods 

(i.e. 20 film layers) to achieve good suppression within the band gap.  Based on previous 

analysis, hole radii in the SiO2/SiN structure was chosen to be r1=r2=0.3a and hole radii in the 

GaAs/AlxGa1-xAs were chosen to be r1=0.2a and r2=0.4a.  For both material systems, duty cycle 

of the layer thicknesses was chosen to be f=0.55.  In this diagram, two film layers comprise one 

longitudinal period of the photonic crystal. 

 

 

Figure 10-10: Optimization of number of layers (2 layers = 1 period) 

 

 These numerical results can be compared to an analytical equation for reflection from a 

multilayer stack of quarter-wave films [187].  For a stack comprised of 2N layers with refractive 

indices nL and nH, reflection is 
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Using this equation, a 20 layer stack (i.e. 10 lattice periods) with nL=1.4458 and nH=1.9767 

provides over 99% reflection at the center of the band gap. 
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10.3.3. Incorporation of a Defect 

 To construct a device that functions in the manner depicted in Figure 10-1, a defect must 

be incorporated to produce a narrow transmission spike within the photonic band gap.  Figure 

10-11and Figure 10-12 illustrate how defect thickness affects the position and number of 

transmission spikes observed.  Geometry of the bulk photonic crystal structure outside of the 

defect is as described above with 10 lattice periods on either side of the defect. 

 

 

Figure 10-11: Incorporation of defect into SiO2/SiN photonic crystal 

 

 Similar conclusions can be made for both material systems.  When the defect is made 

thicker, the transmission peak moves to a longer wavelength.  When the transmission peak 

reaches the edge of the band gap, a new peak emerges from the other edge.  For thick defect 
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layers, position of the transmission peaks translate slower leading to multiple peaks present in 

the band gap.  For most applications, a single transmission peak placed at the center of the band 

gap is desired.  To achieve this, thickness of the defect layer should be around 1.17a in the 

GaAs/AlxGa1-xAs device and 1.0a in the SiO2/SiN device. 

 

 

Figure 10-12: Incorporation of defect into GaAs/AlxGa1-xAs photonic crystal 

 

 While position of the transmission spike can be controlled by thickness of the defect 

layer, hole radius is the mechanism that should be used to tune its position across the device 

aperture.  Position of the band gap and the transmission spike do not inherently shift evenly due 

to the distribution of fields at the transmission resonance.  To compensate for uneven shift, 

thickness of the defect should be further optimized to achieve maximum tuning range.  For this 
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reason, defect thickness of the GaAs/AlxGa1-xAs device was set to d=1.3a instead of d=1.17a as 

prescribed previously. 

 Tuning curves for adjusting hole radius in both material systems are depicted in Figure 

10-13.  The SiO2/SiN material system clearly has a smaller tuning range, but lineshape is more 

uniform.  Lineshape varies more severely in the GaAs/AlxGa1-xAs material system. 

 

 

Figure 10-13: Tuning transmission spike using hole radius 

 

10.3.4. Hole Taper 

 Due to physics inherent in the etching processing, hole radius can vary with depth 

forming essentially a chirped photonic crystal.  This has the effect of “detuning” the Bragg 

mirrors above and below the defect reducing efficiency of the device and affecting the band gap.  

The effect of a tapered hole radius is summarized in Figure 10-14 where transmittance through a 

20 layer slab with a defect was calculated for both material systems. 
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Figure 10-14: Impact of hole taper on transmittance 

 

 As taper angle θ increases, the band gap in both material systems shifts to longer 

wavelengths because the photonic crystal contains more dielectric.  As may be expected, the 

GaAs/AlxGa1-xAs system is more sensitive due to higher refractive index and stronger resonance.  
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In fact, when taper angle approaches just 0.5° in this system, the spectral response becomes 

distorted well beyond being a useful device.  In both systems, position of the transmission notch 

shifts to longer wavelengths and peak transmission is reduced.  Shift in position can be attributed 

to higher fill factor caused by reducing hole radius.  Decrease in peak efficiency is due to 

reflection bands of the top and bottom Bragg mirrors being misaligned. 

 

 

Figure 10-15: Taper compensation by longitudinal period 

 

 If hole taper cannot be prevented, there are two potential solutions.  First, initial hole size 

can be increased to reposition the band gap and transmission spike.   Second, film thickness can 

be modified in each layer such that position of the band gap is maintained throughout the crystal.  

To investigate the second approach, longitudinal period was adjusted for varying hole radius to 
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maintain position of the band gap in both material systems.  These results are shown in Figure 

10-15.  Shaded regions surrounding the lines show how band gap width is affected by the 

compensation.  Wider colored bands indicate wider band gap.  The horizontal dashed line 

represents the case where hole radius is ideal and no compensation is used.  Width of the band 

gap in the SiO2/SiN material system decreases with decreasing hole radius, while for 

GaAs/AlxGa1-xAs it increases with decreasing hole radius. 

 

 

Figure 10-16: Transmittance through a compensated tapered device 



 229

 

 To illustrate the compensation technique, data calculated for Figure 10-15 was imported 

into RCWA to calculate the transmission spectrum through compensated devices.  Results are 

depicted in Figure 10-16.  Three responses are shown in each diagram.  First, the ideal spectrum 

with no hole taper is depicted by the solid red line.  Second, transmission spectrum where a taper 

is introduced is represented by the dashed green line.  Third, transmission spectrum where taper 

has been compensated by adjusting film thickness is depicted by the dashed blue line.  For both 

material systems, position of the band gap and position of the transmission notch fall in very 

close proximity to the ideal case.  This is only possible by adjusting film thicknesses and defect 

thickness appropriately.  Compensation is more accurate in the SiO2/SiN device due to lower 

sensitivity to structural deformations.  Differences in layer thicknesses are conveyed in this 

figure, but are barely perceivable because the diagrams were drawn to scale. 

10.3.5. Device Performance at Oblique Incidence 

 It is important to understand how devices perform at oblique angles of incidence.  

Inspired by photonic band diagrams, Figure 10-17 was constructed to show transmittance as a 

function of wavelength and angle of incidence for both material systems in a real device.  The 

points marked X along the horizontal axes correspond to light incident near parallel to the x-axis.  

The points marked Z correspond to light at normal incidence.  The points marked D indicate 

light that is incident at near 90° aligned along the diagonal of the hexagonal unit cell as depicted 

in Figure 10-18.  Intermediate points are marked by their angle of incidence. 
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Figure 10-17: Transmittance at oblique angles of incidence 

 

 Both devices are more tolerant to oblique angles for TE polarized light than TM, but it is 

the GaAs/AlxGa1-xAs device that is most tolerant.  At the same time, it is the GaAs/AlxGa1-xAs 

that most sensitive in TM polarization.  It can be concluded from this data, that both devices 

offer good performance over a cone of angles extending ±5°.  This performance parameter is 
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considerably less than predicted in discussion regarding Figure 10-7.  The difference is due to the 

real device being a finite slab instead of an infinitely periodic lattice. 

 

 

Figure 10-18: Angle of incidence convention 

 



 232

10.4. Conclusion 

 This chapter designed and optimized space-variant filters based on an easily fabricated 

photonic crystal structures.  Two material systems were considered.  These were SiO2/SiN and 

GaAs/AlxGa1-xAs.  The crystals were comprised of an array of holes etched into hetero-structured 

substrates.  A defect layer was incorporated to produce a transmission notch in the center of the 

transmission stop band.  Position of the notch was tuned by adjusting hole radius across the 

device aperture to form a space-variant filter.  It was found that a hexagonal array enabled 

dimensions to be larger than a square array so it was the preferred geometry.  Otherwise, it 

offered similar performance to a square array. 

 The material system using SiO2/SiN was a simpler device to fabricate because it did not 

require undercutting to produce a sufficient band gap.  This system was most limited in tuning 

range, but spectral response was more robust to the tuning mechanism.  The GaAs/AlxGa1-xAs 

material system required the GaAs layers to be undercut to produce a sufficient band gap.  It was 

found that a minimum amount of undercut was necessary for width of the band gap to be 

improved.  While more sensitive to structural dimensions, this system provided the greatest 

tuning range.  Both material systems provided fair tolerance to oblique angles of incidence 

within a cone of angles extending ±5°. 



 233

CHAPTER 11 
DESIGN AND OPTIMIZATION OF GUIDED-MODE RESONANCE 

FILTERS WITH ACCURATELY POSITIONED RESONANCE 

11.1. Overview 

 In 1902, R. W. Wood discovered “anomalies,” or abrupt changes, in diffraction 

efficiency from gratings when a parameter was varied over a narrow range [188].  A first type of 

anomaly was explained by Lord Rayleigh in 1907 as a sudden redistribution of energy when 

additional diffracted orders appear or disappear [189].  In1965, Hessel presented a new theory 

describing a second anomaly as a resonance type due to a guided wave phenomenon [190].  

Mashev used the resonance anomaly to demonstrate a narrow-band reflection filter [191].  Since 

that time, guided-mode resonance (GMR) devices have found applications in astronomy, WDM 

filters [192], dichroic reflectors in lasers [193, 194], polarizers [194], sensors [195], security 

marks and optical tags [196], pulse shaping and dispersion compensation [197, 198], frequency 

selective surfaces [199], and more. 

 GMR filters are simple structures comprised of just a grating and a waveguide [200, 201].  

When precise phase-matching conditions are met, externally propagating waves can be coupled 

into guided modes by the grating.  The guided modes are “leaky” modes due to index modulation 

in the waveguide.  This causes the guided modes to slowly leak from the waveguide and 

recombine with the incident wave to establish a resonance.  This highly sensitive phenomenon 

enables filters to be constructed with extremely narrow passbands or stopbands.  In fact, 

linewidth can usually be made arbitrarily narrow just by reducing contrast of the grating.   
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 GMR filters are highly compact, easy to fabricate, and typically perform better than 

conventional thin film stacks for sub-nanometer filters.  Filter response can be symmetric with 

virtually no ripple outside of the passband for both transmission and reflection type filters.  

Efficiency can approach 100% and they may be tuned over a very large range of wavelengths.  

Filters with multiple resonances have also been realized.  Designs are most often obtained from 

direct parametric searches or by genetic optimization [202].  While rigorous methods must be 

used to analyze GMR filters, experimental results are typically in excellent agreement with 

theoretical predictions.   

 It appears difficult to achieve strong suppression outside of the passband without 

resorting to devices with multiple layers.  This seems particularly true for transmission type 

filters, although promising results have been obtained using genetic optimization.  GMR filters 

must be very wide relative to the wavelength to operate efficiently [203].  This ensures enough 

distance for leaky modes to leak out of the waveguide and contribute to the resonance 

phenomenon. 

 GMR filters tend to be very sensitive to polarization, angle of incidence, refractive index, 

and structural deviations due to the high sensitivity of the phase-matching condition.  Crossed 

gratings and even some ruled grating configurations have been shown to operate independent of 

polarization [204-208].  Doubly periodic structures have been used to improve tolerance to 

oblique angles of incidence [209].   

 This paper outlines an approach for mitigating the high sensitivity to structural deviations 

and imprecise control of refractive index so that a resonance can be placed accurately at the time 

of fabrication.  The method was inspired by how thin film resistors are trimmed to achieve an 

accurate value of resistance. 
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11.2. Theory of Guided-Mode Resonance 

 There are two interacting mechanisms that must be understood to fully explain the 

operation of a GMR.  The first mechanism is diffraction of an incident wave by a grating and is 

illustrated in Figure 11-1.   

 

 

Figure 11-1: Diffraction from a grating 

 

 Inside the grating region, amplitude of the propagating field takes on the same variations 

as the grating.  When it is periodic, the electric field can be expressed as a Fourier series where 

each term corresponds to a different diffracted order.  The amplitude and phase of each diffracted 
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mode must be calculated using Maxwell’s equations, but the direction can be determined by the 

famous grating equation [9]. 

 0
1 incsin sing i i λε θ ε θ= −

Λ
 (11.1) 

 The second mechanism is wave guiding where light is made to propagate along a 

confined path by total internal reflection (TIR) [210].  Wave guiding can only occur when the 

effective index of the guided mode is greater than the surrounding media and less than the 

refractive index of the core itself.  From this, a quantitative condition for wave guiding can be 

written as 

 1 2
0
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βε ε ε⎡ ⎤ ≤ <⎣ ⎦  (11.2) 

where iβ  is the propagation constant and 0i kβ  is the effective index of the ith-order guided 

mode.  From a simple ray picture of a slab waveguide [211], a guided mode can be thought of as 

a light ray propagating at an angle iθ  such that 
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 A guided-mode resonance occurs when a diffracted order exists at the same angle as a 

guided mode.  Guided modes can be related to the incident wave by substituting Eq. (11.3) into 

the grating equation.  Combining this with Eq. (11.2) leads to an inequality that can be used to 

estimate regions where guided-mode resonances may occur.  This is 

 0
1 2 1 incmax , sin gi λε ε ε θ ε⎡ ⎤ ≤ − <⎣ ⎦ Λ

 (11.4) 
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 Figure 11-2 identifies these regions graphically as a function of angle of incidence and 

grating period.  It was generated using Eq. (11.4) for a typical GMR filter with ε1=1.0, ε2=2.25, 

and εg=4.0.  The parameter εg is the average dielectric constant in the grating region estimated by 

 ( ) 2g H Lε ε ε≅ +  (11.5) 

 

 

Figure 11-2: Regions of resonance for a guided mode resonance filter 

 

 Several important aspects of GMR filters can be observed in Figure 11-2.  As angle of 

incidence moves away from the normal, resonances split.  At normal incidence, symmetry 
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dictates the two resonances occur at the same wavelength, but at oblique angles different phase 

matching conditions are required to couple external waves into guided modes.  As wavelength is 

decreased, or period increased, the number of resonances increases exponentially.  Most designs 

avoid multiple resonances, but sometimes they can be exploited.  For example, Ref. [212] used a 

doubly resonant structure to form a device with a sharp peak in transmission instead of 

reflection. 

11.3. Typical GMR Devices 

 Guided-mode resonance filters can be constructed in many ways, but each must 

simultaneously possess diffractive and guiding properties.  Eight representative designs are 

shown in Figure 11-3.  The device in part (a) is a very typical reflection filter that uses a single 

modulated layer as the grating and the waveguide [53].  It is a ruled grating so TE and TM 

modes show a different resonance due to birefringence of the grating.  In this case, lineshape 

could be made symmetric if refractive index on both sides of the grating layer were made the 

same.   

 A transmission filter is shown in part (b) [213].  While potentially difficult to fabricate, 

this device demonstrates that very compact filters can be realized from just a single dielectric 

layer with air serving as the cladding.  This device could also function as a polarization filter 

because the two polarizations behave so differently. 

 A common method of incorporating multiple resonances, constructing a transmission 

filter, realizing polarization independence, or improving angular tolerance is to use doubly 

periodic gratings as shown in part (c) [214].  This device started as the structure in part (a), but a 

second grating layer was added.  This diminished the resonances so a higher index contrast was 

used in this example. 
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Figure 11-3: Typical GMR filters 

 

 In practice, many GMR filters take on the topology shown in part (d) where a surface 

relief grating is fabricated over a dielectric stack containing a guiding layer [215].  They are easy 
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to fabricate and can perform well.  For ruled gratings, birefringence causes the TE and TM 

resonance peaks to be distinct. 

 To form a structure that operates independent of polarization, crossed gratings may be 

used that have 90° rotational symmetry as shown in parts (e) and (f).  These are equivalent 

structures aside from one having square symmetry and the other hexagonal symmetry with a 

larger period.  Dimensions of a hexagonal device can often be larger leading to structures that are 

potentially easier to fabricate.  In this example, resonance of the hexagonal array is narrower 

than that produced by the square array. 

11.4. Device Design 

 To adjust position of a resonance at the time of fabrication, an additive or subtractive 

process performed on the surface of the device seems easiest to implement.  Refractive index and 

structural dimensions are much less feasible to adjust after a device has been built.  For this 

reason, it becomes necessary to devise a resonant structure that is sensitive to this approach.  A 

most sensitive device should have the core exposed since position of the resonance is strongly 

affected by core thickness.  In this manner, GMR filters can be adjusted over the greatest 

possible tuning range at the time of fabrication. 

 A GMR filter that is easy to build and satisfies requirements discussed above is depicted 

in Figure 11-4.  A surface relief grating is formed directly onto the surface of the guiding layer.  

By etching or depositing small amounts of material, position of the resonance can be tuned by 

adjusting thickness of the core region through parameter T.  It will be shown that grating depth 

and grating profile change during the tuning process depending on whether an additive or 

subtractive process is employed to tune the device. 
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Figure 11-4: Tunable GMR and tuning concept 

 

11.4.1. Ideal Device 

 To design a device that can operate independent of polarization, a crossed grating GMR 

consistent with that in Figure 11-4 can be used.  This device, along with its reflection spectrum, 

is depicted in Figure 11-5.  The device has hexagonal symmetry so grating features can be 

largest.  It is an array of circular holes formed into a high index guide layer.  The device has 

parameters ε1=1.0, ε2=2.31, εg=3.91, a=1.15 μm, f=0.7, d=230 nm, and T=345 nm.  Two 

resonances can be observed that are spaced around 100 nm apart.  This is one factor that limits 

the overall tuning range to a 100 nm operational window highlighted in the figure. 
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Figure 11-5: Reflectance of "perfect" hexagonal GMR filter 

 

 Hexagonal symmetry was chosen for its narrower resonance and larger grating 

dimensions.  Tuning of this device is accomplished by adjusting thickness of core region by 

deposition or etching processes.  The effect on reflection spectrum within the operational 

window as parameter T is adjusted is depicted in Figure 11-6. 

 At the left side of Figure 11-6, position and width of the resonance shows a nonlinear 

response to variations in film thickness.  From this observation, designs intended only to adjust 

position of resonance should use a thicker core layer.  If the core layer is too thick, the guide can 

become multimode and introduce additional resonance peaks into the reflection spectrum.  It can 

also be observed from Figure 11-6 that as resonance is adjusted, suppression at the edges of the 

operational window is reduced.  Nominal thickness of the GMR filter was chosen to minimize 

this effect over the greatest possible tuning range. 
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Figure 11-6: Tuning of "perfect" GMR filter 

 

 The duty cycle and relief depth were chosen to simultaneously optimize suppression 

outside of the passband and peak reflection on resonance.  Duty cycle is defined as the fractional 

area occupied by the air holes.  Hole radius r as a function of duty cycle f and lattice constant a 

for square and hexagonal symmetry were computed using the following equations. 

 2 2 2 2
sqr hex

3               
2

f fr a r a
π π

= =  (11.6) 
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11.4.2. Tuning by Deposition 

 Material may be deposited onto an initial grating formed on the surface of a substrate.  

By measuring resonance position at various stages during deposition, peak resonance can be 

placed accurately in frequency.  This process is summarized in Figure 11-7. 

 

 

Figure 11-7: GMR filter tune-by-deposition fabrication process 

 

 Due to physics inherent in the deposition process, the rectangular profile of the initial 

grating is not maintained.  Visibility from the target to the substrate prevents deposition from 

being uniform causing trenches to form at the base of vertical sidewalls [39].  One artifact of 

deposition is decreased duty cycle.  Off-axis diffusion leads to deposition on vertical sidewalls.  

This mechanism works to reduce hole radius as material is deposited.  The consequence is much 

poorer suppression outside of the passband and a shift in position of resonances.  To mitigate this 

effect, duty cycle of the initial grating should be exaggerated such that after deposition, duty 

cycle is correct.  This mechanism places an upper limit on what duty cycle may be realized based 

on directionality of deposition and how thin of a grating can be made. 



 245

 A second artifact of deposition is increased relief depth.  Portions of the grating at the 

bottom of the grooves are less visible to the target and receive less deposition.  Portions at the 

top of the grooves are fully visible and receive maximum deposition.  This leads to a higher 

growth rate at the top of the grooves than the bottom, which increases relief depth during 

deposition.  This effect leads to poorer suppression off resonance and a shift in position of the 

resonance peaks.  To mitigate this effect, relief depth of the initial grating should be reduced 

such that the final relief depth is correct.  For this design, the initial grating had a=1.15 μm, 

f=0.95, d1=207 nm, ε1=1.0, ε2=2.31, and εg=3.91. 

 

 

Figure 11-8: Replication of "perfect" GMR by deposition 

 

 A third artifact of deposition is a GMR that is somewhat doubly-periodic.  Portions of the 

surface at the bottom of the grating grooves nearest to the sidewalls receive less deposition due 

to a shadowing effect.  This causes a “hump” to appear in the middle of the grooves resembling 

the hump at the top of the grooves.  If conditions are right, multiple resonances may appear in the 
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reflection spectrum.  It is entirely possible this mechanism could be exploited in some manner, 

but it was not considered here. 

 Figure 11-8 shows a cross section and reflection spectrum of hexagonal GMR filter 

optimized to replicate the ideal grating profile as much as possible.  The resonances have shifted 

significantly and background suppression is poor.  Performance can be enhanced if the notion of 

having to replicate the ideal grating is discarded.  Figure 11-9 shows the same grating, but the 

deposited layer is thinner, relief depth is greater, and duty cycle is greater than in Figure 11-8.  In 

this case, background suppression is greatly improved and resonances are in the desired position.   

 

 

Figure 11-9: Optimized GMR filter using deposition process 

 

 Figure 11-10 shows reflectance as material is deposited onto the substrate.  If lesser 

tuning range is tolerable, device performance can be enhanced using a larger lattice constant and 

adjusting film thickness. 
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 The main drawback of the additive approach is that it is difficult to realize a large grating 

duty cycle which is advantageous here.  For this reason, it is best to use a highly directional 

deposition or use the subtractive process described next.  

 

 

Figure 11-10: Tuning curve for deposition process 

 

11.4.3. Tuning by Etching 

 As an alternative to deposition, devices may be tuned using an etching process.  This 

offers several advantages.  First, it is an easier process and less expensive to implement.  Second, 

it does not form a structure that is doubly-periodic.  Third, it produces a grating profile with anti-

reflection properties due to smoother transition from air into the dielectric.  As a result, the 



 248

device offers improved suppression away from resonance.  Figure 11-11 summarizes the tune-

by-etching fabrication process. 

 

 

Figure 11-11: GMR filter tune-by-etching fabrication process 

 

 In contrast to the tune-by-deposition process, tune-by-etching leads to an increased duty 

cycle and decreased relief depth.  This can be compensated by starting with smaller holes and 

greater relief depth and allowing the tuning process to make the corrections.  This mechanism 

places a lower limit on what duty cycle can be achieved.  In addition, overall relief depth is 

diminished due to redeposition and shadowing effects.  This too can be compensated by 

exaggerating the initial dimensions and allowing the etching process to reduce relief depth. 

 The reflection spectrum of an optimized device along with a device cross section is 

shown in Figure 11-12.  The initial grating in this case had a=1.16 mm, f=0.9, d1=500 nm, and 

d2=200 nm. 



 249

 

 

Figure 11-12: Optimized GMR filter using etching process 

 

 Figure 11-13 summarizes the spectral response of the GMR filter as the profile is etched.  

A tuning range of over 50 nm is observed and shape of the resonance is near constant.  

Suppression off resonance is near 30 dB. 
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Figure 11-13: Tuning curve for etching process 

 

11.5. Conclusion 

 This chapter focused on the design and optimization of guided-mode resonance filters 

where deposition or etching processes were used to form a device with an accurately placed 

resonance.  Based on analysis in this dissertation, the etching process is preferred because it 

leads to better device performance and is easier to implement in the lab.  To improve suppression 

outside of the main resonance, multilayer devices will likely bee needed. This would require 

methods for tuning intermediate layers at intermediate wavelengths. 
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CHAPTER 12 
DESIGN AND OPTIMIZATION OF AUTOCLONED FORM-

BIREFRINGENT STRUCTURES 

12.1. Overview 

 Diffractive optical elements (DOE) are proven devices that have found a great number of 

applications in modern optics [9].  They are typically designed using scalar diffraction theory 

and can be used to realize complex wavefronts [216].  They are easy to fabricate and operate 

independent of polarization because feature size is typically very large relative to wavelength. 

 Polarization is a degree of freedom not often exploited in DOEs, but can be used to 

construct many types of polarization sensitive devices.  A form-birefringent device functions like 

a DOE, but manipulates polarization by engineering the orientation and degree of birefringence 

throughout an element comprised of subwavelength features.  Xu et al were among the first to 

explore this class of optical elements [217, 218], although their use can be dated back to Heinrich 

Hertz who used metal-stripe gratings as polarizers to test properties of radio waves in 1888 [219, 

220].  Later, others achieved simultaneous control of phase and polarization [221] to address a 

greater number of applications.  Lenses can be formed where sign of the lens is reversed when 

handedness of polarization is changed [222].  Field distributions like radial polarization or 

azimuthal polarization can be produced that posses singularities called disclinations.  The ability 

to control polarization across a column of light enables polarization coding of information, 

optical encryption, tight focusing [223], polarimetric imaging [224, 225], optical tweezers, 

polarization converters [226-230], image processing, imitation of complex grating profiles [231-

233], polarization beam splitters [234-238], array generators [239-242], selective mode 
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excitation in waveguides [26], and more.  Form birefringent devices have been used in 

optoelectronic packaging and for optical interconnects and switching [217].  A variety of sensors 

have been realized as well [243]. 

 Form-birefringent elements can be constructed by joining two anisotropic substrates like 

calcite or lithium niobate [217, 244, 245].  This approach requires difficult fabrication and 

alignment.  A more attractive approach is to fabricate artificial materials like photonic crystals or 

subwavelength gratings that exhibit anisotropic properties.  This enables devices to be fabricated 

from standard materials on a single substrate with no alignment steps.  Artificial materials often 

provide stronger birefringence and are more easily varied across the device aperture [221, 246]. 

 In general, all form-birefringent devices simultaneously optimize orientation, period, and 

degree of birefringence across the device aperture to control the complex amplitude of two 

orthogonal polarizations.  The manner in which the subwavelength features are distributed can be 

continuous [226, 227, 229, 235] or discrete [26, 221, 240, 241, 247].  Discrete devices use a cell-

encoded approach where the element is tiled by an array of uniquely designed cells.  These are 

easier to fabricate and provide greater simultaneous control of polarization, phase, and amplitude 

of transmitted light.  They can provide more consistent birefringence from uniform films because 

grating period and duty cycle can be made constant.  Discrete devices, however, suffer from 

diffractive effects at the boundaries between cells reducing overall efficiency.  Continuous 

elements offer higher efficiency, but are less able to control phase and polarization at the same 

time.  They are sometimes more difficult to fabricate because feature size can be quite small, 

particularly near disclinations.   

 This chapter will focus on form-birefringent devices of the continuous type to generate 

radial and azimuthal polarized fields.  For this application, form-birefringent devices offer a 
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clever and compact alternative to conventional assemblies of polarizers and waveplates that are 

larger and more complicated.  It will be shown this application involves a tradeoff between 

transmission efficiency and aspect ratio of the subwavelength gratings.  Autocloned structures 

will be proposed to achieve high efficiency with structural features that are much easier to 

realize.  Physics inherent to the autocloning process will produce consistent layer profiles given 

almost any initial grating.  This enables simplified and very robust fabrication of high 

performance form-birefringent devices.  The string method was used to simulate the autocloning 

process to predict geometry more accurately.  Based on realistic layer profiles, form-birefringent 

devices were designed and optimized for producing radial and azimuthal polarizations. 

12.2. Effective Medium Theory of Subwavelength Binary Gratings 

 The most popular structure by far in form-birefringent devices is the binary grating.  It is 

easy to fabricate and offers strong birefringence when the period is less than a wavelength.  In 

this regime, gratings behave much like homogeneous uniaxial materials, and can exhibit strong 

birefringence when index contrast is high [246].  Ruled gratings can be viewed as uniaxial 

crystals where effective refractive indices are used analogous to ordinary and extraordinary 

refractive indices along the crystal axes.  This concept is illustrated in Figure 12-1.  Waves with 

linear polarization perpendicular to the grooves experience the lowest effective index.  Waves 

polarized parallel to the grooves experience the highest.  Origin of this phenomenon can be 

understood through discussion in Chapter 2 concerning Eq. (2.17).  Waves linearly polarized at 

other angles do not retain linear polarization after transmission.  Parallel and perpendicular 

polarization components of the electric field experience different effective refractive indices and 

become out of phase after transmission.  This produces elliptical polarization on the transmitted 

side, but special cases exist where linear or circular polarization can be realized. 
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Figure 12-1: Effective medium theory 

 

 Using effective medium theory (EMT) [248-251], a grating may be replaced by a 

homogeneous uniaxial material without effecting transmission or reflection.  Refractive indices 

of the homogeneous material are the effective indices of the medium.  Weiner bounds [252, 253] 

dictate all effective indices should fall between the effective indices for perpendicular and 
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parallel polarizations when grating dimensions are much less than a wavelength.  In terms of the 

dielectric function, these are to first order accuracy 
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 The parameter ε⊥  represents the effective dielectric constant for light that is linearly 

polarized perpendicular to the grating grooves.  The parameter ||ε  is the effective dielectric 

constant for light that is linearly polarized parallel to the grating grooves.  The grating duty cycle 

is quantified by parameter f. 

 A figure of merit often used to characterize phase retardation through a birefringent 

device is Lπ.  At this thickness, one polarization component accumulates 180° more phase than 

the other after transmission through the device.  Lπ is easily calculated from the effective 

dielectric constants. 
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12.2.1. Binary Gratings as Wave Plates 

 Binary gratings can produce strong birefringence where 1.0nΔ ≈  is feasible.  This 

enables them to function as thin wave plates for manipulating polarization [254, 255].  It 

becomes possible to construct quarter-wave plates for converting between circular polarization 

(CP) and linear polarization (LP), or half wave plates to reverse handedness of polarization or 

control phase.   
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Figure 12-2: Binary gratings used as half-wave and quarter wave plates 
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 Four examples are illustrated in Figure 12-2.  The top two diagrams show binary gratings 

used as quarter-wave plates to convert between linear and circular polarizations.  This is 

accomplished by setting grating thickness such that polarizations along the grating axes become 

90° out of phase after transmission; d=Lπ/2.  If the grating is turned 90°, output polarization 

changes handedness.  The bottom two diagrams show binary gratings functioning as half-wave 

plates to reverse handedness of polarization.  This is accomplished by setting grating thickness 

such that polarizations along the grating axes become 180° out of phase after transmission; d=Lπ.  

If the grating is turned by 90° relative to the incident polarization, the same change in 

handedness will occur but the transmitted light will be 180° phase shifted.  The half wave 

configuration is particularly useful when illuminated with linear polarization because orientation 

of the transmitted polarization can be completely controlled through the orientation of the grating 

with respect to the incident wave. 

 

 

Figure 12-3: Dependence of effective index on grating period and thickness 
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 Equation (12.1) explains how grating duty cycle and refractive index impact effective 

indices of the device.  It is less intuitive to learn that grating period and grating thickness also 

modify the effective refractive indices and therefore modify Lπ [251].  This dependence is 

quantified in Figure 12-3 where effective indices were calculated over a range of grating period 

and thickness.  Grating thickness is given relative to Lπ.  Grating period extends from near zero 

to Λzo defined as the cutoff where a first order diffracted mode appears. 

  zo 0 gnλΛ =  (12.3) 

 Data in Figure 12-3 shows that grating period should be kept very small to realize 

consistent effective refractive indices.  This enables devices to have uniform thickness across the 

aperture and maintain consistent performance.  As effective indices drift away from designed 

values, device behavior can change because Lπ can deviate reducing efficiency.  The data also 

shows effective refractive indices are more stable for thicker gratings.  This suggests half-wave 

devices will be more robust to variations in grating period than quarter-wave devices. 

12.3. Design of Continuous Form-Birefringent Devices 

 Using concepts discussed above, it is possible to design devices that produce light of 

arbitrary polarization on the transmitted side of a form-birefringent grating.  This is 

accomplished by varying grating parameters across the device aperture.  Of particular interest in 

this dissertation are devices that form radial and azimuthal polarization.   

 The simplest devices to describe are discrete implementations as shown in Figure 12-4.  

The device aperture is divided into a series of cells where the grating inside each cell is oriented 

to produce the desired polarization after transmission.  In this case, linearly polarized light 

illuminates the devices.  
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 From the data presented in Figure 12-3, there is some freedom in the choice of grating 

period that still provides the same effective refractive indices and therefore the same Lπ 

thickness.  This freedom can be exploited to produce a form-birefringent device that is smooth 

and continuous.  The following sections outline the design procedure for continuous form-

birefringent devices in both quarter-wave and half-wave implementations. 

 

 

Figure 12-4: Discrete half-wave form-birefringent devices 
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12.3.1. Quarter-Wave Designs 

 The quarter-wave plate function of a binary grating may be exploited to convert a 

collimated and uniform beam of circularly polarized light into a collimated beam with linear 

polarization.  Sign of the transmitted polarization has to be controlled using an additional phase 

element if that is needed.   

 The grating can be described by a grating vector function K  that is a function of position.  

For devices with circular symmetry, the grating vector function is best expressed in polar 

coordinates as 

 ( ) ( ) ( ) ( ){ }0 ˆ ˆ, , cos , sin ,rK r K r a f r a f rθθ θ θ θ⎡ ⎤ ⎡ ⎤= +⎣ ⎦ ⎣ ⎦  (12.4) 

 ( ) ( )0
2,

,
K r

r
πθ

θ
=

Λ
 (12.5) 

The scalar function ( )0 ,K r θ  is the spatial period of the grating, and the function ( ),f r θ  

characterizes grating orientation.  Borrowing from Figure 12-2, radial polarization can be 

generated from circular polarization if ( ), 45f r θ = − °  everywhere.  This reduces Eq. (12.4) to 

 ( ) ( ) ( )0 ,
ˆ ˆ,

2 r

K r
K r a aθ

θ
θ = −  (12.6) 

 To suppress diffraction that would occur if the grating were not continuous, the grating 

vector function is forced to be continuous by requiring 

 0K∇× =  (12.7) 

A governing equation for the grating period is derived by substituting Eq. (12.6) into Eq. (12.7). 

 ( ) ( )0 0
1 , , 0rK r K r
r r

θ θ
θ
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 (12.8) 
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For radial symmetry, dependence on θ can be removed.  This reduces the differential equation to 

 ( ) ( )0 0
1 0K r K r

r r
∂

+ =
∂

 (12.9) 

This is a standard first-order linear differential equation that is easily solved for ( )0K r .  The 

solution can be written as 
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2 rK r
r

π
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The grating vector function can be written by substituting this solution into Eq. (12.6) to obtain 
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The phase function ( ),rφ θ  of the grating is related to the grating vector function through the 

following equation. 

 ( ) ( ), ,r K rφ θ θ∇ =  (12.12) 

Substituting Eq. (12.11) into this equation leads to a differential equation governing the phase 

function. 
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Two scalar differential equations can be written by equating vector components on both sides of 

this equation. 
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These are both standard first order differential equations that are easily solved.  The solutions are 
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The overall solution to Eq. (12.13) is the sum of both solutions. 
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Continuity in the radial direction requires ( ) ( ) ( ), , 2 2r r mφ θ φ θ π π− + =  where m is any integer.  

Applying this to Eq. (12.18) leads to an important constraint on how r0 and Λ0 are chosen.  This 

is 

 0
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A relief function ( ),d r θ  for a binary grating can be constructed from the phase function ( ),rφ θ  

according to 
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A similar procedure can be presented to realize azimuthal polarization.  This requires 

( ), 45f r θ = °  everywhere.  Following same procedure as above, the grating vector function and 

phase function are found to be 

 ( ) ( )0
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Figure 12-5: Continuous quarter-wave form-birefringent devices 
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 Figure 12-5 illustrates how quarter-wave designs have to be implemented to realize 

azimuthal or radial polarization from right-hand circular polarization (RCP).  While continuous 

quarter-wave plates can convert RCP to linear polarization (LP), they cannot do this and control 

phase simultaneously.  An additional spiral phase element (0 to 2π phase) must be added to 

realize radial or azimuthal polarization.  It is clear the only difference between the form-

birefringent devices is the direction of the spiral.  This indicates reversing polarization 

handedness will reverse the function of the device. 

12.3.2. Half-Wave Designs 

 A half-wave plate function may be used to convert a collimated and uniform beam of 

linearly polarized light into a collimated beam with linear polarization of arbitrary orientation 

throughout the column.  This approach does not require an additional phase element to produce 

the required phase, but the grating must be twice as thick.  High aspect ratio structures are 

difficult to fabricate and distortion in grating geometry leads to poor efficiency.  This issue will 

be mitigated by forming high aspect ratio devices using autocloning. 

 Starting from Eq. (12.4), the grating vector function to convert linear polarization to 

azimuthal polarization is 

 ( ) ( ) ( ) ( )0 ˆ ˆ, , sin 2 cos 2rK r K r a aθθ θ θ θ⎡ ⎤= +⎣ ⎦  (12.23) 

This is a more complicated function than Eq. (12.6), but is treated using the same procedure.  To 

enforce continuity, this new expression is substituted into Eq. (12.7) to obtain 
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It will be assumed that 0K  has no θ dependence.  This reduces the differential equation to 
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While this appears similar to Eq. (12.9), the factor of 2 multiplying r is very significant.  The 

solution to this first-order linear differential equation can be written as 
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The overall grating vector function is constructed by substituting this result into Eq. (12.23). 
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The phase function is derived by substituting this expression into Eq. (12.12) to obtain 
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From this, two differential equations can be written by equating polarization components on both 

sides of the equation. 
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Both of these first-order linear differential equations are easily solved.  The solutions are 
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The overall solution is the sum of both solutions above.  Adding these together yields 
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 It should not be surprising that rotating the grating by 90° will produce radial 

polarization.  Similarly, radial polarization could be produced by changing handedness of the 

incident polarization.  It follows that the grating vector function and phase function to produce 

radial polarization from the same incident polarization is 

 ( ) 0

0

2 90 90ˆ ˆ, cos sin
2 2r

rK r a a
r θ

π θ θθ ⎡ ⎤+ ° + °⎛ ⎞ ⎛ ⎞= +⎜ ⎟ ⎜ ⎟⎢ ⎥Λ ⎝ ⎠ ⎝ ⎠⎣ ⎦
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 Figure 12-6 shows continuous binary grating geometries that produce radial and 

azimuthal polarizations from linear polarization using a single optical element.  The grating relief 

depth is twice that of the quarter-wave designs, but no additional phase element is needed. 
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Figure 12-6: Continuous half-wave form-birefringent devices 

 

12.4. Autocloned Birefringent Structures 

 Concepts and devices discussed so far require an underlying structure to produce 

birefringence.  These are typically binary gratings.  An optimal structure provides high 

transmission efficiency with high birefringence over a broad range of wavelengths.  In 

Ref. [256], a comparison was made between triangular and rectangular grating profiles.  It was 

shown that the optimum profile was a hybrid that can be described as a rectangular grating with 

positively sloped sidewalls.  Despite this, the rectangular binary grating remains the dominant 

profile due to its easy fabrication and simple analysis. 
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Figure 12-7: Tradeoff between aspect ratio and reflectance for binary gratings 

 

 From Figure 12-3, grating period should be kept smaller than a half wavelength to 

operate the device in a region with near constant birefringence as grating parameters are varied.  

Thickness of the grating for half-wave designs is required to be Lπ.  Aspect ratio of a grating is 

defined as grating relief depth divided by grating period.  High aspect ratios are very difficult to 

fabricate.  Substrates with higher refractive indices provide stronger birefringence leading to 

lower aspect ratio devices, but reflectance is higher.  Substrates with lower refractive indices 

have lower reflection, but provide weaker birefringence and require higher aspect ratio features 

to compensate.  Figure 12-7 summarizes this tradeoff between aspect ratio and reflectance for 

binary gratings.  Grating period was set to λ0/2n.  This figure suggests an optimum refractive 

index is around 2.5.  Regardless, aspect ratios exceeding 5:1 are needed. 
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Figure 12-8: Birefringence and transmittance of autocloned structure 

 

 To realize both low reflectance and easy fabrication, this dissertation investigated a 

birefringent structure formed by autocloning lower index materials onto a low aspect ratio binary 

grating [144].  Reflectance is less due to lower refractive index and triangular surface profile 

produced by autocloning.  To compensate for lower birefringence, devices with very high 

effective aspect ratios can be formed because virtually an unlimited number of layers can be 

deposited onto the surface while maintaining a consistent triangular surface profile.  

Birefringence and transmittance of an autocloned structure is depicted in Figure 12-8.  For this 

structure, Lπ=8.3 μm resulting in a structure with an effective aspect ratio just over 10:1.  For this 

device, transmittance remains above 90% at all wavelengths. 
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12.5. Optimization of Birefringence 

 It is clear from Figure 12-3 that grating period should be kept much less than a half 

wavelength in the substrate region.  For binary gratings, birefringence depends on refractive 

index and duty cycle and can be made relatively insensitive to grating thickness and period if 

period is made sufficiently small.  While it is easy to show that grating period should be kept 

much less than the wavelength, it is less clear how other parameters should be chosen.  Duty 

cycle of the surface profile will always converge to 50% due to physics inherent in the 

autocloning process, so it is fixed.  Slope of the surface profile is also fundamental to the physics 

of autocloning, so it is fixed.  Parameters that can be adjusted are refractive indices and layer 

thicknesses.  For work performed in this dissertation, materials used were SiO2 (n1=1.4458), and 

SiN (n2=1.9767).  While these values are fixed, it is straight forward to conclude that 

birefringence is directly proportional to the difference between these refractive indices. 

 Layer thicknesses can be described in terms of a longitudinal period Λz and a longitudinal 

duty cycle fz.  Birefringence in an autocloned structure as a function of these parameters is 

provided in Figure 12-9.  From this data is can be concluded that the alternating layers should be 

of equal thickness, but as thin as possible.  A sharp increase in birefringence is observed as layer 

thickness approaches zero.  Longitudinal period Λz is given relative to the transverse period Λx. 
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Figure 12-9: Optimization of autocloned structure for birefringence 

12.6. Device Concept 

 Combining the concepts discussed in this chapter, a form-birefringent device constructed 

by autocloning onto a shallow grating may look like that shown in Figure 12-10.  This is the 

central portion of a larger device with an effective aspect ratio of 10:1.  The autocloned structure 

is birefringent throughout its volume and higher aspect ratios are easily achieved. 
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Figure 12-10: Autocloned form-birefringent optical element 

 

12.7. Conclusion 

 This chapter gave an overview and description of form birefringent devices.  It outlined a 

design procedure for both discrete and continuous devices made from binary gratings.  It was 

shown that binary gratings are often needed with very high aspect ratio.  A fundamental tradeoff 

was identified between device efficiency and aspect ratio of the grating grooves. 

 This chapter investigated the use of autocloning to build form-birefringent elements from 

lower refractive index materials to maximize transmittance.  In this case birefringence is low, but 
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birefringent structures with extremely high aspect ratios can be fabricated by autocloning.  The 

string method was used to model the process and was incorporated into optimization codes that 

found birefringence was maximum when film thickness was minimum.  A concept diagram of a 

functional element was provided to illustrate the concept. 
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CHAPTER 13 
METALLIC PHOTONIC CRYSTALS 

13.1. Overview 

 Metallic photonic crystals were the first periodic structures to be studied and 

implemented for controlling electromagnetic wave propagation [73, 74].  They were the first 

materials where the bulk properties of an artificial dielectric were engineered [74].  Metallic 

photonic crystals offer some important advantages over their dielectric counterparts.  The 

presence of free charges in metals leads to stronger interaction with photons and properties such 

as dispersion and complete photonic band gaps are more easily achieved.  Fill factor of metallic 

lattices can be less than 1% enabling devices to be smaller and more lightweight than could be 

achieved with dielectrics alone.  While it is possible to exhibit negative refraction in a dielectric 

photonic crystal, it is not known how to realize a negative refractive index or negative 

permeability without metals. 

 Behavior of metallic lattices depends heavily on light polarization and whether the 

metallic elements are continuous or disconnected.  In lattices where the electric field is polarized 

parallel to the continuous metallic elements, the crystal exhibits a “plasmon-like” band gap that 

extends all the way to zero-frequency.  These materials behave analogous to bulk metals, as first 

proposed by Pendry [257].  When the metallic structures are discontinuous or electric field is 

polarized perpendicular to the elements, the materials behave much more like dielectric photonic 

crystals.  Smaller discontinuities lead to smaller bands of transmission at low frequencies.  

Three-dimensional lattices with continuous elements will always exhibit plasmon-like photonic 
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band gaps regardless of light polarization, while discontinuous lattices will always behave more 

like dielectric photonic crystals. 

 Metallic photonic crystals can be very lossy and their properties tend to change abruptly 

at high frequencies.  This restricts most applications to frequencies below where metals become 

lossy.  This is typically at infrared wavelengths and longer.  This chapter will explain general 

behavior observed in metallic photonic crystals and theories will be presented to estimate their 

properties. 

13.2. Continuous Verses Discontinuous Metallic Elements 

 There is a profound difference between the optical behavior of continuous metallic 

structures and discontinuous.  A comparison of their photonic band structures is provided in 

Figure 13-1 for a simple cubic lattice.  In the left diagram, the metallic bars are continuous and 

the crystal exhibits a complete plasmon-like photonic band gap that extends to zero frequency.  

For low frequencies, optical behavior can be approximated using an effective medium theory 

developed by Pendry [257].   

 The right diagram shows the same crystal where the continuous bars have been 

disconnected at the interface between unit cells.  The crystal exhibits a complete photonic band 

gap, but not a plasmon-like band gap.  In this sense, discontinuous metallic lattices behave more 

like dielectric photonic crystals than continuous metallic crystals.  In this case, optical behavior 

at low frequencies can be approximated using Maxwell-Garnett and Bruggeman effective 

medium theories [258]. 
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Figure 13-1: Comparison of lattices with continuous and discontinuous metallic elements 

 

13.2.1. Pendry Effective Medium Theory 

 Consider the periodic array of continuous metallic wires illustrated in Figure 13-2.  When 

illuminated by an incident wave polarized parallel to the wires, currents are induced which 

generate magnetic fields that interact with the applied wave.  From this configuration, Pendry 

derived simple analytical expressions for effective atomic density and effective electron mass 

[257].  These equations remain a good approximation even when wire thickness is relatively 

large [87]. 
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 Substituting these expressions into Eq. (1.52), the effective plasma frequency of the 

crystal is 
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Figure 13-2: Square array of thin metallic wires 

 

 Waves at frequencies below the effective plasma frequency are forbidden to propagate in 

the periodic lattice.  The analogous behavior of bulk metals reflecting all frequencies below the 

plasma frequency leads to this phenomenon being called a “plasmon-like” photonic band gap.  A 

useful feature of the effective plasma frequency is that it can be controlled through the structural 
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parameters a and r.  For very low frequencies above the plasma cutoff, metallic photonic crystals 

behave like homogeneous dielectrics exhibiting a controllable plasma resonance. 

13.2.2. Maxwell-Garnett and Bruggeman Effective Medium Theories 

 The method of Pendry requires metallic elements to be continuous.  When they are not, 

this condition is no longer valid and a transmission band will exist at low frequencies.  When the 

wavelength is much larger than the lattice constant, virtually all discontinuous geometries can be 

approximated by either Maxwell-Garnett or Bruggeman models [258, 259].  These are illustrated 

in Figure 13-3. 

 

 

Figure 13-3: Maxwell-Garnet and Bruggeman composite material models 

 

 The Maxwell-Garnet model addresses the case where nanoparticles of material ε1 are 

dispersed in a continuous host material ε2.  This could be a solution of metallic nanoparticles 
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suspended in a dielectric fluid.  Given the volume fill factor f of material ε1, the effective 

dielectric constant MGε  of the overall medium satisfies the following equation. 

 MG 2 1 2

MG 2 1 22 2
fε ε ε ε

ε ε ε ε
− −

=
+ +

 (13.4) 

 The Bruggeman model can be viewed as a very dense case of Maxwell-Garnett.  The 

parameter f is better interpreted as the probability that any block of material will contain 1ε .  The 

effective dielectric constant Brε  of the overall medium satisfies the following equation. 

 ( )1 Br 2 Br

1 Br 2 Br

1 0
2 2

f fε ε ε ε
ε ε ε ε

− −
+ − =

+ +
 (13.5) 

 An extension of these theories to three-component composite materials can be found in 

Ref. [259]. 

13.3. Dielectric Verses Metallic Lattices 

 Similarities and differences between dielectric and metallic photonic crystals can be 

identified from the data presented in Figure 13-4.  This figure compares the reflection from five 

periods of similar photonic crystals where the rods in one is composed of pure dielectric (n=1.53) 

and other of pure silver.  The crystals are constructed from square rods of width 800 nm to form 

a simple cubic lattice with lattice constant 3.2 μm.  Normal incidence was assumed. 

 Dielectric photonic crystals always exhibit a transmission band at low frequencies 

because loss is negligible and waves experience an average dielectric constant.  Scattering is low 

so resonances cannot be sufficiently established to prohibit propagation.  High reflection is 

exhibited within the band gap associated with the Bragg condition [260].  The amount of 

suppression depends on how many lattice periods are present.  In this case, a peak reflection just 
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below 60% is achieved with just five periods.  Beyond the first band gap, the dielectric crystal 

shows a series of transmission and reflection bands with decreasing contrast between the two. 

 

 

Figure 13-4: Reflection spectra from similar dielectric and metallic photonic crystals 

 

 The metallic photonic crystal exhibits a high reflection band to low frequencies because 

of the plasmon-like photonic band gap.  The first transmission band occurs at the short 

wavelength side of the dielectric band gap.  Here, the metallic lattice behaves as an ensemble of 

coupled Fabry-Perot cavities.  Five resonances can be counted in the transmission band 

corresponding to the five lattice periods in the longitudinal direction.  At frequencies above the 

first transmission band, the spectrum shows a similar alternation of transmission and reflection 

bands as the dielectric photonic crystal. 
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Figure 13-5: Gold versus silver metallic coatings 
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13.4. Gold Verses Silver Metallic Coatings 

 To study the impact of different metallic coatings on the same photonic crystal, the 

structure discussed above was modeled with gold and silver rods.  Transmission and reflection 

spectra are compared in Figure 13-5.  In the wavelength range for this simulation, little 

difference can be observed other than gold producing more loss. 

13.5. Photonic Band Diagram of Negative Refractive Index Materials 

 The photonic band diagram was calculated for the negative refractive index (NRI) 

material described in Ref. [32] and is depicted in Figure 13-6.  It shows both a complete 3D band 

gap and an effective negative refractive index for the bands just above the band gap. 

 In dielectric photonic crystals, the lowest order bands are typically V-shaped to be 

consistent with the light line at low frequencies.  The next higher bands typically have an 

inverted-V shape because they are continuations of the lowest bands, but folded due to the lattice 

being periodic.  For the structure considered here, the upper bands are not inverted indicating the 

material has an effective negative refractive index over a large band of frequencies. 
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Figure 13-6: Photonic band diagram of Pendry NRI material 

 

13.6. Investigation of Realistic Geometry 

 Figure 13-7 shows a scanning electron microscope (SEM) image of a photonic crystal 

formed in a polymer resin by two-photon lithography [261].  A metallic crystal is formed after 

the structure is coated with 100 nm of silver or gold using a wet deposition process.  The rods are 

noticeably rounded with some degree of bulging at the lattice joints. 
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Figure 13-7: Simple cubic photonic crystal formed by two-photon lithography 

 

 To assess the impact of fabrication on optical behavior, the photonic band diagrams 

shown in Figure 13-8 were calculated.  Bulges observed at the lattice joints were incorporated in 

the geometry and was found to shift the edge of the plasmon-line photonic band gap to higher 

frequencies.  This is most likely due to increased fill factor.  Higher frequency bands are quite 

altered indicating the dispersive properties of the lattice have changed dramatically at these 

wavelengths.  A much larger partial band gap is observed for light at near normal incidence.   
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Figure 13-8: Comparison between "perfect" lattice and realistic lattice 
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CHAPTER 14 
CONCLUSION 

 

14.1. Background 

 This dissertation designed and optimized several nano-optical elements by considering 

how fabrication affects their optical behavior.  Background was given to understand device 

theory.  Numerical tools were discussed and detailed formulations were provided for each along 

with block diagrams summarizing their implementation.  Key results obtained in this dissertation 

are summarized below. 

 To better understand electromagnetic theory of nano-optical elements and concepts used 

to develop numerical models, background information was provided in the first two chapters.  

CHAPTER 1 introduced Maxwell’s equations from which wave equations were derived.  These 

were used to explain scaling theories and introduce the concept of left-handed materials.  

Microscopic models of the response of materials were presented in the form of the Lorentz 

oscillator model for dielectrics and the Drude model to metals.  From these, basic properties of 

bulk optical materials were identified and described. 

 CHAPTER 2 provided an introduction to photonic crystals and the tools used to analyze 

them.  Photonic crystal symmetry was introduced in terms of the fourteen Bravais lattices.  A 

mathematical framework was presented using lattice vectors to quantify their symmetry.  

Concepts of reciprocal lattices, Wigner-Seitz cells, and Brillouin zones were described.  The 

wave equation was presented as an eigen-value problem and important properties arising from 

this interpretation were identified.  Constructing and interpreting photonic band diagrams was 



 287

explained in detail while avoiding the mathematical details.  Physical origin of the photonic band 

gap was explained and dispersive behavior was compared to the response of real dielectrics. 

14.2. Numerical Methods 

 Numerical methods appropriate for modeling fabrication and optical behavior of nano-

optical elements must be able to handle large scale problems with high volumetric complexity.  

Typical run-time of the models was on the order of minutes to days.  Simple dielectric structures 

could be modeled with RCWA in minutes, while metallic structures modeled with FDTD often 

took several days.  The process models all ran within minutes.  All simulations were performed 

using 2 GHz Pentium IV processors. 

 The finite-difference frequency-domain method proved very powerful for visualizing 

fields, modeling structures containing metals, or modeling structures with large transverse 

dimensions.  An improved formulation of the method using matrix operators for derivatives on a 

Yee grid was presented.  A new method for incorporating arbitrary sources was outlined.  While 

not discussed in this dissertation, the general approach of matrix operators on the Yee was 

extended to model full vector hybrid modes of waveguides, and used to formulate beam 

propagation methods (BPM), method of lines (MOL), and more. 

 The finite-difference time-domain method was formulated to account for material 

dispersion.  This was done using material polarization and polarization current as intermediate 

parameters.  The potential exists to visualize these parameters and derive physical meaning from 

them.  It was also shown how to use the method to calculate photonic band diagrams.  FDTD is a 

particularly powerful method when metals are considered. 

 The plane wave expansion method proved very powerful for constructing photonic band 

diagrams of dielectric structures and calculating effective properties of waves in periodic media.  
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A unique formulation was presented to construct the eigen-value problem explicitly.  This offers 

easier formulation, easer implementation, and code that is more compact and easer to read.  It 

enabled easier truncation of spatial harmonics and straightforward incorporation of tensor 

material properties. 

 RCWA proved to be an incredibly fast and efficient method to model scattering from 

periodic media where transverse dimensions were on the order of a wavelength.  The method 

made of use of the enhanced transmittance matrix approach to cascade multiple layers because 

the structures being modeled did not warrant scattering matrices. 

 To model fabrication, this dissertation made use of the string method for deposition, 

etching, and autocloning.  The FMM was used to model developing.  Earlier work used the cell 

volume method to simulate the developing process, but FMM proved to be orders of magnitude 

faster, more accurate, and easier to implement.  It is somewhat restricted because the rate 

function can only be a function of position, and the surface can only progress in a single 

direction.  For this reason, the string method was used to model deposition and etching where the 

rate function is highly dependant on additional factors like visibility to a target and visibility to 

other points on the surface.  The string method is inherently unstable and requires considerable 

effort to make it stable.  Therefore, it has trouble resolving complicated surfaces and does not 

extend well to three dimensions.  In this dissertation, 3D topologies were constructed from the 

string method by assuming circular symmetry.  This is a valid assumption unless hole size is 

large enough that adjacent holes interact. 

14.3. Design and Optimization 

 It was initially proposed to use genetic algorithms (GA) [262-264] or particle swarm 

optimization (PSO) [265] to design and optimize nano-optical elements.  For the structures 



 289

addressed in this dissertation, that approach was not warranted because the degrees of design 

freedom were sufficiently understood or restricted. 

 CHAPTER 9 focused on design and analysis of a fabrication process instead of a specific 

device.  This was near-field nano-patterning and was shown to offer high immunity to 

mechanical vibration and enable partially coherent light to be used.  A method for synthesizing a 

four-beam exposure to realize any of the fourteen Bravais lattices was described.  A grating 

design approach was outlined that showed grating symmetry controlled the radial orientation of 

diffracted modes, grating period controlled the angle of diffracted modes within the diffraction 

planes, and the pattern and relief depth of the grating controlled diffraction efficiency.  Two 

example gratings were designed and implemented in the lab to realize 3D photonic crystals.  

Numerical tools from previous chapters were assembled to construct a comprehensive model of 

holographic lithography.  This is the first known effort to incorporate physics of lithography into 

simulations of photonic crystals.  It was predicted that holographic lithography will always form 

chirped photonic crystals where fill factor varies with depth.  A numerical study was outlined 

that predicted NFNP could be performed on a standard mask aligner.  Experimental results 

validated this predication when 3D photonic crystals were formed on a Quintell Ultraline 7000. 

 A space-variant photonic crystal filter was designed and optimized in CHAPTER 10 to 

enable a single CCD to detect color.  Two material systems were analyzed based on a simplified 

fabrication process of etching holes through hetero-structured substrates.  A defect was 

introduced into the lattice by modifying thickness of one layer.  A transmission peak appeared at 

the center of the photonic band gap.  Position of the peak in frequency could be tuned by varying 

hole size in the transverse direction.  This enables custom tuning of the transmission peak at each 

pixel in the CCD array using a single mask process.  Device geometry was optimized and 
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performance at oblique angles of incidence was studied.  It was shown that if hole radius varied 

with depth, performance of the device was seriously degraded.  It was shown this could be 

partially mitigated by adjusting thickness of each layer. 

 CHAPTER 11 addressed design and optimization of guided-mode resonance filters to 

fabricate devices with accurately placed resonances.  The GMR filter is very sensitive to 

structural deformations making it very difficult to achieve an accurately placed resonance 

without active tuning during operation.  A device geometry was devised that was sensitive to 

etching or deposition.  These processes were simulation and devices were designed that enabled 

them to be tuned to the correct resonance at the time of fabrication.  It was shown the tune-by-

etching process yielded devices with better performance. 

 Design and optimization of form-birefringent structures was addressed in CHAPTER 12.  

Most form birefringent devices use subwavelength binary gratings to provide birefringence.  It 

was shown that there is a fundamental tradeoff between transmission efficiency and aspect ratio 

of the grating grooves.  It was proposed in this dissertation to use lower refractive index 

materials to improve efficiency and exploit the autocloning process to realize birefringent 

structures with very high aspect ratio.  It was shown that birefringence could be optimized when 

layer thickness is made as small as possible.  Design methods were outlined and equations were 

derived for constructing continuous form-birefringent devices to convert linear polarization into 

fields with radial or azimuthal polarization. 

 CHAPTER 13 introduced metallic photonic crystals and described some of the key 

theories.  It was shown that lattices with continuous metallic elements behaved like bulk metals 

with a controllable plasma resonance, while lattices with discontinuous elements behaved more 

like dielectric photonic crystals.  Lattices comprised only of dielectric were compared to similar 
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lattices made of metal.  Metallic lattices of gold and silver were compared showing gold to be 

lossier.  Preliminary results were presented for investigating the impact of fabrication on the 

performance of a metallic photonic crystal formed by two-photon lithography.  It was shown that 

bulges at the lattice joints had a striking effect on optical behavior. 

14.4. Recommendations for Future Work 

 The finite-difference frequency-domain method is an incredibly powerful method and 

easy to implement.  It is less feasible for full vector 3D simulations due to large matrix size.  

Future efforts may focus on simple techniques that enable the method to be easily extended to 

3D problems. 

 The finite-difference time-domain method is likely the most commonly used numerical 

technique in existence for rigorous electromagnetic simulation.  A serious limitation is the 

inability to handle oblique angles of incidence when periodic boundaries are used while 

maintaining the broadband nature of FDTD.  Future work may focus on methods of 

accomplishing this. 

 The plane wave expansion method may be the most popular method for calculating 

photonic band diagrams of dielectric photonic crystals.  The method is not directly able to 

account for material dispersion because frequency is made the eigen-value.  Future work on this 

method could focus on efficient methods of incorporating material dispersion. 

 Rigorous coupled-wave analysis is an incredibly fast and efficient method for rigorous 

simulation of diffractive structures with dimensions on the order of a wavelength.  The method is 

less efficient for larger structures or structures with high volumetric complexity mainly due to 

calculation of eigen-modes in each layer.  It is particularly problematic for TM polarization in 

such media.  Future work could address these issues. 
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 The near-field nano-patterning process enables fabrication of nano-optical structures on 

standard mask aligners that virtually all cleanroom facilities are equipped.  Holographic 

lithography is likely to see most applications where large volume photonic crystals are needed.  

To make NFNP a viable technology, it will have to be performed on very thick films.  In this 

dissertation, film thickness never exceeded 7 μm.  The angular spectrum of the light will be a 

more significant problem for thicker films and methods for addressing this issue will likely be 

needed.  Future work may also focus on incorporating additional optics into the phase mask to 

produce defects in the photonic crystals.  Using the method to form nano-optical structures other 

than photonic crystals could be equally fertile areas of research. 

 Space-variant filters addressed in CHAPTER 10 only perform chromatic filtering.  

Polarization sensitive imaging systems could also be envisioned.  Future work may entail 

devising other photonic crystal structures that manipulate polarization or improve performance at 

oblique angles of incidence. 

 There is much room for future work with regard to the guided-mode resonance filters 

discussed in CHAPTER 11.  The device consisted of a single dielectric layer functioning as the 

grating and guiding layer.  Future work may focus on improving suppression away from 

resonance by considering multilayer structures.  This will likely entail tuning intermediate layers 

at intermediate wavelengths.  It was suggested in this chapter that the doubly periodic geometry 

produced by deposition may be exploited to improve or tailor the performance of the device. 

 Autocloning dielectric layers onto a formed surface relief grating was shown to provide 

very high aspect ratio birefringent structures.  Future work may address autocloning materials 

with higher index contrast or investigate deposition methods that are not strictly autocloning.  No 

published literature can be found detailing a rigorous simulation of the performance of a form-
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birefringent structure that encompasses transmission through the entire device aperture.  

Developing numerical methods to address this would enable rigorous analysis of field with 

singularities such as radial and azimuthal polarizations. 

 Metallic structures will likely find more applications at infrared and longer wavelengths 

due to high loss at shorter wavelengths.  Future work may use metallic structures to achieve 

strong spectral response from very small devices.  Negative refractive index and left-handed 

materials are receiving considerable attention at this time, but the future of concepts like 

“perfect” imaging is unclear.  Other aspects of metallic structures like the existence of 

longitudinal modes and incorporation of chiral structures are equally interesting.  Numerical 

modeling of metallic structures is particularly challenging.  Fast and efficient means of 

simulating large-scale and arbitrarily shaped structures is needed. 
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APPENDIX A 
 USEFUL GEOMETRY FOR PHOTONIC CRYSTALS 
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A.1 Geometry of Hexagonal Unit Cell 

 The hexagonal unit cell is often of great interest in two dimensional arrays due to the high 

degree of symmetry.  Figure A-1 summarizes the geometry of the unit cell where the lattice 

constant is a.   

 

 

Figure A-1: Geometry of hexagonal unit cell 
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A.2. Vector Bisection Operation 

 A useful geometric operation for calculating key points of symmetry in a Brillouin zone 

is a vector bisection as illustrated in Figure A-2.  The bisecting vector C  is defined as the vector 

in the same plane as A  and B , but with a magnitude that would reach the intersection of the 

planes perpendicular to A  and B .  The operation can be written symbolically as 

 

 BSV ,C A B⎡ ⎤= ⎣ ⎦  (A.1) 

 

 

Figure A-2: Bisecting vector 
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 The bisecting vector can be calculated through the following vector equations.  The unit 

vector n̂  is perpendicular to A , B , and C .  The unit vectors â  and b̂  point from the tips of A  

and B  respectively toward the tip of C .  Given the distance factors α and β, vector C  can be 

calculated as. 

 ˆˆC A a B bα β= + = +  (A.2) 

This equation can be solved for α and β through the following computations. 
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 (A.6) 

A.3. Calculation of Key Points of Symmetry for FCC Crystals 

 The Brillouin zone, irreducible Brillouin zone, and key points of symmetry for a face-

centered-cubic lattice are depicted in Fig. A-3.  Given the lattice vectors of the reciprocal lattice 

1T , 2T , and 3T , the key points of symmetry can be calculated using the bisecting vector function 

BSV ,A B⎡ ⎤⎣ ⎦  described above.  These are 

 [ ]T0 0 0Γ =  (A.7) 

 ( )2 3 2X T T= +  (A.8) 
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 ( )1 2 3 2L T T T= + +  (A.9) 

 1
32BSV ,K L T⎡ ⎤= ⎣ ⎦  (A.10) 

 BSV ,W X K⎡ ⎤= ⎣ ⎦  (A.11) 

 BSV ,U X L⎡ ⎤= ⎣ ⎦  (A.12) 

 

 

Figure A-3: Key points of symmetry for FCC lattice 
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