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Abstract: Data mining is the knowledge discovery process by analyzing the large volumes of data from various 

perspectives and summarizing it into useful information; data mining has become an essential component in 

various fields of human life. It is used to identify hidden patterns in a large data set. Classification techniques 

are supervised learning techniques that classify data item into predefined class label. It is one of the most useful 

techniques in data mining to build classification models from an input data set; these techniques commonly 

build models that are used to predict future data trends. In this paper we have worked with different data mining 

applications and various classification algorithms, these algorithms have been applied on different dataset to 

find out the efficiency of the algorithm and improve the performance by applying data preprocessing techniques 

and feature selection and also prediction of new class labels. 

Keywords: Classification, Mining Techniques, Algorithms. 

 

I. Introduction 
Data miming consists of a set of techniques that can be used to extract relevant and interesting 

knowledge from data. Data mining has several tasks such as association rule mining, classification and 

prediction, and clustering. Classification [1] is one of the most useful techniques in data mining to build 

classification models from an input data set. The used classification techniques commonly build models that are 

used to predict future data trends [2, 3]. 

Model construction: describing a set of predetermined classes 

 

1. Each tuple/sample is assumed to belong to a predefined class, as determined by the class label attribute 

2. The set of tuples used for model construction: training set. 

3. The model is represented as classification rules, decision trees, or mathematical formulae. 
4. Accuracy rate is the percentage of test set samples that are correctly classified by the model. 

5. Test set is independent of training set, otherwise over-fitting will occur. 

 

The goal of the predictive models is to construct a model by using the results of the known data and is to predict 

the results of unknown data sets by using the constructed model [13]. 

In the classification and regression models the following techniques are mainly used 

1. Decision Trees;  

2. Artificial Neural Networks  

3. Support Vector Machine 

4. K-Nearest Neighbor  

5. Navie-Bayes. 
Before classification, data preprocessing techniques [4, 5] like data cleaning, data selection is applied  

this techniques improve the efficiency of the algorithm to classify the data correctly.  

 
II. Data Sets used in the application: 

IRIS Datasets: -we make use of a large database „Fisher‟s Iris Dataset‟ containing 5 attributes and 150 
instances. It consists of 50 samples from each of three species of Iris flowers (Iris setosa, Iris virginica and Iris 

versicolor).  Four features were measured from each sample; they are the length and the width of sepal and 

petal, in centimeters. Based on the combination of the four features, Fisher developed a linear discriminant 

model to distinguish the species from each other classification method to identify the class of Iris flower as Iris-

setosa, Iris-versicolor or Iris-virginica using data mining classification algorithm. 

 

Liver Disorder: -The observations in the dataset consist of 7 variables and 345 observed instances. The first 5 

variables are measurements taken by blood tests that are thought to be sensitive to liver disorders and might 
arise from excessive alcohol consumption. The sixth variable is a sort of selector variable. The subjects are 

single male individuals. The seventh variable is a selector on the dataset, being used to split it into two sets, 

http://www.kvisoft.com/pdf-merger/
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indicating the class identity. Among all the observations, there are 145 people belonging to the liver-disorder 

group (corresponding to selector number 2) and 200 people belonging to the liver-normal group. 

E-coli: - (Escherichia coli commonly abbreviated E. coli) is a Gram-negative, rod-shaped bacterium that is 

commonly found in the lower intestine of warm-blooded organisms (endotherms). This dataset is consisting of 8 
attributes and 336 instances. The class distribution of 8 attributes are classified into 8 classes 

 
cp (cytoplasm)                                                                            143 

im (inner membrane without signal sequence)                           77 

pp (perisplasm)                                                                            52 

imU (inner membrane, uncleavable signal sequence)                 35 

om (outer membrane)                                                                  20 
omL (outer membrane lipoprotein)                                             5 

imL (inner membrane lipoprotein)                                              2 

imS (inner membrane, cleavable signal sequence)     2 
 

III. Classification algorithm: 
Differentiation classification algorithms [6, 7] have been used for the performance evaluation, below are listed. 

 

1: -j48 (C4.5):  J48 is an implementation of    C4.5 [8] that   builds decision trees from a set of training data in 
the same way as ID3, using the concept of Information Entropy. The training data is a set S = s1, s2... of already 

classified samples. Each sample si = x1, x2... is a vector where x1, x2… represent attributes or features of the 

sample.  Decision tree are efficient to use and display good accuracy for large amount of data. At each node of 

the tree, C4.5 chooses one attribute of the data that most effectively splits its set of samples into subsets enriched 

in one class or the other. 

 
2: -Naive Bayes: -a naive Bayes classifier assumes that the presence or absence of a particular feature is 

unrelated to the presence or absence of any other feature, given the class variable. Bayesian belief networks are 

graphical models, which unlikely naive Bayesian classifier; allow the representation of dependencies among 

subsets of attributes[10]. Bayesian belief networks can also be used for classification. A simplified assumption: 

attributes are conditionally independent: 

 

 

 
Where V are the data samples, vi is the value of attribute i on the sample and Cjis the j-th class. Greatly reduces 

the computation cost, only count the class distribution. 

 
3: - k-nearest neighborhood:- 

The k-NN algorithm for continuous-valued target functions Calculate the mean values of the k nearest 

neighbors Distance-weighted nearest neighbor algorithm Weight the contribution of each of the k neighbors 

according to their distance to the query point x
q

g giving greater weight to closer neighbors Similarly, for real-

valued target functions. Robust to noisy data by averaging k-nearest neighbors. 

 

 
The Euclidean distance between two points, X=(x1, x2,...................xn) and Y=(y1, y2,...................yn) is 
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4: -Neural Network:- 
Neural networks have emerged as an important tool for classification. The recent vast research 

activities in neural classification have established that neural networks are a promising alternative to various 

conventional classification methods. The advantage of neural networks lies in the following theoretical aspects. 
First, neural networks [9] are data driven self-adaptive methods in that they can adjust themselves to the data 

without any explicit specification of functional or distributional form for the underlying model. 

 

 

 

 

 

 

 

 
 
 
 
 
 
 

 

 
 

 

5: -Support Vector Machine: - 
 A new classification method for both linear and non linear data.It uses a nonlinear mapping to 

transform the original training data into a higher dimension. With the new dimension, it searches for the linear 

optimal separating hyper plane (i.e., “decision boundary”). With an appropriate nonlinear mapping to a 

sufficiently high dimension, data from two classes can always be separated by a hyper plane SVM finds this 

hyper plane using support vectors (“essential” training tuples) and margins (defined by the support vectors). 

 

 
 

IV. Implementation 
The Following tools and technologies used for the Experimentation is Rapid Miner [14] is an open 

source-learning environment for data mining and machine learning.  This environment can be used to extract 

meaning from a dataset.  There are hundreds of machine learning operators to choose from, helpful pre and post 

processing operators, descriptive graphic visualizations, and many other features. It is available as a stand-alone 
application for data analysis and as a data-mining engine for the integration into own products. 

Weka[15] is a collection of machine learning algorithms for data mining tasks. The algorithms can 

either be applied directly to a dataset or called from your own Java code. Weka contains tools for data pre-

processing, classification, regression, clustering, association rules, and visualization. It is also well suited for 

developing new machine learning schemes. Weka provides access to SQL databases using Java Database 

Connectivity and can process the result returned by a database query. 

JFreeChart [16] is an open-source framework for the programming language Java; it is an open source library 

http://en.wikipedia.org/wiki/SQL
http://en.wikipedia.org/wiki/Database
http://en.wikipedia.org/wiki/Java_Database_Connectivity
http://en.wikipedia.org/wiki/Java_Database_Connectivity
http://en.wikipedia.org/wiki/Java_Database_Connectivity
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available for Java that allows users to easily generate graphs and charts. It is particularly effective for when a 

user needs to regenerate graphs that change on a frequent basis. JFreeChart supports pie charts (2D and 3D), bar 

charts, line charts, scatter plots, time series charts, and high-low-open- close charts. 

 

V. Experiment and Results: 
The different algorithms are applied to different dataset and the performance is evaluated [11, 12]. The 

information gain measure is used to select the test attribute at each node in the tree. Such a measure is referred 

to as an attribute selection measure or a measure of the goodness of split. The attribute with the highest 

information gain is chosen as the test attribute for the current node. This attribute minimizes the information 

needed to classify the samples in the resulting partitions and reflects the least randomness or “impurity” in these 

partitions.  

 

Information gain 
If a set S of records is partitioned into classes C1, C2, C3. . . Cion the basis of the categorical attribute, 

then the information needed to identify the class of an element of S is denoted by: 

...........................

 
 
Where pis the probability distribution of the partition Ci.Thus Entropy can be written like this 

 
Thus the information gain in performing a branching with attribute A can be calculated with this equation. 
Gain (A) =I (S)-E (A) 

After the preprocessing of data, it comes computing the information gain necessary to construct the decision 

tree. After these information gains are computed, the decision tree is constructed. 
      Gain (sepal length) =0.44 

           Gain (sepal width)    =0.0 

    Gain (petal length)    =1 

    Gain (petal width)     =1 

 
                                                                    Fig: 1: -J-48 Decision tree for iris dataset 

 

The feature selection can apply to remove the zero weight attributes; by removing those attributes the 

performance can be improved. The most useful part of this is attribute selection. 
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1. Select relevant attributes 

2. Remove redundant and/or irrelevant attributes. 

 

The screen shots and results are displayed below. 

Datasets Classification Performance 

Iris 
J48 95.33% 

Neural net 97.33% 

E-coil 
Decision tree 80.06% 

Neural net 83.01% 

Liver Disorder 
Neural net 67.59% 

J48 69.58% 

Table1:  Classification results by using different Algorithms 

 

 
   

Fig: 2: -Classification result Pie chart for liver              Fig: 3:-Improved classification result for liver disorder                                                                                                      

 Disorder dataset.                                                                         Using neural net with removal of zero weight                   

                                                                                            

 Fig: 4: -Classification result for e-coli dataset 

using neural net                                                        Fig: 5: -pie chart of e-coil dataset 

 

 

 

 

 

 

 

 

 

 

 
Fig: 6: -Classification result for iris dataset using neural net          Fig: 7: -Pie chart for iris dataset
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Predictive analysis can be used to predict the new class label. By using the different algorithms but Neural 

Network and K-Nearest Neighborhood was the efficient. 

 

Datasets Classification Performance 

Of Prediction 

Iris 
Naive Bayes Incorrect 

Neural net Correct 

E-coil 
SVM Incorrect 
KNN Correct 

Liver Disorder 
Decision tree Incorrect 

KNN Correct 
Table2. Displays the Predictions of new class label 

 

VI. Conclusion: 
Classification is one of the most useful techniques in data mining to build classification models from an 

input data set. Choosing the right data mining technique is another important fact to overcome the problems. 

The results of different classification algorithm are compared and to find which algorithm generates the 

effective results and graphically displays the results. Compare the performance of the different classification 

algorithms when applied on different datasets. 
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Abstract: This work presents and investigates the discriminatory capability of contourlet coefficient co-

occurrence matrix features in the analysis of mammogram images and its classification. It has been revealed 

that contourlet transform has a remarkable potential for analysis of images representing smooth contours and 

fine geometrical structures, thus suitable for textural details. Initially the ROI (Region of Interest) is cropped 

from the original image and its contrast is enhanced using histogram equalization. The ROI is decomposed 

using contourlet transform and the co-occurrence matrices are generated for four different directions (θ=0°, 

45°, 90° and 135°) and distance (d= 1 pixel). For each co-occurrence matrix a variety of second order 

statistical texture features are extracted and the dimensionality of the features is reduced using Sequential 

Floating Forward Selection (SFFS) algorithm. A PNN is used for the purpose of classification. For 

experimental evaluation, 200 images are taken from mini MIAS (Mammographic Image Analysis Society) 

database. Experimental results show that the proposed methodology is more efficient and maximum 
classification accuracy of 92.5% is achieved. The results prove that contourlet coefficient co-occurrence matrix 

texture features can be successfully applied for the classification of mammogram images. 

Keywords-Contourlet Transform, Mammogram, SFFS, PNN, ROI, MIAS 

 

I. Introduction 
Breast cancer is the most frequently diagnosed cancer and the leading cause of cancer death among 

females, accounting for 23% of the total cancer cases and 14% of the cancer deaths. Breast cancer has 

outnumbered other cancers and has become the leading cause of cancer deaths in women, pushing lung & 

bronchus to second place[1]. According to GLOBOCAN 2008[1] estimates, about 12.7 million cancer cases and 

7.6 million cancer deaths are estimated to have occurred in 2008; of these, 56% of the cases and 64% of the 
deaths occurred in the economically developing world.  Breast cancer not only endangersthe life of the patient, 

but also causes damage to the female sexual characteristic organ [2], [3].Early detection of breast cancer is of 

utmost importance: localized cancer leads to a 5-year survival rate of 97.5%, whereas cancer that has spread to 

distant organs has a 5-year survival rate of only 20.4% [4]. Mammography is, at present, one of the most reliable 

methods for early detection of breast carcinomas [5]. And it is currently the best way that can detect the clinical 

asymptomatic concealed breast cancer. It can reveal pronounced evidence of abnormality, such as masses and 

calcifications, as well as subtle signs such as bilateral asymmetry and architectural distortion [6]. Reports from 

the American Cancer Society (ACS) shows that early diagnosed breast cancer patient can achieve a survival rate 

as high as 97% before the spreading of the carcinoma cells [7]. Therefore, early detection and diagnosis of the 

breast cancer is very important in saving the life of the patient and it‟s the most effective way to increase thecure 

rate and lower the mortality rate. In studying mammograms specific features are sought in routine examinations 
as common indicators of malignancy. The specific features or abnormalities present in the mammogram images 

are classified into calcification, circumscribed masses, spiculated masses, ill-defined masses, architectural 

distortion and asymmetry. Calcifications are calcium deposits present in the breast, calcifications are further 

classified into Macro-calcifications and Micro-calcifications. Macro-calcifications are large calcium deposits 

and are not associated with cancer. Micro Calcifications (MC) appear as small white spots similar to grains of 

sand with a diameter of less than 0.5 mm and are grouped closely together to form clusters. Circumscribed 

masses mostly appear as uniform and smooth masses in the shape of irregular circles. Spiculated lesions appear 

as a region with segments distributed in many directions as a multi-arms star. Ill-defined masses are the masses 

that do not have a fixed pattern. An architectural distortion on a mammogram is basically a disruption of the 

normal 'random' pattern of curvilinear and fine linear radiopaque structures normally seen on the mammogram. 

There is no visible mass, but the distortion often appears as a 'stellate' shape or with radiating speculation. 

Asymmetrical distortion refers to asymmetry between the breasts (left and right breast of the same patient), it 
can be in shape or in certain area in the mammograms. Figure 1 shows the sample mammogram image for a 

normal mammogram image. Figure 2 shows the sample mammogram images for the various abnormalities 

discussed above. 
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Figure 1. Normal Mammogram Image 

   

mdb315 – Circumscribed Mass mdb202 –Spiculated Mass mdb209 –Micro Calcification 
 
 

 

 

 
 

 

 
 

 

  

mdb117 –Architectural Distortion mdb058- Ill defined Masses mdb081 –Asymmetry 
Figure 2. Abnormal Mammogram Images 

 

Texture is a commonly used feature in the analysis and interpretation of images. For mammographic 

images of mild texture the results obtained using texture analysis prove to be successful. Three main feature 

extraction method namely, statistical methods, model based methods and signal processing methods are 

discussed by Malagelda[8]. The statistical features included first order statistics, co-occurrence matrices [8] and 

runlengthstatistics [9]. Model based methods are based on prior models such as Markov random fields [10], 

autoregressive models and fractals [9]. Signal processing methods are based on  pixel characteristics or image 

frequency spectra including Law‟s texture measures, Gabor filtering [8] and Wavelets[11],[12]. In the proposed 

method the efficiency of contourlet transform is exploited to achieve a more efficient mammogram texture 

feature analysis and PNN is used for classification. It has been revealed that contourlet transform has a 

remarkable potential for analysis of images representing smooth contours and fine geometrical structures, thus 
suitable for textural details.The rest of this paper is organized as follows, section 2 describes the Contourlet 

Transform, section 3 explains the proposed method, Section 4 discussesthe results and finally  section 5 contains 

the conclusion. 

 

II. CONTOURLET TRANSFORM 
The major drawback for wavelets in two-dimensions is their limited ability in capturing directional 

information. To overcome this deficiency, researchers have recently considered multiscale and directional 

representations that can capture the intrinsic geometrical structures such as smooth contours in natural images. 

Some examples include the steerable pyramid [13],brushlets [14], complex wavelets [15], and the curvelet 
transform [16]. In particular, the curvelet transform, pioneered by Cand`es and Donoho, was shown to be 

optimal in a certain sense for functions in the continuous domain with curved singularities. Inspired by 

curvelets, Do and Vetterli [17], [18] developed the contourlettransform based on an efficient two-dimensional 

multiscale and directional filter bank that can deal effectively with images having smooth contours. Contourlets 
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not only possess the main features of wavelets (namely, multiscale and time-frequency localization), but also 

offer a high degree of directionality and anisotropy. The primary goal of the contourlet construction [17], [18] 

was to obtain a sparse expansion for typical images that are piecewise smooth away from smooth contours. Two 
dimensional waveletslack directionality and are only good at catching point discontinuities, but do not capture 

the geometrical smoothness of the contours.Contourlets were developed as an improvement over wavelets in 

terms of this inefficiency. The resulting transform has the multiscale and time-frequency-localization properties 

of wavelets, but also offers a high degree of directionality and anisotropy.The contourlet transform is 

implemented via a twodimensional filter bank that decomposes an image into several directional subbands at 

multiple scales. This is accomplished by combining the Laplacian pyramid [19] with a directional filter bank 

[20] at each scale. Due to this cascade structure, multiscale and directional decomposition stages in the 

contourlet transform are independent of each other. One can decompose each scale into any arbitrary power of 

two‟s number of directions, and different scales can be decomposed into different numbers of directions. This 

feature makes contourlets a unique transform that can achieve a high level of flexibility in decomposition while 

being close to critically sampled(up to 33% overcomplete, which comes from the Laplacian pyramid). Other 
multiscale directional transforms have either a fixed number of directions, or are significantly overcomplete 

(depending on the number of directions).  

 

III. PROPOSED METHOD 
The proposed method consists of four stages i) The Preprocessing Stage ii) Feature Extraction Stage iii) 

Feature Selection Stage and iv) Classification Stage. The MIAS database consists of 322 mammogram images 

digitized at 50 micron pixel edge, which is reduced to 200 micron edge and clipped/padded so that every image 

is 1024 x 1024 pixels. Of the 322 images, 207 images are normal and 115 images are abnormal. The abnormal 

images are further categorized into benign (non-cancerous) and malignant (cancerous) images. The case sample 
analyzed consists of 200 images, and the images are selected such that 120 of them are normal and 80 of them 

are with abnormalities. The original mammogram images taken from the mini-MIAS database is of size 1024 x 

1024 pixels. In order to reduce the computation time and increase the classification accuracy of the system, 

instead of analyzing the entire image only the Region Of Interest(ROI) i.e., the region in the image that contains 

abnormalities is extracted and is subsequentlyanalyzed. The steps involved in the method are explained in detail.  

 

3.1 Preprocessing 

With the help of an experienced radiologist the Region Of Interest (ROI) of size 256x256 pixels was 

manually cropped. The cropped ROI is of low contrast hence the ROI is preprocessed using a contrast 

enhancement technique.For enhancing the contrast of the image adaptive histogram equalization technique is 

used. It enhances the contrast of images by transforming the values in the intensity image. Unlike histogram 

equalization, it operates on small data regions (tiles), rather than the entire image. Each tile‟s contrast is 
enhanced, so that the histogram of the output region approximately matches the specified histogram. The 

neighboring tiles are then combined using bilinear interpolation in order to eliminate artificially induced 

boundaries. Figure 3 shows the original mammogram imageof size 1024x1024 pixels with benign MC cluster. 

Figure 4(a) shows the cropped Region Of Interest (ROI) of size 256x256 pixels and 4(b) shows the preprocessed 

ROI. 

 
Figure 3.  Original Mammogram Image of size1024x1024 pixels with Benign MC cluster. 

  

 

 

 

(a) ROI of size 256x256 pixels 

 

(b) Preprocessed ROI of size 256x256 pixels 

Figure 4. ROI and Preprocessed ROI 
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3.2 Feature Extraction 

3.2.1 Contourlet Decomposition 

The preprocessed ROI is decomposed using ContourletTransform and the contourlet coefficients are 
obtianed. Contourlet Transform utilizes a double filter bank, in order to obtain a sparse expansion of typical 

images containing smooth contours. The Laplacian Pyramid (LP) is used first to detect the point discontinuities 

of the image and then a Directional Filter Bank (DFB) to link point discontinuities into linearstructures. The 

combined result is the contourlet filter bank, which is a double iterated filter bank that decomposes the image 

into directional subbands at multiple scales. The separation of directional and multiscale decomposition stages 

provides a fast and flexible transform with computational complexity O(N) for N-pixel images. The 

preprocessedROI is decomposed into four pyramidal levels, which are then further decomposed into four, eight 

and sixteen directional sub-bands using Contourlet transform. Figure 5 shows an example of the decomposition 

of a ROI using Contourlet transform. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. Decomposition of a ROI using Contourlet Transform 

 

3.2.2 Contourlet Coefficient Co-Occurrence Matrix Features(CCCM) 

First Order statistical texture measures computed using only histograms carry no information regarding 
the relative position of pixels with respect to each other. Co-occurrence Matrix is a well-established robust 

statistical tool for extracting second order texture information from images [21,22,23]. The co-occurrence 

matrix method of texture description is based on the repeated occurrence of pixel values with respect to relative 

positions of pixel values in the image. Using the contourlet coefficients generated in the previous stage, the co-

occurrence matrices are computed for four different directions (θ=0°, 45°, 90° and 135°) and distance (d=1 

pixel). For each co-occurrence matrix the following features are determined, Autocorrelation, Contrast, 

correlation, cluster prominence, Cluster shade, dissimilarity, Energy, Entropy, Homogeneity, Maximum 

Probability, variance, sum average, sum variance, difference variance, difference entropy and Information 

measure of correlation.  

 

3.3 Feature selection 

Because of the high dimensionality of input features, a feature selection algorithm is deployed to 
reduce the redundancy and improve classification accuracy. Feature selection approaches offer more than one 

significant advantages,including reduction of computational complexity, improved generalization ability 

androbustness against outliers. A widely adopted algorithm for feature selection is theSequential Floating 

Forward Selection (SFFS) algorithm [24] which has been used ina broad range of applications [25]. The idea 

behind the SFFS algorithm consists ofconsecutive forward selection steps, followed by a number of backward 

steps as longas the resulting subsets are better than the previously evaluated ones at the same level.Due to its 

behavior, the method has the ability to correct wrong decisions made inthe previous steps in order to 

approximate the optimal solution as accurate as possible.This results in one of the key advantages of the SFFS 

algorithm: its tolerance todeviations from monotonic behavior of the feature selection criterion function 

[24],[25].However, in order to achieve this near optimality, the need of computational time isgreatly increased, 

especially in the case of data of greater complexity anddimensionality. 
 

3.4Classification - Probabilistic Neural Network 

Probabilistic Neural Network [PNN] is a network formulation of „probability density estimation‟. It is a 

model based on competitive learning with a „winner takes all attitude‟ and the core concept based on 

multivariate probability estimation. The distinguishing feature of PNN is that the computational load in the 

training phase is transferred to the evaluation phase. The main advantage of PNN is that training is 

instantaneous, easy and faster compared to back propagation networks. The development of PNN relies on the 
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Parzen window concept of multivariate probabilities. The PNN is a classifier version, which combines the 

Baye‟s strategy for decision-making with a nonparametric estimator for obtaining the probability density 

function. The PNN architecture consists of an input layer, a pattern layer, a summation layer, and an output 
layer. Figure 6 shows the architecture of PNN. The input layer simply distributes the input to the neurons in the 

pattern layer and does not perform any computation. 

 

 
Figure 6. Probabilistic Neural Network Architecture 

 

The neuron 𝑥𝑖𝑗 of the pattern layer receives a pattern x from the input layer and computes its output as given by 

the equation below, 

∅𝑖𝑗  𝑥 =  
1

(2𝜋)
𝑑

2 𝜎𝑑
exp  −

 𝑥−𝑥𝑖𝑗  
𝑇

(𝑥−𝑥𝑖𝑗 )

2𝜎2
         (1) 

Where  

𝜎 denotes the smoothing parameter, 

 𝑥𝑖𝑗 denotes the neuron vector and  

D denotes the dimension of the pattern vector x. 

 

The summation layer neurons compute the maximum likelihood of pattern x being classified into Ciby 

summarizing and averaging the output of all neurons that belong to the same class using equation given below, 

𝑝𝑖 𝑥 =  
1

(2𝜋)
𝑑

2 𝜎𝑑

1

𝑁𝑖
 exp  −

 𝑥−𝑥𝑖𝑗  
𝑇

(𝑥−𝑥𝑖𝑗 )

2𝜎2
 

𝑁𝑖
𝑗=1                  (2) 

 

Where 𝑁𝑖 is the total number of samples in class Ci. The decision layer unit classifies the pattern x in accordance 

with the Bayes‟ decision rule based on the output of all the summation layer neurons by 

 

𝐶 𝑥 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑝𝑖 𝑥  ,           𝑓𝑜𝑟 𝑖 = 1,2… , 𝑚                (3) 

 
Here C(x) denotes the estimated class of the pattern x and m is the total number of classes in the training 

samples. 

 

IV. RESULTS AND DISCUSSIONS 
The mini MIAS database consists of left and right breast images for a total of 161 pairs. Forour 

experimentation purpose we have used 200 mammogram images, of which 120 images are normal and 80 

images are abnormal.The PNN is trained using 60% of the samples for each category and the remaining 40% of 

the images are taken as the test images. TABLE 1 shows the number of training samples and testing samples 

used for the experimentation purpose. 
 

TABLE  1.  Distribution of Training and testing samples 

Class No. of Training Samples No. of Testing Samples 

Normal 72 48 

Abnormal 48 32 

 

The Images are decomposed using contourlet transform and the co-occurrence matrices are generated. The 

second order texture features are extracted and using SFFS algorithm the optimal features set is selected. The 
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selected features are given as input to the PNN and the image is classified as normal or abnormal. The efficiency 

of the system is determined using the measures such as True Positive Rate, False Positive Rate, True Negative 

Rate and False Negative Rate.True Positive Rate is the measure of abnormal images classified correctly as 
abnormal; False Positive Rate is the measure of a normal mammogram classified as abnormal. False Negative 

Rate is the measure of anabnormal case classified as normal. True Negative Rate is a measure of annormal 

mammogram classified as normal. TABLE 2 shows the confusion matrix obtained using the proposed method 

for a totalof 80 test samples. 30 out of 32 abnormal images are classified correctly as abnormal thus producing a 

true positive rate of 93.75% and 44 out of 48 normal images are correctly classified as normal to produce a true 

negative rate of 91.66%.The overall accuracy of the system is determined using the formula, 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑜 .𝑜𝑓  𝑖𝑚𝑎𝑔𝑒𝑠  𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑  𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦  

𝑇𝑜𝑡𝑎𝑙  𝑛𝑜 .𝑜𝑓  𝑡𝑒𝑠𝑡  𝑖𝑚𝑎𝑔𝑒𝑠
                         (4) 

Using the proposed system, 74 out of the 80  images tested are classified correctly thus producing an overall 

classification accuracy of 92.5%. 
 

TABLE 2: Confusion Matrix obtained using the proposed Method for Test Images 

 

True Class Predicted Class 

Normal Abnormal 

Normal (48) 44  (True Negative) 4 (False Positive) 

Abnormal (32) 2 (False Negative) 30 (True Positive) 

 

The results obtained using the proposed method is compared against the results obtained using other methods 

and the parameters obtained are shown in TABLE 3. In the first method wavelet based texture features are 

extracted and classified using PNN classifier. In the second method contourlet based texture features are 

extracted and classified using PNN classifier without using a feature selection algorithm. Thus from the results 

obtained it is clear that the accuracy of the proposed system with feature selection is better compared to the 

other methods.  
 

TABLE 3: Comparison of results obtained 

Method Wavelet+PNN Contourlet+CCCM+PNN Proposed Method  

with SFFS 

Classification Accuracy 85% 86.25% 92.5% 

True Positive Rate 87.5% 87.5% 93.75% 

True Negative Rate 83.33% 85.41% 91.66% 

False Positive Rate  16.6% 14.5% 8.33% 

False Negative Rate 12.5% 12.5% 6.25% 

 

V. CONCLUSIONS 
In this study, a texture based analysis of digital mammograms using contourletcoefficient co-

occurrence matrix features is proposed. The method proves the potential of contourlet transform and second 

order texture features for classification problems.From the results obtained it is clear that the use of SFFS 

algorithm for feature selection has helped to improve the classification accuracy. The experimental dataset taken 

for this study consists of both normal and abnormal mammogram images taken from mini-MIAS database and a 

highest classification accuracy of 92.5% is achieved. The future work should include automating the 

segmentation procedure so that the classification process becomes fully automatic and further classifying the 

abnormal mammograms into benign and malignant class. 
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Abstract: Using AI Hans peter Wickelgren applying the usage  of text-based passwords is common 
authentication system in any Application. This conventional authentication scheme faces some kind of 

limitations and drawbacks with usability and crypto-graphical security issues that bring troubles to users. For 

example, user tends to pick passwords that can be easily guessed. On the contrary, if a password is hard to 

guess, then it is often hard to remember. An alternative system is required to overcome these problems. To deal 

with these drawbacks, authentication scheme that use photo ,image, or set of pattern  as password is proposed 

using knowledge Recall-Based System(KRBS).Graphical passwords consist of clicking or dragging activities on 

the pictures rather than typing textual characters, might be the option to overcome the problems that arise from 

the text-based passwords authentication system. In this paper, a comprehensive Artificial Intelligence(AI) study 

of the existing graphical password schemes is performed. The graphical password authentication systems are 
categorized into two AI approach types: An approach on recognition-based System (RBS) and second approach 

on Recall-based system (RCBS). We discuss adequately the strengths  and limitations of each method in terms of 

usability and security aspects . 

Keywords- Graphical Passwords using Hans peter Wickelgren,  Recognition-Based Graphical User 

Authentication, Recall-Based Graphical User Authentication, Pure Recall-Based Authentication, Knowledge 

Recall-Based Authentication System, Usability, Security , Artificial Intelligence(AI) ,Knowledge-Based 

Development Systems(KBDS).  

 

I. Introduction 
Many Web sites need authentication schemes to distinguish human from non-human users or to control 

distribution of content to select groups. However, today‟s Web access control mechanisms remain fairly 

cumbersome; administrators must maintain access control lists and user accounts, and users must remember and 
manage a large collection of graphical passwords. An authentication mechanism known as CAPTCHAs ( 

Completely Automated Public Turing test to tell Computers and Humans Apart" ) has gained popularity for 

distinguishing humans from non-human .Authentication is a process by which a system verifies the identity of a 

user .It is a process of determining whether a particular individual or a device should be allowed to access a 

system or an application or merely an object running in a device[14]. Authentication deals with the security as 

an act of showing the belongings to its owner only. Also, adequate authentication is the initial step of defense 

for protecting any resource. Various user authentication schemes are available these days. But out of these entire 

how many are truly secure? To answer it lets go through the back-ground of graphical passwords using AI 

approach . We deal with graphical passwords because graphical password schemes act as a possible alternative 

to text-based schemes which are proposed mainly by the fact that humans can remember pictures better than text 

[10]. Pictures are generally easier to be remembered or recognized than text, especially photo patterns. 

Graphical passwords is harder to guess or broken by brute force and digital marking . If the number of possible 
image patterns is sufficiently large, the possible password space of a graphical pass-word scheme may exceed 

that of text-based schemes and thus most probably offer improved security against hyperlink-text  attacks. The 

use of graphical password methods is gaining awareness because of these advantages. Graphical passwords were 

originally described by Blonder [3]. In his description, an image would appear on the screen, and the user would 

click on a few chosen regions of it. If the correct regions were clicked in, the user would be authenticated.  

 

Two way Classification : Graphical Password Techniques 

In general, the graphical password techniques can be classified into two categories: recognition-based 

and recall-based graphical techniques using AI technique. 

 

Recognition Based System  
Using recognition-based techniques, a user is presented with a set of image pattern  and the user passes 

the authentication by recognizing and identifying the image pattern  he or she selected during the registration 
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stage in the system. There are many graphical password authentication schemes in knowledge Base which 

designed by using recognition-based techniques. They are discussed below. Jensen et al. [4] proposed a 

graphical password scheme based on “image or picture password” designed especially for mobile devices such 
as PDAs. Because mobile devices use PIN-based (Personal Identification Number) authentication, since they do 

not employ a standard QWERTY keyboard for conveniently entering text-based passwords. However, PINs 

provide a small password space size, which is vulnerable to attacks. Here, throughout the password creation, the 

user has to select the theme first (e.g. simple image pattern in contradictory with pixel patterns namely sea and 

shore, cat and dog and etc  )  which consists of thumbnail photo pattern. The user then selects and registers a 

sequence of the selected thumbnail photo to form a password (Fig. 1). The user needs to recognize and identify 

the previously seen photos and touch it in the correct sequence using a tablet-stylus type of graphical device in 

order to be authenticated. However, as the numbers of thumbnail photos are limited only to 30, the size of the 

password space is considered small. A numerical value is assigned for each thumbnail photo and the sequence 

of selection will produce a numerical password which may be programmed as even. This numerical password is 

shorter than the length of textual password. To over-come this problem a user can select one or two thumbnail 
photos as one single action in order to create and enlarge the size of the password space. However, this will 

make the understandability (AI) of the created password become more complex and difficult. 

 

 
Fig. 1- Cats and dog theme 

 

                               
                                            Fig. 2- Pass faces TM     

                                                                                                                                                                

Based on the assumption that human can recall human faces easier than other pictures, Real User Corporation 

has developed their own commercial product named Pass faces TM [5]. Basically, Pass faces (Fig.2a)  works as 

follows, users are required to select the previously seen human face from a grid of nine faces one of which is 

known while the rest are decoys (Fig. 2). This step is continuously repeated until all the four faces are identified. 

                                         
Fig .2.a  Pass faces : Based on the Brain’s Innate ability to Recognize Faces (Fig . By Courtesy ) 

 

A comparative study conducted by Brostoff and Sasse [6] in which 34 subjects involved in the test showed that, 

the Pass faces pass-word is easier to remember compared to textual passwords. Results also showed that Pass 

faces took a much longer login time than textual passwords. Empirical and comparative studies by Davis et al. 

[7] showed that, in Pass faces the user's choice is highly affected by race, the gender of the user and the 

attractiveness of the faces. This will make the Pass faces password somewhat predictable. Sobrado and Birget 

[8] produced a “moveable frame scheme”. This scheme is similar to their previous scheme but, only three pass 
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objects were involved in this technique. One of the pass-objects is placed into the moveable frame. To be 

authenticated, the user needs to rotate the frame until all the pass-object is locat-ed in a straight line (Fig. 3). To 

reduce the possibility of logging, Sobrado and Birget suggest repeat of the process a number of times by 
clicking or turning it randomly. However, this step is un-pleasant, confusing and lengthy since because many 

non-pass objects are involved. Sobrado and Birget last scheme is called “special geometric configuration”. In 

this scheme four pass objects are involved to form an intersection point (Fig. 4). To be authenticated, user only 

required to click the object nearest to the intersection point.  

 

                                                      
     Fig. 3- Moveable frame scheme                                                    Fig. 4- The special geometric configuration 

                                       

 
Fig. 5- Pict-O-Lock scheme 

 

Hong et al. [9] proposed a scheme called Pict-O-Lock as shown in Fig. 5. For the purpose of picture 

memorability, Hong et al. al-lowed users to choose their own words to correlate with each pass -object variant. 

For example, “3” can be used to be associated with a pass-object alternative which exhibits a shape similar to 

the shape of “3”; this facilitates the task of password recall. This considerably extends the process of password 

registration. 

Dhamija and Perrig [2] proposed a scheme using a hash visualization technique on the abstract images. 

The scheme is called “Déjàvu” (Fig. 6). According to their studies, the result showed that it took more time to 

create a graphical password compared to traditional approach. Besides that, 90% of the authentication using 
Déjà vu succeeded compared to 70% using the traditional approach. However, due to the larger amount of 

pictures stored on the server side, the authentication process can be slow due to network traffic delay. Even 

though the size of the password space of Déjà vu is much smaller compared to text based password, it cannot be 

concluded that Déjà vu scheme is easy to remember. 

 

             
Fig. 6- Déjà vu scheme         Fig .7  Example of DAS 

 

Recall-Based System 

In recall-based systems, the user is asked to reproduce something that he/she created or selected earlier 
during the registration phase. Recall based schemes can be broadly classified into two 

groups, viz. pure recall-based technique and cued recall-based technique. 
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Pure Recall-Based Techniques 

In this group, users need to reproduce the passwords without any help or reminder by the system. 

Draw-A-Secret technique [8], Grid selection [3], and Pass doodle [5] are some examples of pure re-call-based 
techniques.DAS (Draw-A-Secret) scheme is the one in which the password is a shape drawn on a two-

dimensional grid of size G * G as in Fig.7. Each cell in this grid is represented by distinct rectangular 

coordinates (x, y). The values of touch grids are stored in temporal order of the drawing. If exact coordinates are 

crossed with the same registered sequence, then the user is authenticated. As with other pure recall-based 

techniques, DAS has many drawbacks. In 2002, a survey concluded that most users forget their stroke order and 

they can remember text passwords easier than DAS. Also, the password chosen by users are vulnerable to 

graphical dictionary attacks and replay attack. 

In 2004, the Grid selection technique was proposed by Thorpe and Van Oorschot [3] to enhance the 

password space of DAS. To improve the DAS security level, they suggested the "Grid     Selection" technique, 

where the selection grid is large at the beginning, 

A fine grained grid from which the person selects a drawing grid, a rectangular area to zoom in on, in 
which they may enter their password as shown in Fig. 8. This technique would increase the 

password space of DAS, which improves the security level at the same time. Actually, this technique only 

improves the password space of DAS but still carries over DAS weaknesses. 

Pass doodle, is a graphical password of handwritten drawing or text, normally sketched with a stylus 

over a touch sensitive screen as shown in Fig. 9. Goldberg et. al have shown that users were able to recognize a 

complete doodle password as accurately as text-based passwords. Unfortunately, the Pass doodle scheme has 

many drawbacks. Users were fascinated by other users' drawn doodles, and usually entered other users' 

password merely to a different doodles from their own. It is concluded that the Pass doodle scheme is vulnerable 

to several attacks such as guessing, spyware, key-logger, and shoulder surfing. 

 

                                          
Fig.8 Example of Grid selection     Fig.9 .Example of Pass doodle  

 

Cued Recall-Based Techniques 
In this technique, the system gives some hints which help users to reproduce their passwords with high 

accuracy. These hints will be presented as hot spots (regions) within an image. The user has to choose some of 

these regions to register as their password and they have to choose the same region following the same order to 

log into the system. The user must remember the “chosen click spots” and keep them secret. There are many 

implementations, such as Blonder scheme [1] and Pass-Point scheme [6].In 1996, Recall-based Techniques G. 

E. Blonder [3] designed a scheme in which a user is presented with a predetermined image. A user has to locate 

one or more tap regions on the displayed image as their password. The user has to click on the approximate 

areas of those tap regions in the predefined order (Fig. 10). 

                                                    
                      Fig. 10- Blonder scheme                                                                  Fig. 11- VisKey SFR 
  

The major problem with this scheme is related to the memorable password space. Users cannot randomly click 

the background of the image since it will make the created password difficult to recall because of the simple 

background of the image. VisKey is a recall-based authentication scheme that currently has been 

commercialized by SFR Company [10] in Germany. This software was designed specifically for mobile devices 
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such as PDAs. In PDA„s techniques use grid  for session password generation [15].To form a password, users 

need to tap their spots in sequence (Fig. 11). 

The problem with this technique is the input tolerance. Since it is difficult to point to the exact spots on 
the picture, Viskey permits all input within a certain tolerance area around it. The size of this area can be pre-

defined by users. Nonetheless, some precautions related to the input precision needs to be set carefully, as it will 

directly influence the security and the usability of the password. For a practical setting of parameters, a four spot 

VisKey can offer theoretically almost 1 billion possibilities to define a password. However, is not large enough 

to avoid the off-line attacks by a high-speed computer. At least seven defined spots are needed in order to 

overcome the brute force attacks. Passlogix Inc. [11] is a commercial security company located in New York 

City, USA. Their scheme called Passlogix v-Go uses a technique known as “Repeating a sequence of actions” 

which means creating a password by a sequence. In this scheme, user can select their background images based 

on the environment, for example in the kitchen, bathroom, bedroom or etc. (Fig.12) To enter a password, user 

can click and/or drag on a series of items within that image. For example in the kitchen environment, user can 

prepare a meal by selecting cooking ingredients, take fast food from fridge and put it in the microwave oven, 
select some fruits and wash it in washbasin and then put it in the clean bowl. 

 

                             
Fig. 12- Passlogix scheme                                                   Fig. 13- Pass points scheme 

 

Other environments such as cocktail lounge allow users to select their favorite vodka, brandy or whiskey and 

mix it with other cock-tails. This type of authentication is easy to remember and fun to use. Nevertheless, there 

are some disadvantages such as the size of password space is small. There are limited places that one can take 

vegetables, fruits or food from and put into, therefore causing the passwords to be somewhat guessable or 

predictable. Experimental studies by Wiedenbeck et al [12] extended Blonder's design. Their scheme called 
“Pass Points” expanded the clickable area of the traditional image background introduced by Blonder. As a 

result, users can click anywhere on an image to form a pass-word (Fig. 13). The tolerance area of each selected 

location is also calculated to ensure it fulfills the usability and security re-quirements. A user is authenticated if 

he or she accurately clicks all the selected locations within the tolerance of each selected area. Since the authors 

allow the usage of any types of images, the amount of memorable password space is relatively larger than 

textual passwords. Pass Points users had more difficulties to learn the password and it also took more time to 

input their passwords compared to alphanumeric passwords [12]. 

 

                                                         
                                                                         Fig. 11- Jermyn et al. DAS scheme 

 

Jermyn et al. [13] proposed a scheme, known as “Draw-A-Secret (DAS)”. This scheme is based on a 
two dimensional grid, users have to draw something to represent their password. Each of the grids coordinates 

from the drawn pictures is stored in the order of the drawing. To be authenticated, user needs to redraw the 

picture again. If the drawing lines up at the same grids coordinates with the proper sequence, then the user is 
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authenticated (Figure11). There are some advantages when using a grid as the back-ground for the drawing. 

First, the users can draw a password as long as they wish. Second, grid based techniques also lessens 

the need for the graphical database storage on the server side and reduced the traffic loads without transferring 
an images through network. Further-more, the full password space for a grid based schemes is much better than 

traditional textual passwords. 

Possible Attack on Graphical Password Techniques Very less study has been done on cracking 

graphical passwords. Some of the possible techniques for breaking graphical pass-words are given below and a 

comparison with text-based pass-words. 

Brute Force Attack-The main defense against brute force attack is to have a sufficiently large password 

space. Text-based pass-words have a password space of 94 N, where N is the length of 

the password, 94 is the number of printable characters excluding SPACE. In some graphical password 

techniques password space is similar to or larger than that of text-based passwords. Recognition based graphical 

passwords tend to have smaller password spaces than the recall based methods. A brute force attack is difficult 

to carry against graphical passwords than text-based passwords. Automatically generated accurate mouse 
movement is required in brute force attack to reproduce human input, which is mostly difficult in case of recall 

based graphical passwords.  

 

Dictionary Attacks- Since recognition based graphical pass-words involve mouse input instead of keyboard 

input, it will be impractical to carry out dictionary attacks against this type of graphical passwords. For some 

recall based graphical passwords, it is possible to use a dictionary attack but an automated diction-ary attack will 

be much more difficult than a text based dictionary attack. Overall, graphical passwords are less vulnerable to 

diction-ary attacks than text-based passwords. 

 

Guessing- Like a serious problem usually  associated with text-based passwords, graphical passwords also tend 

to predict. For example, studies on the Pass face technique have shown that 

people often choose weak and predictable graphical passwords. Similar predictability is found among the 
graphical passwords created with the DAS technique. As per Wickelgren   

                                                                

   m - γ (1+ βt ) 
- €  

 

 

 

 Where m is memory strength, and  t is time (i.e., the retention  interval). The equation has three parameters: 1 is 

the state of long- term memory at t -0 (i.e., the degree of learning), c is the rate of forgetting, and b is a scaling 

parameter here.  

 

Spyware Attack- Excluding a few exceptions, key logging or key listening spyware cannot be used to break 

graphical passwords. It is not clear whether “mouse tracking” spyware will be an effective tool against graphical 
passwords or not. However, mouse motion alone is not enough to break graphical passwords. Such information 

has to be associated with application information, such as position and size of window, as well as time 

information. Shoulder surfing: Most of the graphical passwords are vulnerable to shoulder surfing like text 

based passwords. A few recognition-based techniques are designed to resist shoulder-surfing. Not any of the 

recall-based based techniques are resistant to should-surfing attack. 

 

Social Engineering- To give away graphical passwords to another person is difficult as compared to text based 

password. For example, it is very difficult to give away graphical passwords over the phone. Setting up a 

phishing web site to obtain graphical passwords would be more time consuming. 

 

II. Conclusion and Future Directions 
A study of existing graphical password techniques is done in this paper. The graphical password 

techniques are classified into two categories; recognition-based and recall-based techniques. Over-all, it is more 

difficult to break graphical passwords using the established attack methods like brute force attack, dictionary 

attack ,and spyware. The past decade has seen an emergent interest in using graphical passwords as an 

alternative to the conventional text-based passwords. There is a need for more in-depth research that investigates 

possible attack methods against graphical pass-words. 
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Abstract: Over the recent years, a great deal of effort has been made to age estimation & gender recognition 

from face images. It has been reported that age can be accurately estimated under controlled environment such 

as frontal faces, no expression, and static lighting conditions. However, it is not straightforward to achieve the 

same accuracy level in real-world environment because of considerable variations in camera settings, facial 

poses, and illumination conditions. In this paper, we apply features based approach for gender recognition & 

histogram base matching for age prediction to get desired objectives. Through real-world age estimation 

experiments, we demonstrate the usefulness of our proposed method. 
Keywords: Face Detection, Skin Color Segmentation, Face Features extraction, Features recognition, Fuzzy 

rules,Histogram,Image mining 

 

I. Introduction 
Human’s faces reveal various information including gender, age and ethnicity. They provide important 

cues for many applications, such as biometric authentication and intelligent human-computer interface. In this 

paper, we present a new method that can identify humans’ genders from their face images. In the past, many 

researches devote to finding good image features for gender recognition. Among them, Adaboost [1] is a good 

tool for feature selection. There are many gender-recognition algorithms constructed based on AdaBoost. Wu 

and Ai [5] proposed a boosting method based on the look-up-table (LUT) weak classifiers. In their work, they 

train three different detectors (gender, ethnicity, and age) to acquire demographic information by using the two-

class Real AdaBoost algorithm [2]. Shakhnarovich and Viola [6] used Viola and Jones’ cascaded AdaBoost 

method [1] to train a face detector, which is a linear combination of the weak classifiers selected from rectangle 

features. They then selected a set of weak classifiers from the face detector for gender and ethnicity recognition. 

Instead of rectangle features, Shummet and Henry [7] designed a new set of weak classifiers which use the 

relationship between two pixels’ intensities as features, and show that the recognition rate can be further 
improved. Instead of AdaBoost, Moghaddam and Yang [8] investigated the use of nonlinear support vector 

machines (SVMs) to classify gender from face images. With the Gaussian radial basis function (RBF) kernel, a 

high. However, the computational loads of these two approaches are high. They are thus not suitable for real-

time applications. Among the above, the Shakhnarovich and Viola’s method [6] is probably the most efficient 

one in terms of the computational cost for real applications. It is because that some of the rectangle features used 

for face detection are re-used for gender recognition. Hence, in this method, we do not need to recomputed the 

features once the face has been detected, and so the entire computational time (including both face detection and 

gender recognition) can be reduced. In addition, it is also well known that the evaluation of rectangle features 

can be considerably speeded up by using the integral-image technique [1]. However, the recognition rate of [6] 

still needs a considerable improvement. In this paper, we develop a fast gender recognition algorithm based on 

rectangle features too. Rectangle features can be used to describe sub-regions of a human face, and hence pixel-

wise data can be transformed into component wise data. We cascade several rectangle features into a feature 
vector. The features are then served as a descriptor for faces to identify the gender. We did a comparative study 

by employing features in various kinds of classifiers, such as the nearest-neighbor (NN), principle component 

analysis (PCA), and nonlinear SVMs, and suggest an effective detector for Gender recognition. Unlike the 

method of Shakhnarovich and Viola [6], we do not restrict ourselves to select the rectangle features only from 

those used to construct the face detector. In other words, we allow the rectangle features to be selected 

arbitrarily in a large feature pool. In this way, the rectangle features selection can be more discriminative, and 

hence our approach is more accurate for gender recognition. Although in our approach, the rectangle features 

used for gender recognition and face detection may not be the same, they still share the same integral image. 

Hence, we can still re-use the integral image, originally built for face detection, to efficiently evaluate the 

rectangle features for gender recognition. The total computational time (including both face detection and 

gender recognition) can thus be saved as well 
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II. Literature Survey 
Identifying the age and gender information of a face is a challenging task and has gained significant 

attention recently. Metze et al. (2007) compared four approaches for age and gender recognition from telephone 

speech; these included a parallel phoneme recognizer system to compare the Viterbi decoding scores for each 

category-specific phoneme recognizer, a system using dynamic Bayesian networks to combine several prosodic 

features, a system based solely on linear prediction analysis, and a GMM system based on MFCCs. It was 

reported in Metze et al. (2007) that the parallel phone recognizer system performs as well as human listeners on 

long utterances but its performance degrades on short utterances while the system based on prosodic features, 

such as fundamental frequency (F0), jitter, shimmer and harmonics-to-noise-ratio, has shown relative robustness 

to the variation of the utterance duration. More recently, novel acoustic features (Ajmera and Burkhardt, 2008), 

frame and utterance based acoustic-prosodic joint features (Spiegl et al., 2009; Meinedo and Trancoso,2010; 

Gajsek et al., 2010; Eyben et al., 2009), lexical features (Wolters et al., 2009) as well as fuzzy SVM modeling 
(Nguyen et al., 2010) have all been proposed to improve the recognition performance. In Ajmera and Burkhardt 

(2008), the discrete cosine transform is applied to the cepstral coefficients and the cepstral trajectories 

corresponding to lower (3-14 Hz) modulation frequencies provide best discrimination. Prosodic features (pitch, 

energy, formants, vocal tract length warping factor, speaking rate, etc) and their functional can also be added to 

the cepstral features at the frame or utterance level to enhance the performance (Spiegl et al., 2009; Meinedo 

and Trancoso, 2010; Gajˇsek et al., 2010; Eyben et al., 2009; Wolters et al., 2009). In addition to the prosodic 

features, novel lexical level features like word-class frequencies have also been proposed for age recognition 

purpose (Wolters et al., 2009). In the fuzzy SVM modeling method proposed by Nguyen et al. (2010), a fuzzy 

membership is assigned as a weight to each training data point to increase the robustness against noise and 

outliers. Furthermore, techniques from speaker verification and language identification applications such as 

GMM-SVM mean super vector systems (Bocklet et al., 2008), nuisance attribute projection (NAP) (Dobry et al., 
2009), anchor models (Dobry et al., 2009; Kockmann et al., 2010) and Maximum-Mutual-Information (MMI) 

training (Kockmann et al., 2010) have been successfully applied to speaker age and gender identification tasks 

to enhance the performance of acoustic level modeling. In Dobry et al.(2009), anchor modeling utilizes a back 

end SVM to model the distribution of similarity scores between training data and all the anchor speaker models. 

Due to the different aspects of modeling, combining different classification methods together can often 

significantly improve the overall performance (M¨uller and Burkhardt, 2007; van Heerden et al., 2010; Meinedo 

and Trancoso,2010; Bocklet et al., 2010; Kockmann et al., 2010; Lingenfelser et al., 2010). 

Humans perceive gender not only based on the face, but also on the surrounding context such as hair, 

clothing and skin tone [15, 6], gait [14] and the whole body [6, 1]. Below, we review relevant work on gender 

prediction from facial images only. The problem of gender classification based on human faces has been 

extensively studied in the literature [20, 3].There are two popular methods. The first one is proposed by 

Moghaddam et al. [20] where a Support Vector Machine (SVM) is utilized for gender classification based on 
thumbnail face images. The second was presented by Baluja et al.[3] who applied the Adaboost algorithm for 

gender prediction. Recently, due to the popularity of Local Binary Patterns (LBP) in face recognition 

applications [2], Yang et al.[24] used LBP histogram features for gender feature representation, and the 

Adaboost algorithm to learn the best local features for classification. Experiments were performed to predict 

age, gender and ethnicity from face images. A similar approach was proposed in [25]. Other local descriptors 

have also been adopted for gender classification. Wang et al.proposed a novel gender recognition method using 

Scale Invariant Feature Transform (SIFT) descriptors and shape contexts. Once again, Adaboost was used to 

select features from face images and form a strong classifier.Gao et al. [10] performed face-based gender 

classification on consumer images acquired from a multi-ethnic face database. To overcome the non-uniformity 

of pose, expression, and illumination changes, they proposed the usage of Active Shape Models (ASM) to 

normalize facial texture. The work concluded that the consideration of ethnic factors can help improve gender 
classification accuracy in a multiethnic environment. A systematic overview on the topic of gender classification 

from face images can be found in [17]. Among all the descriptors that encode gender information such as LBP 

[25], SIFT [24] and HOG [6], the LBP has shown good discrimination capability while maintaining simplicity 

[17]. To establish a base-line for appearance based methods, we use LBP in combination with SVM to predict 

gender from facial images in this work. Although in previous work [22]geometry features were used as a priori 

knowledge to help improve classification performance, none of the aforementioned approaches, unlike our 

work, focused explicitly and solely on facial metrology as a means for gender classification. Perhaps our work is 

more closely related to earlier research by Shi et al. [23, 24] on face recognition using geometric features, where 

they used ratio features computed from a few anatomical landmarks. However, we take a more comprehensive 

look at the explicit use of facial geometry in solving the problem of gender classification. We use solely 

metrological information based on landmarks, which may or may not be biologically meaningful. In our 

approach, the local information from independent landmarks is used instead of holistic information from all 
landmarks. 
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III. Proposed Algorithm 
3.1 Gender Recognition 

1. Input an Image 

2. Detect skin area in Input Image. 

3. Detect Features like eyes and mouth in skin region. 

4. If Features detected then go to step 5 else step 1. 

5. Crop Face. 

6. Load Database Male Females features. 

7. Locate Features in a face area. 

8. Count Male & female Features. 

9. Filter Counted features into strong & weak features. 

10. Form Fuzzy Conclusion from features & Display gender result. 

 

3.2 Age Prediction 

 

3.2.1  Training 

1. Select an Input Image. 

2. Detect skin area in Input Image. 

3. Detect Features like eyes and mouth in skin region. 

4. If Features detected then go to step 5 else step  

5. Crop Face. 

6. Save Face into Database with its age. 

7. Repeat step 1 to 6 for 100 images(Training Images) 
 

3.2.2 Testing 
1. Select an Input Image. 

2. Detect skin area in Input Image. 

3. Detect Features like eyes and mouth in skin region. 

4. If Features detected then go to step 5 else step  

5. Crop Face. 

6. Load faces Images from training directory & Match with input face image using histogram matched 

approach. 

7. Retrieve Match image age from database. 

8. Display Result. 

9. Stop 
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Figure 3.1 Data Flow diagram of Gender Recognization 
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Figure 3.2 Data Flow diagram of Gender age  Prediction(Training) 

 
Figure 3.3 Data Flow diagram of Gender age  Prediction(Testing) 
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3.3 Face Detection 

Skin color plays a vital role in differentiating human and non-human faces. From the study it is observe 

that skin color pixels have a decimal value in the range of 120 to 140. In this project, we used a trial and error 
method to locate skin color and non skin color pixels. But many of the times, system fails to detect whether an 

image contains human face or not (i.e. for those images where there is a skin color background).an image is 

segmented into skin color and non-skin color pixels with the equations 

140 ≤ |𝑃𝑥𝑦| ≤ 120 
ex. 3.1 

𝑤𝑒𝑟𝑒 𝑃𝑥𝑦 = 𝑝𝑖𝑥𝑒𝑙 𝑎𝑡 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑥𝑦 
The skin pixels values are set to 1(i.e. #FFFF) and non skin pixels are set to 0(i.e. 0000). The pixels are 

collected and set as per equation 

If 

lim𝑖→1 𝑛 ( 120 ≤  𝑃𝑥𝑦 ≤ 180) = 1
3

1
--------eq3. 2 

Else   

lim𝑖→1 𝑛 ( 180 ≤  𝑃𝑥𝑦 ≤ 120) = 0
3

1
-------eq 3.3 

𝑤𝑒𝑟𝑒 𝑛  = 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑜𝑓 𝑖𝑛𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒 

Literature review point out that, FACS system technique is based on face features extractions like eye, nose, 

mouth, etc. In this project, we minimize the number of features (i.e. only eyes and mouth) but given the more 

weight age for fuzzy rules formations from these extracted features. Face extractions consist of following steps 

 Let W and H are the width and height of skin and non-pixel image as shown in fig 3.1.1 

 Read the pixel at position (0,H/2) which is a middle of i.e. left side of image. 

 Travers a distance D1 = W/6 in horizontal direction to get the start boundary pixel of skin region. 

 Travers a distance D2= H/6 from a pixel position (W/6, H/2) in upward directions. Same may do in downward 

direction and locate the points X1, X2. 

 Travers a distance D3=W/3 from the point X1 and locate the point X3. Same do from the point x2 and locate 

the point X4. 

 Crop the square image as shown. 

 
Figure 3.4 Detected Face Area 

 
Figure 3.5 Face Features Extraction 

 

Human face is made up of eyes; nose, mouth and chine etc. there are differences in shape, size, and structure of 

these organs. So the faces are differs in thousands way. One of the common methods for face expression 

recognition is to extract the shape of eyes and mouth and then distinguish the faces by the distance and scale of 

these organs. The face feature extractions consist of following steps 

 Let W and H are width and height of an image shown in Fig 3.2.3 

 Mark pixel Pi (W/2, H/2) as centre of image. 

 Travers a distance H/8 from the pixel Pi towards upward and mark a point K1. 

 Travers a distance W/3 from the point K1 towards leftward and mark a point K2. 

 Travers a distance H/10 towards downward from the point K2 and mark a point K3. 

 Travers a distance W/4 from the point K3 towards right and mark the point K4. 

 Travers a distance H/10 from the point K4 toward up and mark the point K5. 
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 Same steps are repeated for extracting the right eye and mark the point N2, N3, N4, and N5. 

 Travers a distance H/8 from the point Pi towards downward and mark the point M1. 

 Travers a distance W/6 towards left and right from the point M1 and marks the point M2 and M3. 

 Start with the point M2 traverse a distance H/10 towards downward and mark the point M4.  

 Travers a distance W/6 from the point M4 towards right and mark the point M5. Same may do from point M5 

and mark the point M6.  

 Travers the distance H/10 from M6 towards up that meets to the point M3. 

. 
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3.4 Features Location 

 
Figure 3.7 Data Flow diagram for locating features of training database into input image face region 

 

In this project we create a system that is useful to find the object that is present inside the image. In this we first 

take a image as an input for which we have to find the object. After selecting the input image we have to focus 
on the target image. After getting both input image and target image we compare the size of both the image. If 

the size of input image is greater than target image then we proceed with our system otherwise we are going to 

focus on the input image. If the above criteria get satisfied then we create the sub matrixes of both the images 

for example we create 3 X 3 matrixes. After creating the sub matrixes we compare both the sub matrixes of both 

the image. This Matrix can be created with the help of pixels present in both the images. If matching found then 

we concludes that the given object is found in the other image. The object is shown as an output by creating red 

boxes on that object. The output object image is displayed and the co ordinates of that object that is the height 

and width from top and bottom in the form of coordinates is shown with the help of im tool. 
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IV. Experiment Results 
4.1.1.1 Project GUI 

 
 

Figure 4.1 Main Form   Figure 4.2 Face Detection 

 
Figure 4.3 Skin Detection     Figure4.4 Features & Gender Detected 

 

 
Figure 4.5 Age Prediction 

  

Sr 

No 

Images 

tested 

Gender 

Predicted 

% of 

Gender 

prediction 

Age 

Predicted 

% of Age 

Prediction 

1 5 5 100 4 80 

2 10 7 70 6 60 

3 15 12 80 10 66.66 

4 20 16 80 14 70 

 

V.  Conclusion 
This paper presented an approach to age and gender classification from still image. We find that the 

proposed methodology system performs on average comparably to Human visualizes. The results of a user study 

[7] shows that use patterns of Proposed systems for senior citizens differ significantly from those of adults or 

young faces. We believe the overall acceptance of proposed systems can be increased significantly by providing 

tailored versions of such systems, which adapt characteristics such as the degree of automation in a caller pre-

selection scenario, order of presentation of options. In these scenarios, age and gender classification is not used 

to limit access (e.g. as in protection of minors), but to increase user satisfaction by providing individualized 
services even in the absence of knowledge about the face identity. 
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Abstract: This paper addresses an approach to build lexical and parser tool for Component Based Object 

Oriented Program (CBOOP). In this Paper,Lexical analysis tool use for the scanning of CBOOP program. 

Lexical tool reads the input characters of the source program and return the tokens. Parser will generate the 
syntax tree of CBOOP program and check the syntax of program. The driver program, i.e., main program will 

open the file containing CBOOP program according to input. 

Keywords:CBOOP,Lexical Analyzer, Tokens, Parser, Driver program 

 

I. Introduction 
The latest programming paradigm in software engineering field is Component Based Object Oriented 

Programming. This paradigm has advantage of reusability over previous paradigm like object oriented 

programming. It also has advantage of high granularity and lower modular interdependence. It also ensures that 

true inheritance does not violate encapsulation as it was in case of object oriented programming. The future of 

software engineering lies in this programming paradigm [5]. 

To use any software for any novice user there is need of executable form of that software. For this 

purpose there arises the need a compiler. Lexical analyzer and parser isfrontend of compiler. These stages of 
compiler build syntactic structure of any software. These stages play important role in building executable form. 

This paper aims at provide an approachto achieving these stages on Component Based Object Oriented 

Program. 

 It uses previous approaches of parsing and lexical analysis and applies and modifies it accordingly to 

parse the Component Based Object Oriented program. It provides with an approach that allow parsing and 

lexical analyzer of Component Based Object Oriented Programming. 

Lexical Analyzer reads the source program character by character, breaking the source program into a 

sequence of tokens. The various tokens are keywords,identifiers, operators, constants and punctuation symbols 

such as comma and parenthesis. Each token is a collection of character with well-defined meaning of the source 

program that is to be treated as a single unit. The Lexical analyzer analyses successive character in the source 

program starting from the first character not yet grouped into a token. In order to determine the next token, 
many characters may be searched beyond the next token. These tokens are sent to the parser for syntax analysis 

[7]. 

Consider the following expression in C++: 

result=(a+b)*2; 

When this expression is input to the lexical analyzer, following tokens are generated: 

Token Type of Token 

Result Identifier 

= Assignment Operator 

( Punctuator 

A Identifier 

+ Addition Operator 

B Identifier 

) Punctuator 

C Identifier 

++ Increment Operator 

5 Integer Literal 

; Punctuator 
 

Table 1 

The parser uses the tokens from lexical analyzer and generates the syntax tree.In this paper, bottom-up parser is 

used which works on context free grammar.Parser takes input line by line and checks syntax of that statement.It 

takes input and compares it with context free grammar and check whether input is correct or not. Top-down 
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parser is not used because it is less efficient than bottom-up parser. Bottom-up parser uses right-most derivation 

in reverse order [2][4]. 

For the above expression, i.e., result=(a+b)*2; parser generates the following parse tree: 

 

 
Fig. 1 

 
cin>>a>>b; 

Fig. 2 State diagram of input operation 

 

Fig. 2 is the state diagram of input operation. It checks that input operation is syntactically correct or not. When 

cin is applied on the initial state q0, state changes from q0to q1. Then, if extraction operator>>comes the state 

changes to q2. Further, identifier changes the state to q3. The extraction operator changes the state back to q2, 

this terminal at q3 state is used when more than one variable are to be declared. Finally, semi-colon (;) changes 

the state to the final state qf. 

 

II. Working OfCboop 
First of all, the driver program opens component program on basis of input user enters. For example, if 

user entersinput as 5!.Then the driver program opens factorial component. If user enters a quadratic equation it 

opens quadratic component. The sole purpose of driver program is to open component program. The driver 

program is like “My Computer” icon in our desktop. From “My Computer” icon   various drives can be opened 

that are present in the system. It doesn’t solely perform any function or stores any data. Similarly is the driver 

program which just opens component program.Next, the driver program then performs lexical analysis on 

opened component and then parser analysis on the opened component.Now, since Component Based Object 

Oriented Program is collection of interdependent program. So, one component can depend on other component. 

So if driver program opens component that is dependent on other component then driver program first of all 

opens component that will be needed by input component. It then performs lexical analysis and parser on last in 

first out manner. Lexical analysis is performed on each component only once. On other hand, the parser 
performs syntax analyzer on component each time it is needed [6]. 

 
Fig. 3 
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Fig. 3 shows Component Based Object Oriented Program for mathematical calculator.If driver program opens 

exponential series component, then driver program checks which component will be needed by exponential 

series component. It finds out that it will need factorial, summation and division components. The driver 

program performs lexical analysis on each component, i.e., factorial, power, division,summation and 

exponential series component. Then parser analyzer performs the parsing on each component program opened. 

In Fig. 3, exponential series component is used to compute exponential series which is of the form: 

𝑒𝑥 = 1+
𝑥

1!
+
𝑥2

2!
+
𝑥3

3!
+⋯ ,−∞ < 𝑥 < ∞ 

First of all driver program passes input 1 to factorial component, and then it passes 2 to factorial component and 

so on. So parsing is performed on factorial component with input as 1, 2 and so on. Then driver program opens 

power component and passes input as x and power to x. Then driver program opens division component passes 

output of power component and factorial component as input. Then driver program opens summation series 

component and passes output of division component. In this exponential series is evaluated [6]. 

 

III. Pseudo Code For Driver Program, Lexical And Parser 
This section represents the pseudo code of driver program, lexical and parser. 

In driver program, first of all it takes input from user. This input act as “key” which tells driver program which 

component to open. The driver program scans input from left to right character by character. It compares 

character read with cpgm which has list of all components. It then opens the desired component.  

Next, the driver program performs lexical analyzer on this component by applying lexical analyzer pseudo code 

on it. Then it performs parser on component opened by applying parser pseudo code on it. It then applies this 

procedure in iterative manner.   

 

Scan input Procedure driver_pgm(input,cpgm) 
Begin 

while(input) 

{ 

from left to right character by character 

Compare input with cpgm 

then 

Open component on input read 

Perform lexical analyzer on component opened 

Perform parsing on component open 

Remove the character read from input 

} 
 

In lexical analyzer, component is read character by character. Next, lexical analyzer collects character into 

logical groupings called lexemes. First of all, lexical analyzer checks first character of lexeme. If it is character 

then it can be reserved word or identifiers. Then, lexical analyzer it with predefined reserved words then lexeme 

is reserved words otherwise it is identifier. If first character of lexeme is digit then it can be either integer literal 

or floating literal. If first character is neither digit nor character, it compares lexeme with predefined set of 

operators. This procedure is applied on each character of component. 

 

Procedure lexical_analyzer 

{ 

Read a character 

switch(char) 
{ 

case LETTER: 

stoken[i]:=char 

Read a character 

while(char==LETTER|| char==DIGIT) 

{ 

stoken[i]:=char 

Read a character 

} 

ifstoken is reserved word 

then 
return reserved word 
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else 

return identifier 

break 

case DIGIT: 

stoken[i]:=char 

Read a character 

while(char==DIGIT) 
{ 

stoken[i]:=char 

Read a character 

} 

return literal 

break 

} 

} 

 
In parser, first of all define context free grammar that would be used for Component Based Object 

Oriented Program. Then take output of lexical analyzer as input for the parser. In this input program, each line 

of initial component is terminated by #. Now parser read input line by line and stores it in input array. Then 

apply bottom up parsing approach to generate table-driven parser. In this program take an empty array stack. 

Now the procedure compare this stack array with RHS of every production defined in context free grammar 

decided earlier. If no productions match then push a symbol of input array into stack and define this operation as 

“push”. If it matches RHS of any production then it pops those symbols from stack that matches RHS of 

production and pushes LHS of that production. This procedure is iteratively applied until input array has “$”. 

Now if input array and stack array has $ then that input is successfully parsed otherwise it is not successfully 

parsed.   

 
Procedure parser 

{ 

do 

{ 

Read a character 

input[i]:=char 

while(char!=#) 

{ 

input[i]:=char 

Read a character 

} 

stack[50]:=NULL 
do 

{ 

if stack not equal to RHS of productions of CFG 

Then 

push character of input into stack and print shift operation 

else 

pop all elements from stack and push LHS of that production into stack 

print reduce operation 

} 

while(input!=NULL) 

} 
while(!eof()) 

} 

 

 

IV. Result 
First of all, on applying lexical analyzerpseudocode on component it will generate “symbol table”. 

Symbol table is text file which list of all identifiers and integer literal and string literal used in component along 

with line number and column number. The symbol table for the factorial component is : 
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Then applying parser pseudocode on component, get table driven parser. This table has three columns: stack 

symbol, input and operation. The operation column can take two values: push operation and pop operation. 
Thistable shows how bottom up parser is applied on input and how it is reduced to start variable of context free 

grammar. The input and stack column shows value of input and stack array on each iteration of parser pseudo 

code.  

 
 

V. Conclusion 
This paper addresses the concept of compiler for component based object oriented program.It modifies 

the traditional approach of lexical and parser design to be able to be used for component based object oriented 

program. Italso discusses the approach to parse various components of component based object oriented 

program and tells how component is opened from component based object oriented program.It also tells how 

various interdependent components are successfully parsed. This paper designs front end of component based 

object oriented program compiler. 
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 Abstract : This paper presents a shape-based approach to curve evolution for the segmentation of medical 

images. Automatic interpretation of medical images is a very difficult problem in computer vision. Several 

methods have been developed in last decade to improve the segmentation performance in computer vision. A 

promising mathematical framework based on variational models and partial differential equations has been 

investigated to solve the image segmentation problem. This approach benefits from well-established 
mathematical theories that allow people to analyze, understand and extend segmentation methods. In this paper, 

a variational formulation is considered to the segmentation using active contours models. 

Keywords  - Active Contour, Image Segmentation, Level Set Method, Morphological Erosion, Thresholding, 

Variational Level Set Method, Contour Evaluation. 

 

I. INTRODUCTION 
In computer vision image segmentation refers to the process of partitioning a digital image into 

multiple segments i.e. sets of pixels, also known as super pixels [1]. The goal of segmentation is to simplify 

and/or change the representation of an image into something that is more meaningful and easier to analyze. 

Image segmentation is typically used to locate objects and boundaries (lines, curves, etc.) in images. More 

precisely, image segmentation is the process of assigning a label to every pixel in an image such that pixels with 

the same label share certain visual characteristics. The result of image segmentation is a set of segments that 

collectively cover the entire image, or a set of contours extracted from the image. Each of the pixels in a region 

are similar with respect to some characteristic or computed property, such as color, intensity, or texture. 

Adjacent regions are significantly different with respect to the same characteristics. When applied to a stack of 

images, typical in Medical imaging, the resulting contours after image segmentation can be used to create 3D 

reconstructions with the help of interpolation algorithms like Marching cubes [1], [2]. 

Medical imaging is the set of digital image processing techniques that create and analyze images of the 
human body to assist doctors and medical scientists. In medicine, imaging is used for planning surgeries, X-ray 

imaging for bones, Magnetic resonance imaging, endoscopies and many other useful applications [3], [4]. 

Several general-purpose algorithms and techniques have been developed for image segmentation. Since 

there is no general solution to the image segmentation problem, these techniques often have to be combined 

with domain knowledge in order to effectively solve an image segmentation problem for a problem domain. 

 

II. PREVIOUS WORKS 
In computer vision literature, various methods dealing with segmentation and feature extraction are 

discussed. The well known technique of the morphological watershed transform creates a tessellation of the 
image domain in several small regions by considering the image values as intensity niveaus in a topographical 

landscape. 

By simulating rainfall, the domain is grouped in catchment basins, regions in which the water drains 

from all points to the same local intensity minimum. Naturally, this method is very sensitive to small variations 

of the image magnitude and consequently the number of generated regions is undesirably large. To overcome 

this problem of identifying exhaustively many segments there have been investigated in recent years to reduce 

the complexity of the tessellations by region merging based on homogeneity criteria or studying the evolution of 

the catchment basins in Gaussian scalespace. Such techniques can generate unpredictable results and depend to 

a large extend on user interaction and the quality of the initial partition. Although improvements have been 

made, the creation of the watersheds is still computationally demanding [5]. 

An entirely popular approach to visual shape analysis is related to so called active contour models and 

snakes [6], [7], [8]. It is based on a curve respective surface evolution, starting from some initial curve or 
surface which is propagated to achieve a proper approximation of the segment boundary. Active contour models 

may incorporate a wide range of driving forces. Many of them are based on minimization of combined energy 

functionals controlling the fairness of the resulting curve on one hand and the attraction to areas of interest such 

as object boundaries on the other hand. Weighting parameters have to be carefully chosen to be a good balance 

http://en.wikipedia.org/wiki/Algorithm
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between these terms. In early works explicit snakes with a standard parametric curve representation were used. 

The key disadvantage of this method is a topological constraint: the curve can not split to approximate 

boundaries of not simply connected segments. Such problems have been solved by introducing implicit snakes 

models [9], in which the initial curve is interpreted as the zero level curve of a function. The evolution of these 

snakes is controlled by a PDE [9]. An external term is considered to include information about the initial image. 

Although contours are able to split in this formulation, there remains the problem that the result of the 

segmentation relies significantly on a good initialization. Furthermore, many models have difficulties in 
progressing into boundary concavities. Addressing these particular problems a new class of external forces has 

been proposed by deriving from the original image a gradient vector in a variational framework [10]. Sensitivity 

to initialization has been drastically reduced and contours have a more sensible behavior in the regions of 

concavities. 

 

III. CONCEPT OF LEVEL SET METHOD 
The level set method is based on combination of several existing methods. Normally, the thresholding 

method is used to make an image binary. But the technique here is used in a new moderated way. Instead of 

making an image binary, a threshold value is defined to make all the value under threshold to 0 value and others 
to take the value as original image. This helps to keep original properties of original image and keep all value 

fixed as original image. Thus, further analysis will be based on original image. The main purpose of using this 

technique is to ignore unnecessary part of image that is not requiring for image segmentation. After applying 

thresholding technique, the image contains some small ignorable parts that also need to ignore. For this purpose, 

a morphological technique is used known as erosion. But in case of erosion a very small sized structured 

element is considered so that the original part of image is not removed. Finally, a new variational level set 

method is used to complete segmentation process. Instead of using traditional level set method, variational level 

set method is used to get better result. This variational process have some advantages, such as a significantly 

larger time step can be used for numerically solving the evaluation partial differential equation, and therefore, 

speed up the curve evaluation. Second, the level set function can be initialized with general functions that are 

more efficient to construct and easier to use in practice. 
 

IV. PROPOSED METHOD 
In this paper, a novel segmentation method has been proposed to segment all types of images under a 

unique platform. For this reason, the most commonly used medical images of current world are employed as 

input. These images are not used in their original format. Instead, experiments have been performed successfully 

on the images of .JPG format. The main steps employed for new medical image segmentation technique based 

on Level Set Method is shown in Fig. 1. 

 

Thresholding 
The fundamental principle of thresholding techniques is based on the characteristics of the image. It 

chooses proper thresholds T to divide image pixels into several classes and separates the objects from 

background. When there is only a single threshold T, any point (x, y) for which f (x, y)>T is called an object 

point and a point (x, y) is called a background point if f(x, y)<T [11]. Here thresholding method has been used 

in a moderated way. Instead of making an image binary, a threshold value is defined to make all the value under 

threshold to 0 value and others to take the value as original image. It helps to determine the defected object more 

precisely. As thresholding technique has not been used in ordinary way, objects are determined within exact 
pixel value.  
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In this method, the overall technique has been divided into several sub techniques. Thresholding is the 
most important among them and it is the first steps to segment the image more precisely. The given equation 

states that a threshold value T is chosen. The value under T is 0 and others are as like as original image f(x,y). 

As a result, it gives easily the required part. Fig. 2 demonstrates this process more precisely. A MR image is 

taken as input. Here the threshold value T is 201 and then it gives following output. 

 

 
 
 

 

 

 
 

Fig. 2: Thresholding                                                Fig. 3: Morphological Erosion 

 

Morphological Erosion 
The basic idea in binary morphology is to probe an image with a simple, pre-defined shape, drawing 

conclusions on how this shape fits or misses the shapes in the image. This simple "probe" is called structuring 

element, and is itself a binary image. 
In this proposed technique the erosion process is used to remove unused or small part of image. The 

system will decide that either erosion technique is needed or not. This decision is taken according to image 

quality, how much the image is complex or how many small fragments are in the image after applying the 

thresholding technique. Basically, the erosion process is used to shrink an image. After applying the 

thresholding technique, the image contains some small ignorable parts that also need to ignore in practice [12]. 

For this purpose, a morphological technique is used known as erosion. But in case of erosion a very small sized 

Input image 

Thresholding 

Is Image containing very 

small fragment? 

Morphological erosion 

Evaluate contour outside the object by 

applying variational level set method on 
original image 

Determine contour and 

match with objects 

Output image 

No 

Yes 

Fig. 1: Basic steps employed for new medical image segmentation 
technique based on level set method 
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structured element is considered so that the original part of image is not removed. Fig. 3 demonstrates this 

process more precisely. 

 

Variational Level Set Method 
The variational level set method is used to get better result. This variational process have some 

advantages, such as a significantly larger time step can be used for numerically solving the evaluation of partial 

differential equation and therefore, speed up the curve evaluation. Secondly, the level set function can be 

initialized with general functions that are more efficient to construct and easier to use in practice. In variational 

level set method, the image after erosion and the original image are used.  The image after erosion or the image 

after thresholding can be used demanding on the quality of the image. If the image after applying morphological 

erosion is much complex or the image contains many small fragments in the thresholding technique, the 

variational technique is implemented using some steps. First, the image is smoothed using Gaussian 

Convolution. Then, edge indicator function is applied to the image after erosion or image after thresholding 
defending on the quality of the image. To achieve this goal, it explicitly defines an external energy that can 

move the zero level curve toward the object boundaries. Let I be an image, and g be the edge indicator function 

defined by, 

          
2

*1

1

IG
g


                                                                                                                         (2) 

Then find coefficient of the internal (penalizing) energy term that help contour to outside the object 

boundary [10], [13]. It defines an external energy for a function Ø(x, y) as below: 

          )()()(,,   ggvg vA                                                                                                         (3) 

where λ > 0 and ν are constants, and the terms )(g and )(gA are defined by, 

          


 dxdygg  )()(                                                                                                             (4) 

And   

          


 dxdygHAg )()(                                                                                                                 (5) 

 
 

 

 
 

 

 
 
 
 
 

Fig. 4: Output image after applying level set method 

Contour Evaluation 
This is very crucial to implicit active contours in the placement of the initial contour. Since the contour 

moves either inward or outward, its initial placement will determine the segmentation that is obtained. For 

example, if there is a single object in an image, an initial contour placed outside the object and propagated 

inward will segment the outer boundary of the object. However, if the object has a hole in the middle, it will not 

be possible to obtain the boundary of this hole unless the initial contour is placed inside the hole and propagated 

outward. It should be noted that more than one closed curve can be used for initialization of the zero-th level set. 
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60 Iteration                200 Iteration             360 Iteration 
 
 
 

 
 
 

 
480 Iteration               580 Iteration            Iteration Completed 

Fig. 5: Contour Evaluation 

First image in Fig. 5 shows the image after applying initial level set. Second image is after 200 

iterations, next image after applying 360 iterations, then the image shown after iterate 480 times, next image is 

for image after applying 580 times. Last image shows that image after completing all the iterations. 

 

V. EXPERIMENTAL RESULTS 
The proposed method segmentation technique based on variational level set method has been applied to 

a variety of synthetic and real images in different modalities. The technique can also work well for other types 

of image such as CT image of human brain and PET image of human body.  

The size for PET image considered here is 272x307. For PET image, a threshold value of 45 is chosen. 

After applying thresholding technique, a clear image is obtained as output that has no unexpected part. For this 

reason, any erosion technique is not used for this image. It directly applies level set technique on the original 

image. After 620 iterations, final image has been obtained (Fig. 6). Although the image is too large, it didn’t 

take lots of time for evaluation. 

 
 
 
 
 
 
 
 
 

 
                  Fig. 6: PET image input and after applying                                   Fig. 7: CT image input and after applying 
                             proposed method                                                                             proposed method 
 

CT image that is considered here is smaller than the PET image. The CT image of human brain is used 

for experiment. The size of the CT image considered is 256x256. For CT image, a threshold value between 180 

and 220 is used. After applying thresholding technique, it didn’t get any clear image that has no unexpected part. 

Instead, it got some small fragments as output. For this reason, it requires to use erosion technique to remove 

these fragments. Then variational level set technique has been applied on the original image. After 550 

iterations, final image is obtained (Fig. 7). Although the image is too large, it didn’t take lots of time for 
evaluation. 

 

VI. COMPARATIVE STUDY 
The active contour method is one of the most successful image segmentation techniques. It has 

received a tremendous amount of attention in medical image processing. The segmentation operation can be 

carried out manually or automatically. A manual segmentation requires a skilled operator trained to use a digital 

tool to mark the contours of the desired structures. The main objective of this paper is to select any better image 

processing algorithm than others among all the existing methods. Next objective is to segment specific object of 

image by modified existing methods. For this reason, variational level set method is selected without re-
initialization that is totally different and more convenient than other traditional level set methods.  Despite this 

method is more convenient to segment image and provide excellent for single object, but in case of detection of 

specific objects this method suffers for several shortcomings. First of all, this technique failed to detect specific 

object for more complex medical images. It works by considering whole image as single object as images has its 

own boundary. 



Medical Image Segmentation Based on Level Set Method 

www.iosrjournals.org                                                             40 | Page 

 
 
 
 

 
 
 
 
 
 
 
     Fig. 8: Original MRI image and image after applying                 Fig. 9: Image after applying variational level set method 
                proposed method.                                                                        without re-initialization. 

 

                To make the comparison process simpler, same images that already used for the proposed method for 

variational level set technique have been considered. This is the MRI image of human brain (Fig. 8). This image 

is almost complex than others. It contains two defected parts inside the image. But variational level set method 
is failed to select these objects (Fig. 9). The contour can’t enter into the image boundary. But this method can 

detect or segment the objects if the image is simple or the image contain only single object. Fig. 10 demonstrates 

that the variational level set method works better for small and comparably simple image or image of single type 

objects.  
 
 
 
 

 
 
 
 
 
 
 

Fig. 10: Images after applying variational level set method. 

 

VII. CONCLUSION 
The  level set method plays vital role in modern computer vision research, image processing and 

analysis. The variational level set method is one of latest approach that is widely used in image processing. This 

paper has proposed  segmentation technique based on variational level set method and some sort of existing 

technique specially thresholding. The main purpose was to segment specific object from different medical 

images like as MRI, CT , PET etc. Although the proposed method provides some remarkable opportunities to 

segment specific object from these images, but it has some limitations, such as it depends on defected object’s 

intensity, very lengthy procedure, and high complexity in case of very large image. It can also be cited that this 

method is not fully automated as it is implemented in MATLAB. The threshold value is selected manually and 
better selection of threshold value gives better output. It also skips the automation process of iteration 

completion to reduce complexity. But the iteration process can also be implemented automatically for giving 

better support to the user and to make the process more convenient. 
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Abstract:  An ad-hoc network is a temporary network without any form of centralized administration. Multiple 

hops might be necessary to reach other nodes in the network. For this reason, each node acts both as a router 

and a host, meaning that every node must be willing to forward packets for other nodes. For this reason a 

routing protocol is needed. 

Keywords: Ad-hoc, Routing, Wireless. 

 

I. Introduction 
Ad-hoc networks are a new paradigm of wireless communication for mobile hosts. No fixed infrastructure 

such as base stations as mobile switching .Nodes within each other radio range communicate directly via 

wireless links while these which are far apart rely on other nodes to relay messages. Node mobility causes 

frequent changes in topology. 

 

1.1 Related Work 
Many routing protocols have been proposed, but few comparisons between the different protocols have 

been made.  There exist some other simulation results that have been done on individual protocols. These 

simulations have however not used the same metrics and are therefore not comparable with each other. 

 

II. Ad-Hoc Routing Protocols 

2.1 Desirable properties 

1. Distributed operation:  The protocol should not be dependent on a centralized controlling node. 

2. Loop free: To improve the overall performance, we want the routing protocol to guarantee that the routes 

supplied are loop-free. This avoids any waste of bandwidth or CPU consumption. 

3. Demand based operation:  It means that the protocol should only react when needed and that the protocol 

should not periodically broadcast control information. 

4. Unidirectional link support: The radio environment can cause the formation of unidirectional links. 

5.Security: i.e. authentication and encryption. 

6. Power conservation 

7 . Multiple routes: To reduce the number of reactions to topological changes and congestion multiple routes 

could be used. 
8. Quality of service support. 

None of the proposed protocols from MANET have all these properties, but it is necessary to remember that the 

protocols are still under development and are probably extended with more functionality. The primary function 

is to find a route to the destination, not to find the best/optimal/shortest-path  route. 

 

2.2 MANET 
IETF  has a working group named MANET(Mobile Ad-hoc Networks) that is working in the field of 

ad-hoc networks. They are currently developing routing specifications for ad-hoc IP networks that support 

scaling to a couple of hundred nodes. 

Currently they have 8 routing protocol draft: 

1. AODV- Ad-hoc On Demand Distance Vector 

2. ZRP- Zone Routing Protocol 

3. TORA/IMEP- Temporary Ordered Routing Algorithm/ Internet MANET Encapsulation Protocol 

4. DSR- Dynamic Source Routing 

5. CBRP-Cluster Based Routing Protocol 

6. CEDAR-Core Extraction Distributed Ad hoc Routing 

7. AMRoute- Ad-hoc Multicast Routing Protocol 

8. OLSR-Optimized Link State Routing Protocol 
Of these proposed protocols we have chosen to analyze AODV, DSR, ZRP, CBRP and TORA theoretically. We 

have also analyzed DSDV, which is a proactive approach, as opposes to other reactive protocols. We have not 
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realized AMRoute because it is a multicast routing protocol, neither CEDAR because it is primary a QoS 

routing protocol, nor OLSR, because it was submitted as an internet draft so late. In those cases where a 

protocol supports both unicast and multicast routing we have only looked at the unicast routing part. Of the 

theoretically analyzed protocols we have done simulations on AODV and DSR. 

 

2.3. Destination Sequenced Distance Vector- DSDV 
DSDV is a hop-by-hop distance vector routing protocol that in each node has a routing table that for all 

reachable destinations stores the next-hop and number of hops for that destination. Like distance-vector, DSDV 

requires that each node periodically broadcast routing updates. The advantage with DSDV over traditional 

distance vector protocols is that DSDV guarantees loop-freedom. 

Properties: Because DSDV is dependent on periodic broadcasts it needs some time to converge before a route 

can be used. The periodic updates also add a large amount of overhead into the network. 

 

2.4. Ad-hoc On Demand Distance Vector- AODV 
AODV routing protocol enables multi-hop routing between participating mobile nodes wishing to establish and 

maintain an ad-hoc network. AODV is based upon the distance vector algorithm. The difference is that AODV 

is reactive, as opposed to proactive protocols like DV, i.e. AODV only requests a route when needed and does 

not require nodes to maintain routes to destinations that are not actively used in communications. As long as the 

endpoints of a communication connection have valid routes to each other, AODV does not play any role. 

Features of this protocol include loop freedom and that link breakages cause immediate notifications to be sent 

to the affected set of nodes, but only that set. Additionally, AODV has support for multicast routing and avoids 

the Bellman Ford counting to infinity problem. The use of destination sequence numbers guarantees that a route 

is “Fresh”. 

The algorithm uses different messages to discover and maintain links. 

Properties: The advantage with AODV compared to classical routing protocols like distance vector and link 
state is that AODV has greatly reduced the number of routing messages in the network.  

AODV is also routing in the more traditional sense compared to for instance source routing based 

proposals like DSR. The advantage of it is that connections from the ad-hoc network to a wired network like the 

Internet is most likely easier. 

 The sequence numbers in AODV represents the freshness of a route and is increased when something 

happens in the surrounding area. 

 AODV only support one route for each destination. 

 AODV uses hello messages at IP-Level. This means that AODV does not need support from the link 

layer to work properly. 

 AODV does not support unidirectional links. 

  

2.5. Dynamic Source Routing- DSR 
DSR also belongs to the class of reactive protocols and allows nodes to dynamically discover a route 

across multiple network hops to any destination. Source routing means that each packet in its header carries the 

complete ordered list of nodes through which the packets must pass. DSR uses no periodic routing messages. 

The 2 basic modes of operation in DSR are route discovery and route maintainance. 

Properties: DSR uses key advantage of source routing. 

 This protocol has the advantage of learning routes by scanning for information in packets that are 

received. 

 DSR also has support for unidirectional links by the use of piggybacking the source route a new request. 
 

2.6. Zone Routing Protocols-ZRP 
ZRP is a hybrid of a reactive and a proactive protocol. It divides the network into several routing zones 

and specifies two totally detached protocols that operate inside and between the routing zones. 

The Intrazone routing Protocol (IARP) operates inside the routing zone and learns the minimum distance and 

routes to all the nodes within the zone. 

The second protocol, the Interzone Routing Protocol (IERP) is reactive and is used for finding routes between 

different routing zones. 

Properties: ZRP is very interesting protocol and can be adjusted of its operation to the current operational 
conditions e.g. change the routing zone diameter. 

 This protocol uses advantage of both proactive and reactive schemes. 

 It also limits the propagation of information about topological changes to the neighborhood of the 

change only( as opposed to a fully proactive scheme, which would basically flood the entire network when a 

change in topology occurred.) 
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2.7. Temporally-Ordered Routing Algorithm- TORA 
The Temporally-Ordered Routing Algorithm (TORA) is an algorithm for routing data across Wireless 

Mesh Networks or Mobile ad-hoc networks. It is a distributed routing protocol. 

TORA can be separated into 3 basic functions: creating routes, maintaining routes and erasing routes. The 
creation of routes basically assigns directions to links in an undirected network or portion of the network, 

building a directed acyclic graph(DAG). 

Maintaining  routes refers to reacting to topological changes in the network in a manner such that routes to the 

destination are re-established within a finite time, meaning that its directed portions return to a destination-

oriented graph within a finite time. 

Properties: The protocols underlying link reversal algorithm will react to link changes through a simple 

localized single pass of the distributed algorithm. 

 

2.8. Internet MANET Encapsulation Protocol – IMEP 
IMEP  is a protocol designed to support the operation of many routing protocols in Ad-hoc networks. 

The idea is to have a common general protocol that all routing protocols can make use. It incorporates many 

common mechanism that the upper layer protocol may need. 

It  also provides an architecture for MANET  router identification, interface identification and addressing. 

IMEPs purpose is to improve overall performance by reducing the number of control messages and to put 

common functionality into one unified, generic protocol useful to all upper layer routing protocols. 

Of the  currently proposed protocols, only TORA, and OLSR use IMEP. It must however be noted that TORA 

and IMEP were designed by the same author. 

Properties: It adds another layer to the protocol stack. 

 IMEP generates lot of overhead, mainly because of IMEPs neighbor discovery mechanism that 

generates atleast one hello message per secong, but also because of the reliable in-order delivery of the packets 

that IMEP provides. 
 

2.9. Cluster Based Routing Protocol- CBRP 
The idea behind  CBRP is to divide the nodes of an ad-hoc network into a number of overlapping or 

disjoint clusters. One node is selected as cluster head for each cluster. This cluster head maintains the 

membership information for the cluster. Inter cluster routes are discovered dynamically using the membership 

information. 

CBRP is based on source routing, similar to DSR. CBRP is like the other protocols fully distributed. 

Properties: It has a route discovery and route removal operation that has a lot in common with DSR and AODV. 

 The clustering is probably a very good approach when dealing with large ad-hoc networks. 
 

2.10. Comparison between ad-hoc routing protocols 

 DSDV AODV DSR ZRP TORA/ 

IMEP 

CBRP 

Loop free Yes Yes Yes Yes No, short  

Lived loops 

Yes 

Multiple 

routes 

No No Yes No Yes Yes 

Distributed Yes Yes Yes Yes Yes Yes 

Reactive No  Yes Yes Partially Yes Yes 

Unidirectional 

link support 

No No Yes No  No  Yes 

QoS support No  No No No No No 

Multicast No Yes No No No No 

Security No No No No No No 

Power 

conservation 

No No No No No No 

Periodic 

broadcast 

Yes Yes No Yes Yes (IMEP) Yes 

Requires 

reliable or 

sequenced 

data 

No No No No Yes No 
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III. Simulation Environment 
The simulator we have used to simulate the ad-hoc routing protocols in is the Network Simulator 2 (ns). 

To simulate the mobile wireless radio environment we have used a mobility extension to ns. 

 

3.1. Network Simulator 
Network Simulator 2 is the result of an on-going effort of research and development. It is a discrete 

event simulator targeted as network research. It provides substantial support for simulation of TCP, routing and 

multicast protocols. 

ns (from network simulator) is a name for series of discrete event network simulators, specifically ns-1, ns-

2 and ns-3. All of them are discrete-event network simulator, primarily used in research[4] and teaching. ns-3 

is free software, publicly available under the GNU GPLv2 license for research, development, and use. 

Ns2 is a package of tools that simulates behavior of networks that  

1.Create Network Topologies 
2.Log events that happen under any load analyze events to understand the network behavior 

Ns-2 is written in C++ and an Object oriented version of Tcl called OTcl. 

OTcl: (short for MIT Object Tcl,) 

It is an extension to Tcl/Tk for object-oriented programming. 

• Used to build the network structure and topology which is just the surface of your simulation; 

• Easily to configure your network parameters; 

• Not enough for research schemes and protocol architecture adaption. 
C++: Most important and kernel part of the NS2 

• To implement the kernel of the architecture of the protocol designs; 

• From the packet flow view, the processes run on a single node; 

• To change or “comment out” the existing protocols running in NS2; 

• Details of your research scheme. 

 2 requirements of the simulator are: 

– Detailed simulation of Protocol: Run-time speed; 

– Varying parameters or configuration: easy to use. 

 

The NS-2 architecture is composed of five parts: 

● Event scheduler 

● Network components 

● Tclcl 

● OTcl library 

● Tcl 8.0 scipt language 

NS models all network elements through a class hierarchy. In this class hierarchy, the TclObject class 

is the superclass of all OTcl library objects (network components, event scheduler, timers and others). A 

subclass of TclObject, NsObject again is the superclass of all basic network component objects that handle 
packets. Network objects, such as nodes and linkes can then be composed of this basic network components. 

Moreover, NsObject has two subclasses, Connector and Classifier. Connector is the superclass of all basic 

network objects that have only one output data path and Classifier is the superclass of all switching objects that 

have possible multiple output data paths. 

 

3.2 Mobility extension 
Mobility extensions to ns are: 

1. Wireless mobility extension  

2. Mobility support, mobile IP and wireless channel support 

The version of the extension that we have worked with adds the following features to the network simulator. 
NODE MOBILITY 

Each mobile node is an independent entity that is responsible for computing its own position and velocity as a 

function of time. Nodes move around according to a movement pattern specifid at the beginning of the simulator. 

REALISTIC PHYSICAL LAYERS 

Propagation models are used to decide how far packets can travel in air. These models also consider propagation 

delays, capture effects and carrier sense. 

MAC 802.11 

It handles collision detection, fragmentation  and acknowledgements. It also used to detect transmission errors. 

It is a CSMA/CA protocol 

ADDRESS RESOLUTION PROTOCOL 

http://en.wikipedia.org/wiki/Discrete_event_simulation
http://en.wikipedia.org/wiki/Network_simulation
http://en.wikipedia.org/wiki/Ns_(simulator)#cite_note-5
http://en.wikipedia.org/wiki/Free_software
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ARP is implemented. It translates IP-address to hardware MAC address. 

AD-HOCKEY 

It is an application that makes it possible to visualize the mobile nodes as they move around and send/receive 

packets. It can also be used as a scenario generator tool to create the input files necessary for the simulations. 

RADIO NETWORK INTERFACES 

It is a model of the hardware that actually transmits the packets onto the channel with a certain power and 

modulation scheme. 
TRANSMISSION POWER 

The radius of the transmitter with an omni-directional antenna is about 250m in this extension. 

ANTENNA GAIN AND RECEIVER SENSITIVITY 

Different antennas are available for simulations. 

AD-HOC ROUTING PROTOCOLS 

Both DSR and DSDV have been implemented and added to this extension.   

 

3.2.1. Shared media 
The extension is based on a shared media model (Ethernet in the air). This means that all nodes have 

one or 
more network interfaces that are connected to a channel. 

 

3.2.2. Mobile node 
Each mobile node makes use of a routing agent for the purpose of calculating routes to other nodes in 

the ad-hoc network. 
 

3.3. Simulation overview 
Basically it consists of generating the following input files to ns: 

1. A scenario file that describes the movement pattern of nodes. 

2. A communication file that describe the traffic in the network. 

These files are generated by drawing them by hand using the visualization tool Ad-hockey or by generating 

completely randomized movement and communication patterns with a script. 

These files are then used for simulation and as a result from this, a trace file is generated as output. Prior to the 

simulation, the parameters that are going to be traced during the simulation must be selected. The trace file can 
then be scanned and analyzed for the various parameters that we want to measure. This can be used as data for 

plots with for instance Gnupplot. The trace file can also be used to visualize the simulation run with either Ad-

hockey or Network animator. 

 

3.4. Modifications 
To be able to use ns for the simulation, we had to do some modifications. First of all, we did not have 

the routing protocols we wanted to simulate, so one of the first steps was to implement the protocols. 

 

3.4.1. AODV 
The changes that affect the unicast routing part is primarily: 

1. Reduced or complete elimination of hello messages. 

2. Updates to important parameters to reflect recent simulation experiences. 

The DSR implementation that was included in the mobility extension used a sendbuffer that buffered all packets 

that the application sent while the routing protocol searched for a route. 

 

3.4.2. DSR 
The DSR implementation that came with the extension uses promiscuous mode(i.e. eavesdropping), 

which means that the protocol learns information from packets that it overhears. 

 

3.4.3. DSDV 
The extension also included an implementation of the DSDV protocol. This is an actually 2 

implementations that handle the triggred update a little different. In first version only a new metric for a 

destination causes a triggered update to be sent. In the 2nd version, a new sequence number for a destination 

causes a triggered update to be sent. 
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3.4.4. Flooding 
To have some sort of cleverness and avoiding data to bounce back and forth we use a sequence number 

in each packet, which is incremented for each new packet. 

 

3.4.5. The simulator 
To the actual simulator, we have added some new features: 

Obstacles: The Ad-hockey allows the user to place obstacles(lines and boxes) into the scenario. 

Version management: To allow us to test different versions of one protocol simultaneous. 

1. AODV1 =AODV with only hello messages. 

2. AODV2 =AODV with only MAC layer feedback. 

3. AODV3 =AODV with both hello messages and MAC layer feedback. 

4. DSR1 = DSR with eavesdropping. 

5. DSR2 = DSR without eavesdropping. 
 

IV. Simulation Study 
 The simulations were conducted on an Intel PC with a Pentium-2 processor at 400MHz, 128 Mbytes of 

RAM running FreeBSD. 

 

4.1. Measurements 
 There are 2 main performance measures that are substantially affected by the routing algorithm 

1. The average end-to-end throughput(quantity of service) 

2. The average end-to-end delay (quality of service) 

 

4.2. Simulation setup 
We have done 4 types of simulations: 

1. Mobility simulations: we vary the mobility to see how it affects the different metrics that we are 

measuring. 

2. Offered load simulations: we vary the load that we offer the network to see how the protocols behave 

when for instance the load is high 
3. Network size simulations: we vary the number of nodes in the network. 

4. Realistic simulations: to test certain characteristics of the protocols. 

In all simulations except realistic simulations, we have used a randomized scenario. The randomized scenario 

have different parameters that affect the movement patterns. The parameters that can be changed are: 

1. Maximum speed 

2. Number of nodes 

3. Environment size 

4. Simulation time 

5. Pause time 

First of all every node stands still for pause time seconds. After that each node selects a random destination, a 

waypoint somewhere in the environment space. Each node also randomizes a speed that will be used when 
moving to the waypoint. This speed is randomized uniformly in the interval 0 to maximum speed. Every time a 

node reaches a waypoint, this procedure will be repeated. 

 

4.3. Mobility simulations 

4.3.1 Setup 
 The simulations where we varied the mobility done by randomizing scenario files. This method is very 

hard to perform  because we cannot prior a scenario generation say that we want a mobility factor of exactly X. 
instead we used the maximum speed parameter to control the scenario. 

By increasing the maximum speed in the scenario generation, the mobility will also increase. 

 

Parameters used are: 

Transmission range   250m 

Bandwidth   2Mbit 

Simulation time   250s 

Number of nodes   50 

Pause time   1s 

Environment size   1000*1000m 

Traffic type   constant bit rate 

Packet rate   5packets/s 



Routing protocols in Ad-hoc Networks- A Simulation Study 

www.iosrjournals.org                                                             48 | Page 

Packet size   64 byte 

Number of flows   15 

 

Packets received: 

 We see that the fraction of received packets for DSR versions is very large even for high mobility. A 

reason for the higher fraction received packets for DSR compared to AODV is that DSR allows packets to stay 

in the send buffer for as long as 30s, AODV only 8s. it must however be noted that AODV draft does not 
specify how long a packet is allowed to stay in the sendbuffer. 

 

When comparing these results with DSDV it can clearly be seen that a proactive approach is not acceptable at 

all when the mobility increases. 

 

Delays: 

Also it can be shown that of the different versions AODV with only hello messages has lowest delay on the data 

packets that are received. The reason is not that it finds routes faster or that the routes are shorter or more 

optimal,  instead AODV with only hello messages is the AODV version that gets significantly fewest packets 

through the network. 

AODV with both hello messages an MAC layer support has a slightly lower delay than AODV with only MAC 
layer support. 

Both DSR versions show a tendency to get higher delay when mobility is increased. 

 

Throughput: 

It can be seen that both DSR and AODV versions with link layer support have almost identical throughput. 

 

Overhead: 

DSR does not include the data packets in the number of control packet calculations, only the extra byte overhead 

from these packets is included. 

 

Optimal path: 

It can be shown that DSDV has the highest degree of optimality. 
 

4.3.2.Summary mobility simulations 
 The protocols that have link layer support for link breakage detection will be more stable. The fraction of 

packets received for these protocols is almost constant at 95% even when mobility increases. These protocols 

include both DSR versions and the two AODV versions that have link layer support. Protocols that are highly 

dependent on periodic broadcasts  show a rather poor result, only little more  than 50% of the packet are 

received when mobility is increased. 

 

4.4. Offered load simulations 
 The offered load simulations where done by varying the load that we offer the network. We had mainly 

3 parameters to adjust the offered load: 

1. Packet size 

2. Number of CBR flows 

3. Rate at which the flows are sending 

 

The performance of the protocols differs slightly during different network loads. The most apparent difference is 

the byte overhead. While DSDV has a rather unaffected overhead, it increases both for AODV and DSR during 

higher loads. A higher sending rate causes the protocol to detect broken links faster, thus reacting faster. This 
leads to a slight increase in control packets, which also affects the byte overhead. The most apparent is the 

increase in DSRs overhead as we increase the send rate.  

 

4.5. Network size simulations 
 We decrease number of nodes, which meant that connectivity also decreased; each node had a fewer 

neighbors. The results from these simulations did not give any new information regarding the performance of 

the protocols. The relative difference between the protocols was the same. 

 

4.6. Realistic scenarios 
 The randomized simulations has some problems: 

1. It is hard to identify situations in which the protocols fail or have problems. 
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2. It has no connection to a real life situation. 

3. It may favor complex protocols, while in real life scenarios simpler protocols  can find the routes 

almost effectively. 

It is therefore also very interesting to see how these protocols behave in more realistic scenarios. The realistic 

scenarios do not give a full picture of how the protocols behave generally. Instead they give some sense of weak 

points in the protocols. The 3 basic types of scenarios that we have done simulations on are: 

1. Conference type, with low movement factor. 
2. Event coverage type, with fairly large movement factor. Could for instance be reporters trying to 

interview politicians. 

3. Disaster area, with some relatively slow nodes and some very fast nodes.(mounted on a car or a 

helicopter). 

It can be shown that in realistic scenarios DSR show the best performance results overall. If source routing is 

undesirable, another good candidate is AODV with only MAC layer support. It has a slightly higher packet 

overload, but an overall good delivery ratio. 

 

4.7. Improvements 
 Our proposal is to implement a good protocol that is a combination of source routing and distance 

vector. Source routing should be used in route discovery and route maintenance phases.  These phases would 

also include that the routing tables were set up accordingly during the propagation of requests and replies. When 

the data packets are forwarded a distance vector algorithm should be used. The packets are simply forwarded to 

the next hop according to the routing table. This in combination with that the protocol stores several routes for 

each destination would probably mean a protocol with a performance that is even better than the protocols that 

have been simulated in this. 

 

V. Conclusions 
 The simulations have shown that there certainly is a need for a special ad-hoc routing protocol when 

the mobility increase. It is however necessary to have some sort of feedback from the link layer protocol like 

IEEE MAC 802.11 when links go up and down or for neighbor discovery. The simulations have shown that 

more conventional types of protocols like DSDV have a drastic decrease in performance when mobility 

increases and are therefore not suitable for mobile ad-hoc networks. 

 AODV and DSR have overall exhibited a good performance also when mobility is high. DSR is 

however based on source routing, which is not desirable in ordinary forwarding of data packets because of large 

byte overhead. In these situations a hop by hop routing protocol like AODV is more desirable. A combination of 

AODV and DSR could therefore be a solution with even better performance than AODV and DSR. 

 

Also DSR has the best performance in realistic scenarios, but the large byte overhead caused by the source route 
in each packet makes AODV a good alternate candidate. It has almost a good performance. 

 

VI. Further studies 
There are many issues that could be subject to further studies. 

First of all, the simulator environment could be improved. 

Secondly, There are many issues related to ad-hoc networks that could be subject to further studies. 
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Abstract: The paper shows performance comparison of three proposed methods with orthogonal wavelet alias 

Hartley,Slant &Kekre‟s wavelet using Normalization for „Color to Gray and Back‟. The color information of the 

image is embedded into its intermediate gray scale version with wavelet using normalization method. Instead of 

using the original color image for storage and transmission, intermediate gray image (Gray scale version with 

embedded color information) can be used, resulting into better bandwidth or storage utilization. Among three 

algorithms considered the second algorithm give better performance as compared to first and third algorithm. 

In our experimental results second algorithm for Kekre‟s wavelet using Normalization gives better performance 

in „Color to gray and Back‟ w.r.t all other wavelet transforms in method 1, method 2 and method 3. The intent is 
to achieve compression of 1/3 and to print color images with black and white printers and to be able to recover 

the color information. 

Keywords-Color Embedding, Color-to-Gray Conversion, Transforms, Wavelets,Normalization ,Compression. 

 

I. INTRODUCTION 
Digital images can be classified roughly to 24 bit color images and 8bit gray images. We have come to 

tend to treat colorful images by the development of various kinds of devices. However, there is still much 

demand to treat color images as gray images from the viewpoint of running cost, data quantity, etc. We can 

convert a color image into a gray image by linear combination of RGB color elements uniquely. Meanwhile, the 

inverse problem to find an RGB vector from a luminance value is an ill-posed problem. Therefore, it is 
impossible theoretically to completely restore a color image from a gray image. For this problem, recently, 

colorization techniques have been proposed [1]-[4]. Those methods can re-store a color image from a gray 

image by giving color hints. However, the color of the restored image strongly depends on the color hints given 

by a user as an initial condition subjectively. 

In recent years, there is increase in the size of databases because of color images. There is needto 

reduce the size of data. To reduce the size of color images, information from all individual color components 

(color planes) is embedded into a single plane by which intermediate gray image is obtained [5][6][7][8]. This 

also reduces the bandwidth required to transmit the image over the network.Gray image, which is obtained from 

color image, can be printed using a black-and-white printer or transmitted using a conventional fax machine [6]. 

This gray image then can be used to retrieve its original color image. 

In this paper, we propose three different methods of color-to-gray mapping technique with wavelet 
transforms using normalization [8][9], that is, our method can recover color images from color embedded gray 

images with having almost original color images. In method 1 the color information in normalized form is 

hidden in LH and HL area of first component as in figure 3. And in method 2 the color information in normalize 

form is hidden in HL and HH area of first component as in figure 3and in method 3 the color information in 

normalize form is hidden in LH and HH area of first component as in figure 3. Normalization is the process 

where each pixel value is divided by 256 to minimize the embedding error [9].   

The paper is organized as follows. Section 2 describes transforms and wavelet generation. Section 3 

presents the proposed system for “Color to Gray and back” using wavelets. Section 4 describes experimental 

results and finally the concluding remarks are given in section 5. 

 

II. TRANSFORMS AND WAVELET GENERATION 
2.1  Hartley Transform [10] 

The Discrete Cosine Transform(DCT) utilizes cosine basis functions, while Discrete Sine 

Transform(DST) uses sine basis function. The Hartley transform utilizes both sine and cosine basis functions. 

The discrete 2-dimensional Hartley Transform is defined as[7] 
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Inverse discrete 2-dimensional Hartley Transform is, 

f(x, y)= 






 








1

0

1

0

)(
2

),(
1 N

u

N

v

vyux
N

CasvuF
N

  ------(2) 

where,  sincos Cas  

 

2.2  Slant Transform [11] 

The Slant transform is a member of the orthogonal transforms. It has a constant function for the first 
row, and has a second row which is a linear (slant) function of the column index. The matrices are formed by an 

iterative construction that exhibits the matrices as products of sparse matrices, which in turn leads to a fast 

transform algorithm[11] 

The Slant transform matrix of order two is given by 

                                                         S2 = 
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The matrix I(n/2)-2 is the identity matrix of dimension (N/2)-2. The constants aN, bNmay be computed by the 

formulas 
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2.3  Kekre Transform [12] 

Kekre Transform matrix can be of any size NxN, which need not have to be in powers of. All upper 
diagonal and diagonal values of Kekre‟s transform matrix are one, while the lower diagonal part except the 

values just below diagonal is zero. Generalized NxNKekre Transform matrix can be given as [10] 

KNxN=
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The formula for generating the term Kx,y of Kekre Transform matrix is 
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2.4  Wavelets [13] 

The first step is to select the transform for which the wavelet need to be generated i.e. let‟s assume “4 x 

4 Walsh transform as shown in Figure 1”. The procedure of generating 16x16 Walsh wavelet transform from 

4x4 Walsh transform is illustrated in Figure 2. 

 

1 1 1 1 

1 1 -1 -1 

1 -1 -1 1 

1 -1 1 -1 

Figure 1: 4x4 Walsh Transform Matrix Figure 
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Figure 2: Generation of 16x16 Walsh wavelet transform from 4x4 Walsh transform 

Wavelets for other transforms can also be generated using the same procedure. 

 

III. PROPOSED SYSTEM 
In this section, we propose three new wavelet based color-to-gray mapping algorithm and color recovery 

method. 

 

3.1  Method 1 [6][7][8] 

The „Color to Gray and Back‟ has two steps as Conversion of Color to Matted Gray Image with color  

embedding into gray image & Recovery of Color image back.  

 
3.1.1 Color-to-gray Step 

1. First color component (R-plane) of size NxN is kept as it is and second (G-plane) & third (B-plane) color 

component are resized to N/2 x N/2. 

2. Second & Third color component are normalized to minimize the embedding error.  

3. Wavelet i.e. Hartley, Slant or Kekre‟s wavelet to be applied to first color components of image. 
4. First component to be divided into four subbands as shown in figure1 corresponding to the low pass [LL], 

vertical [LH], horizontal [HL], and diagonal [HH] subbands, respectively. 

5. LH to be replaced by normalized second color component, HL to be replace by normalized third color 

component. 

6. Inverse wavelet transform to be applied to obtain Gray image of size N x N. 

LL LH 

HL HH 
Figure 1: Sub-band in Transform domain 

 

3.1.2 Recovery Step 

1. Wavelet to be applied on Gray image of size N x N to obtain four sub-bands as LL, LH, HL and HH. 
2. Retrieve LHas second color component and HL as third color component of size N/2 x N/2 and the the 

remaining as first color component of size NxN. 

3. De-normalize Second & Third color component by multiplying it by 256. 

4. Resize Second & Third color component to NxN. 

5. Inverse Wavelet transform to be applied on first color component. 

6. All three color component are merged to obtain Recovered Color Image. 
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3.2  Method 2 [6][7][8][9] 
3.2.1 Color-to-gray Step 

1. First color component (R-plane) of size NxN is kept as it is and second (G-plane) & third (B-plane) 

color component are resized to N/2 x N/2. 

2. Second & Third color component are normalized to minimize the embedding error.  

3. Wavelet i.e. Hartley, Slant or Kekre‟s wavelet to be applied to first color components of image. 

4. First component to be divided into four subbands as shown in figure1 corresponding to the low pass 

[LL], vertical [LH], horizontal [HL], and diagonal [HH] subbands, respectively. 

5. HL to be replaced by normalized second color component, HH to be replace by normalized third color 

component. 

6. Inverse Wavelet transform to be applied to obtain Gray image of size N x N. 
 

3.2.2 Recovery Step 

1. Wavelet to be applied on Gray image of size N x N to obtain four sub-bands as LL, LH, HL and HH. 

2. Retrieve HLas second color component and HH as third color component of size N/2 x N/2 and the the 

remaining as first color component of size NxN. 

3. De-normalize Second & Third color component by multiplying it by 256. 

4. Resize Second & Third color component to NxN. 

5. Inverse Wavelet transform to be applied on first color component. 

6. All three color component are merged to obtain Recovered Color Image. 

 
3.3  Method 3 [6][7][8][9] 
3.3.1 Color-to-gray Step 

1. First color component (R-plane) of size NxN is kept as it is and second (G-plane) & third (B-plane) 

color component are resized to N/2 x N/2. 

2. Second & Third color component are normalized to minimize the embedding error.  

3. Wavelet i.e. Hartley, Slant or Kekre‟s wavelet to be applied to first color components of image. 
4. First component to be divided into four subbands as shown in figure1 corresponding to the low pass 

[LL], vertical [LH], horizontal [HL], and diagonal [HH] subbands, respectively. 

5. LH to be replaced by normalized second color component, HH to be replace by normalized third color 

component. 

6. Inverse Wavelet transform to be applied to obtain Gray image of size N x N. 
 

3.3.2 Recovery Step 

1. Wavelet to be applied on Gray image of size N x N to obtain four sub-bands as LL, LH, HL and HH. 

2. Retrieve LHas second color component and HH as third color component of size N/2 x N/2 and the the 

remaining as first color component of size NxN. 

3. De-normalize Second & Third color component by multiplying it by 256. 
4. Resize Second & Third color component to NxN. 

5. Inverse Wavelet transform to be applied on first color component. 

6. All three color component are merged to obtain Recovered Color Image. 

 

IV. RESULTS & DISCUSSION 
These are the experimental results of the images shown in figure 2 which were carried out on DELL 

N5110 with below Hardware and Software configuration.  

Hardware Configuration:  

1. Processor: Intel(R) Core(TM) i3-2310M CPU@ 2.10 GHz.  
2. RAM: 4 GB DDR3.  

3. System Type: 64 bit Operating System.  

 

Software Configuration:  

1. Operating System: Windows 7 Ultimate [64 bit].  

2. Software: Matlab 7.0.0.783 (R2012b) [64 bit].  

 

The quality of „Color to Gray and Back' is measured using Mean Squared Error (MSE) of original color 

image with that of recovered color image, also the difference between original gray image and reconstructed 

gray image (where color information is embedded) gives an important insight through user acceptance of the 

methodology. This is the experimental result taken on 10 different images of different category as shown in 
Figure 4. Figure 5shows the sample original color image, original gray image and its gray equivalent having 
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colors information embedded into it, and recovered color image using method 1, method 2 and method 3 for 

Hartley, Slant or Kekre‟s wavelet transform.  

 

 
Figure 4: Test bed of Image used for experimentation. 

 

Original Color 

 

Original Gray 

Hartley Wavelet Slant Wavelet Kekre‟s Wavelet 

Reconstructed Gray (Method 1)   Reconstructed  Gray (Method 1)   Reconstructed  Gray (Method 1) 
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Recovered Color (Method 1)  Recovered Color (Method 1)  Recovered Color (Method 1) 

Reconstructed Gray (Method 2)  Reconstructed Gray (Method 2)  Reconstructed Gray (Method 2) 

Recoverd Color (Method 2) Recoverd Color (Method 2) Recoverd Color (Method 2) 

 Reconstructed Gray (Method 3)  Reconstructed Gray (Method 3)  Reconstructed Gray (Method 3) 
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Figure 5: Color to gray and Back of sample image using Method 1, Method 2 and Method 3 

 

Table 1: MSE between Original Gray-Reconstructed Gray Image 

 

Hartley Slant Kekre 

Method 1 
Method 

2 
Method 

3 
Method 

1 
Method 

2 
Method 

3 
Method 

1 
Method 

2 
Method 

3 

Img 1 7386.90 7717.10 7549.30 7398.30 7714.80 7479.60 7465.80 7782.40 7586.30 

Img 2 15899.00 15975.00 15944.00 15913.00 15978.00 15935.00 15926.00 15996.00 15959.00 

Img 3 4598.70 4796.70 4709.90 4602.50 4767.40 4708.20 4675.60 4816.00 4772.50 

Img 4 15067.00 15119.00 15276.00 15128.00 15170.00 15281.00 15102.00 15147.00 15288.00 

Img 5 4894.40 5082.10 4951.20 4965.50 5125.10 4988.90 4960.50 5100.80 5006.80 

Img 6 2154.90 2196.40 2193.60 2164.60 2193.50 2199.80 2171.40 2203.00 2207.90 

Img 7 21688.00 21712.00 21723.00 21703.00 21724.00 21728.00 21694.00 21712.00 21727.00 

Img 8 26716.00 26758.00 26730.00 26731.00 26764.00 26732.00 26718.00 26758.00 26731.00 

Img 9 4673.50 4695.70 4697.10 4682.10 4700.20 4699.70 4682.60 4705.00 4703.90 

Img 10 3414.70 3511.90 3452.30 3407.00 3519.10 3416.10 3422.30 3526.20 3451.10 

Average 10649.31 10756.39 10722.64 10669.50 10765.61 10716.83 10681.82 10774.64 10743.35 

 

 
Figure 6: Average MSE of Original Gray w.r.t Reconstructed Gray for Method 1 & Method 2 
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Table 2: MSE between Original Color-Recovered Color Image 

  

Hartley Wavelet Slant Wavelet Kekre's Wavelet 

Method 
1 

Method 
2 

Method 
3 

Method 
1 

Method 
2 

Method 
3 

Method 
1 

Method 
2 

Method 
3 

Img 1 892.1496 603.8079 680.3915 890.4221 599.5275 701.884 839.4608 564.9742 667.416 

Img 2 249.2582 159.7434 185.4235 245.2057 153.6809 191.489 227.541 149.1171 170.119 

Img 3 514.9844 334.423 393.6213 522.0832 339.024 404.1587 473.7449 323.3183 360.951 

Img 4 277.0018 210.9004 153.0065 259.2094 203.3963 144.1533 248.1132 193.0011 141.4685 

Img 5 229.9677 92.206 168.744 177.7682 64.8229 143.2 180.51 72.746 136.7483 

Img 6 144.9556 102.1086 105.1292 143.0372 105.4735 102.7064 136.3717 100.799 97.8116 

Img 7 336.6507 271.0535 282.4399 321.9532 265.8382 275.072 328.8107 267.1472 278.7444 

Img 8 132.5979 87.5349 108.5049 128.1068 84.364 108.4743 130.4926 85.9009 108.6994 

Img 9 179.1137 131.087 124.4476 180.4896 135.0845 125.2378 165.715 123.5483 116.483 

Img 10 510.0717 399.2871 431.1616 512.0223 398.462 438.1092 499.31 393.741 427.2105 

Average 346.6751 239.2152 263.287 338.0298 234.9674 263.4485 323.007 227.4293 250.5652 

 

 
 

Figure 7: Average MSE of Original Color w.r.t Recovered Color for Method 1, Method 2 and Method 3 

 

It is observed in Table 2 and Figure 7 that Kekre‟s waveletusing method 2 gives least MSE between Original 

Color Image and the Recovered Color Image. Among all considered wavelet transforms, Kekre‟swavelet using 

method 2 gives best results. And in Table 1 and Figure 6 it is observed that Hartley wavelet using method 1 

gives least MSE between Original Gray Image and the Reconstructed Gray Image. Among all considered 

wavelet transforms, less distortion in Gray Scale image after information embedding is observed for Hartley 
wavelet transform using method 1. The quality of the matted gray is not an issue, just the quality of the 

recovered color image matters. This can be observed that when Kekre‟swavelet using method 1 is applied the 

recovered color image is of best quality as compared to other image transforms used in method 1, method 2 and 

method 3. 

 

V. CONCLUSION 
This paper have presentedthree methods to convert color image to gray image with color 

informationembedding into it in two different regions andmethod of retrieving color information from gray 

image. These methods allows one to achieve 1/3 compression and send color imagesthrough regular black and 
white fax systems, by embedding thecolor information in a gray image. These methods are based on wavelet 

transforms i.e Hartley, Slant and Kekre‟s wavelet usingNormalization technique. Kekre‟s wavelet using method 

2 is proved to be the best approach with respect to other wavelet transforms using method 1, method 2 and 

method 3 for „Color-to-Gray and Back‟. Our next research step couldbe to test other wavelet transforms and 

hybrid wavelets for „Color-to-Gray and Back‟. 
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Abstract: Social Networking Sites (SNS) are being used for over a decade, and has exponentially grown in 

popularity in the recent few years. They are web based services that allow individuals to: (a) make a public or 

semipublic profile (b) share contents with many users (c) view and traverse other user list. SNS allow users to 

connect, share information and other comments, chat, play games, and even add comments. 

 Social networking sites are very useful in sharing information, making friends and keeping in touch 

with old friends. It is an online service, platform, or site that focuses on facilitating the building of social 

networks and social elation among peoples for sharing interests, activities, backgrounds, or real-life 

connections.  But with the increasing demand of social networking sites (SNS) privacy and security concern 

have also increased.  
 The focus of our study is to measure the amount of Privacy in SNS, and based on these current 

techniques and attack strategies I propose a model designed in PHP to handle the privacy and security issues of 

SNS’s. 

We propose a policy based infrastructure, with the help of a SNS designed in PHP, that allows: 

1. Users to express their privacy preferences with respect to who can access their data and for what purpose. 

2. Data provider support to enforce user privacy preferences, and supporting additional access models. 

3. Handling privacy issues and access of data in SNS. 

 

I.       Introduction 
SNS have become very popular since they have many attracting features for the users. Most social 

networking websites allow member to design their own profiles so that they can design their profile page in 
order to express themselves and to reflect their personality. Users can customize the profile layout, add 

applications and can upload photos and other type of information. SNS also contains Friends list, containing 

other users of SNS.  Through SNSs users can keep in touch with friends and family, they can find old friends, 

contact friends of friends, and even can contact people they didn’t previously known at all. Some SNSs also 

help users to find a job or establish business contacts, such as connecting with clients, partners and in finding 

out jobs and business opportunities [9]. 

Social networking sites are web based services that allow individual to [14]: 

1. Construct a public or semi-public profile within a bounded system. 

2. Articulate a list of other users with whom they share a connection. 

3.  View and traverse their list of connections and those made by others within the system. 

Content sharing services have made social networking sites immensely popular. Users view their profiles on 

social networking sites as a form of self-expression, but these profiles also have commercial value. To allay 
fears of privacy violations, social networking sites provide users with access control settings to place restrictions 

on who may view their personal information. 

Also it is possible to consider the fact that the web applications are built for various purposes. Or 

instance we have researchers web application, social networking web application, e-mail application, 

ecommerce application etc. Each web application is built with different requirements for performance, security 

mechanisms, internationalization and scalability to serve its customers. 

 

A. Need For Social Networking 

21st century, people are preoccupied with their busy wok life that they do not have time to spare for 

their near and dear ones. However social networking has given them platform to stay in touch with their near 

and dear ones. 
Social networking is one of the major technological phenomenons of the Web, with hundreds of 

millions of attached users. Social network enables a form of self expression for the users and help them to 

socialize and share contents with others. Social networking sites are very useful in sharing information, making 

friends and keeping in touch with old friends. But with the increasing demand of social networking sites privacy 

concern is also increased.  
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With SNS, users engage with each other for various purposes, including business, entertainment and 

knowledge sharing. The commercial success of SNS depends on the number of users it attract, and by 

encouraging users to add more users to their network and to share data with others in SNS. 

 

B. Need For Privacy  

Since SNS are widely in demand of current scenarios, the risk of their usage has also increased. Due to 

the lack of awareness among user and presence of less privacy protection tools, huge amount of user’s data, 
including user’s personal information, pictures and videos, is at risk. They can be used by strangers, 

Content sharing is one of the main features of SNSs, but they do not provide any mechanism for 

collective enforcement of privacy policies on shared data. 

Privacy expectations in social networks are based on relationships. Typical social networks support 

friends and networks with privileged access. 

Friends: Friendships are a defining characteristic of social networking sites, and friends receive access 

to personal data. Friendships require acceptance by both parties.  

Networks: Social networks also support networks, where members have some access to each other. 

Bebo and Facebook associate access controls with school attendance. Alternately, self-defined regions can be 

considered a network, and privacy controls may be associated with the chosen location.  

Public Visibility: Sites define some subset of a profile (such as the user’s name and affiliation) visible 
by default for searching and identification. Most sites also allow users to relax or strengthen their definition of 

public information. 

Past work demonstrates that users have strong expectations for privacy on social networking sites. 

In order to help users protect their personal data, the SNSs architecture adopts a simple user centric 

policy management approach, where a privacy aware user is able to specify a policy that manages access to their 

posted profile objects. There have been numerous studies concerning the privacy in the online world. A number 

of conclusions were drawn from these studies: 

1. There are varying level of privacy control, depending on the online site. For e.g.: Some sites make 

available user profile data on the Internet with no ability to restrict access, while other sites limit user profile 

viewing to a set of selected trusted friends [6]. 

2. The individuals lack appropriate information to make informed privacy decisions [6]. 

Due to lack of  user awareness and proper privacy protection tools, huge quantities of user data, including 
personal information, pictures and videos are quickly falling into hands of authorities, strangers, recruiters and 

the public at large [9]. 

 

II.        Problem Defination 
In today’s scenarios all the websites have privacy policies so have the Social Networking Sites. Social 

Networking Sites are one of the most visited sites but they are still vulnerable. Our research work is to provide 

some additional Privacy Policies that are used to enhance the existing Privacy Policies of Social Networking 

Sites. Examples of this type of network are LinkedIn, Black Planet and Good reads. 

Most SNS provide only a binary relationship: friend or not.  As a result there is no similarly between 
the real life social network and online social graph model and violates our security principle of keeping 

consistency between online and offline social networks [4]. To keep coordination between the two, we can 

extend relationship model as: 

1. Types of relationships: This can be roughly categorized into bidirectional relationships such as friend 

or colleague, and one directional relationship such as fans of followers. 

2. Trust Strength: This expresses how much a user trusts other users either with respect to a specific topic 

(topical trust) or in general (absolute trust). 

3. Interaction Intensity: This measures the quality and quantity of interactions between users. 

A fundamental feature of SNSs is the online social graph that connects users. It collects the core information 

on which all the socialization services provided by SNS are based, therefore it should be primarily protected. 

It is easy for a malicious user to obtain multiple fake identities and pretend to be multiple distinct users 
in the SNS. If the SNS requires users to register with government issued identity cards, the barrier against 

launching node forging attacks becomes much higher. A more promising approach is to utilize the web of 

relationships embedded in a real life social network to establish and verify users identity. The basic idea is that 

people are who they connect with, communicate with, or affine to. Although it is not difficult to register under 

alias, it is extraordinary difficult to change one’s friends and contacts. 
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III.       Literature Survey 
Millions of people join social networking sites, adding profiles that reveal personal information. The 

reputations of social networking sites has been diminished by a number of incidents publicized by the news 

media (Chiaramonte and Martinez, 2006, Hass, 2006, Mintz, 2005, Read, 2006). Is it possible to join a network 
of millions of people and be able to trust all of them? This does not seem realistic. Since people are obviously 

joining networks and revealing information, what role does trust play in the use of social networking sites? 

Members use these sites for a number of purposes. The root motivation is communication and 

maintaining relationships. Popular activities include updating others on activities and whereabouts, sharing 

photos and archiving events, getting updates on activities by friends, displaying a large social network, 

presenting an idealized persona, sending messages privately, and posting public testimonials. 

Extreme volume of content uploaded to social networks has triggered widespread concerns over 

security and privacy [6]. Personal data revealed on social networks has been used by employers for job 

screening and by local law enforcement for monitoring and implicating students. Criminals have also capitalized 

on the trust users place in social networks, exploiting users with phishing attacks and malicious downloads. The 

disparate, contrasting set of threats posed to users has resulted in a number of refinements to privacy controls. 

However, one aspect of privacy remains largely unresolved: friends. As photos, stories, and data are shared 
across the network, conflicting privacy requirements between friends can result in information being 

unintentionally exposed to the public, deteriorating personal privacy [5]. As social network content is made 

available to search engines and mined for information, personal privacy goes beyond what one user uploads 

about himself; it becomes an issue of what every member on the network says and shares. 

 

A. Privacy Issues in existing SNS’s 

Facebook and other social network sites pose severe risks to their users’ privacy. At the same time, 

they are extremely popular and seem to provide a high level of gratification to their users. Based on the 

literature and theories examined, the following conclusions were given [7]: 

 SNSs users have a limited understanding of privacy settings in social network services and, therefore, 

will likely make little use of their privacy settings. 

 Perceived benefits of SNSs outweigh the observed risks of disclosing personal data. 

 SNSs users are more likely to perceive risks to others’ privacy rather than to their own privacy. 

 SNSs users were more likely to change privacy settings if they reported a personal invasion of privacy 

than if they reported an invasion of privacy to others. 

Some key issues of privacy in Social Networking Sites are: 

1. The SNS that are currently available does not make user aware of the dangers of divulging their personal 

information or they do not want to read the privacy policy of the SNS. 

2. The privacy tools are not much user friendly, they are very complex to understand and use. 

3. Users can control who can access what in their profile but cannot control what others reveal about them. 

 

B. Privacy Threats and Attacks 
 User provides SNS with some basic information such as name and email address to create their profile. 

Registered users can invite their friends to join the SNS. In some SNS we have facility to send invitation to all 

the emails saved in address books. Once a profile is created then user can share his information with other users 

on SNS, which is the most important characteristics of SNS [3]. User can post public messages in various forms 

like text, photo etc. on their personal space provided by SNS. 

Many organizations take advantage of SNS to advertise their products and services and at the same time to 

stay in touch with people. With respect to hundreds of millions of users of SNSs, and large amount of data 

shared by them, social networks are treasures of personal and corporate data [3].  

Ideal SNS should fulfill the following privacy requirements [11]: 

1. End-to-end Confidentiality: All interactions are needed to be confidential and only sender and receiver 

should have access to data. 

2. Privacy: Personal information of a user should not be disclosed to any party apart from those explicitly 
mentioned by the user. 

3. Access Control: Users should be able to manage access controls of their profiles as well as attributes of 

their profiles. Users should be also allowed to grant permission to another user or a group of users.  

4. Authentication: For satisfying the previous requirements, a receiver of a message should be able to 

authenticate the sender of the message as well as the attribute message. 

5. Data Integrity: For each exchanged message whether it is a response or a request, origin authentication 

and also modification detection are needed to be performed. 

6. Availability: Public data has to be always available and all messages should be delivered at any time. 
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Access control methods of many of the current SNSs are very weak. There is challenge of making a trade-off 

between privacy and the following factors [19]: 

1. Social Network Searching: It is unattainable to hide all the information of a user’s profile but allow 

users to find it by social searching. Same case is for traversing friend’s profile. 

2.  Social Network Interaction: There is a privacy breakage risk through common friends. Details of 

users, e.g. school name, interests etc, might be exposed through the profile of their friends. 

3. Data Mining: SNS data may be studied for analyzing social behaviors which in that social network is 
considered as graphs and users are their vertexes and relationships are their edges. Removing private data on the 

other hand, reduces the accuracy of result. 

 

IV.      Proposed Policies And Inmplementaation 
Since SNS are widely in demand of current scenarios, the risk of their usage has also increased. Due to 

the lack of awareness among user and presence of less privacy protection tools, huge amount of user’s data, 

including user’s personal information, pictures and videos, is at risk. They can be used by strangers, recruiters 

and even the public at large, in any way in which they want. 

None of the previous research conducted so far solves all the privacy risks. 
 

A. Level of Privacy Control 

To protect user privacy, all existing SNSs provide some level of privacy control that allows users to control 

who sees what in their profile. They are: 

a) Profile Privacy: It controls who can see the user’s profile and his personal information. 

b) Application Privacy: It controls what information is available to installed applications. 

c) Search Privacy: It allows who can see for user and how he can be contacted. 

 

B. Profile Viewers 

The Privacy Settings are not sufficient enough to control the privacy of data. It is not sufficient which kind 

of data to be disclosed but it is also necessary which data to be disclosed to whom. Classification of people who 
can see user data is as follows:  

a) Close Friends: They are the people whom user trusts enough to share almost each and every 

information. They are the best friends of the user’s real life. 

b) Friends: They can be user’s family members, relatives or friends in real life. 

c) Known: They are the people about whom the user knows a little. They can be people known online or 

met once or twice. 

d) Visitors: They are the user’s who are not in our friend list but visit the user profile to know about him. 

 

C. Proposed policies and their implementation 

The privacy tools in SNS are not flexible enough to protect user data. Most popular SNS, Facebook provide 

very detailed privacy setting, but current Facebook’s privacy interface is too complex to understand by most 

normal users.  Our target is Privacy settings to be simple, even understandable by the normal users. 
Here we propose some privacy policies that serve as a resolution for the privacy issues identified in 

previous section. These policies when implemented can enhance as well as complement the privacy framework 

of existing SNS’s. 

To implement the policy proposed, we proposed a frame work in php and our implementation shows 

whether the given policies are applicable on a social networking site or not. Here in this paper we have shown 

the snap shot of only two webpages. 

a) Album Privacy Policy: - The user should be provided with an option to customize the access 

permission on the album and also on selected photographs of an album. 

 
Fig 1. Album Privacy Policy 
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Album privacy policy is needed to maintain the privacy on specific album of the user. There are three level 

of privacy: 

 Private 

 Protected 

 Public 

Private Albums are visible to only user itself 
Protected Album van be seen by only Closed Friends and Friends 

Public Albums are visible to all. 

 
Fig 2. Album Type specification 

Reason: Suppose a user adds an album on his profile, but he wants’ different access permissions for 

different images or different albums then he cannot do this. So to provide user with this customization this 
policy is proposed. 

 

b) Image Protection Policy:- User can protect their images from being copied of downloaded by other 

users. By default Close Friends can see user’s protected images while Friends, Known can see user’s public 

images (user can change this access level also). But then also nobody can copy or download user’s images. To 

download an image Close Friends, Friends and Known need to send a message to user. When user approves the 

message then only it can be downloaded. 

 
Fig 3. Image Protection Policy 

Reason: Images privacy is of important concern. But without image being uploaded on SNS, SNS’s charm 

will be reduced. So we provide privacy in images so that unauthorized user cannot download the image and edit 

it into something inappropriate to harm the user. 

Image Protection Policy is needed to protect an individual image. In this when an image is added to a Private 

Album it is by default private. When image is added to Protected Album, it can be private or protected but not 

public. When image is added to Public Album, it can be private, public or protected. 

 
Fig 4. Image Protection Policy 
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c) Image Tagging Policy: - When a person tags a user, in Facebook user has option whether it will be 

displayed on his timeline or not, but we provide more customized option user will have option to accept or reject 

the tag. When user presses “yes” the tagged image appears on user’s timeline, when he presses “no” his name is 

removed from tag. Once a user is tagged in an image he has option to delete that image also, if he finds it not 

appropriate. Only Close Friends or Friends can tag an image, Known and Visitors cannot do it. 

 
Fig 5. Image Tagging Policy 

Reason: User’s in SNS can control access to their profile but cannot control what others reveal about them. 

E.g.: A user can upload an embarrassing photo of friend and can directly tag it to friend’s profile. So to solve 

this problem I propose this policy. 

 

d) Customizing Access on Tagged Images: - Access Customization by user on Tagged images. When 

user is tagged in an image every one can see him but user should have option to customize which friend can see 

which image. 

 
Fig 6. Customizing Access on Tagged Images 

Reason: - By approving the tagged image we allow every friend of ours to view that image. However, there 

may be situations in which we would want to screen the viewers of that image.  So that specified users can only 

view the tagged image of the user. 
 

V.     Conclusion And Future Work 
This is a relatively new field and there is a tremendous potential for future research because of the 

recent increase in the number of users in SNSs. In this work we examined the existing privacy policies of some 

of the most common Social Networking Sites like Facebook, MySpace, and LinkedIn etc. While studying about 

the privacy policies we tried to keep in mind the requirements of Social Networking Sites users. 
We studied the existing privacy policies and flaws in them for different Social Networking Sites. 

Keeping in mind the weakness of existing policies we suggested certain modifications in them.  

In support to our proposed policies and to test their implementation feasibility, we have tried and 

implemented 4 of our policies. For this we designed our SNS in php which has the primary features of any 

Social Networking Site like Facebook. Then we implemented few of the proposed policies on it. 

In future, we intend to extend our privacy policies that offer an easy and flexible way to user so that 

they can communicate with each other and the third party application without revealing much about them. We 

also aim at proposing a Privacy Policies Framework, which can easily be integrated with the existing one or 

even can be replaced. 
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Abstract : In wireless communication two main limitations are capacity and range. In  the areas  of  high  

population  density  cellular service is far superior compared  to  scarcely  populated  areas. The  initial  

cellular  systems  were designed  for  a  single  application, that is only for  voice,  but  today  with  the  advent  

of third-generation  (3G)  cellular  systems, users  expect not only good quality  of  voice but also many other 

features such as uninterrupted  voice  calls,  clear  video  images  and  faster  internet facilities. Data traffic is 

usually bursty in nature and requires more bandwidth than traditional voice service. 3G suffers from a 

limitation that it provides inadequate  indoor  signal  penetration, which leads  to  poor  coverage  in  the  

indoor  environment  where  users  spend most of their time. These characteristics indicate that future cellular 

wireless systems must be designed in a different way, hence the  motivation  to  move  towards  smaller  cells  

that  operate  in  a  licensed  spectrum  but  are  privately  owned. Femtocells  provide  a  good  solution  to  
overcome  indoor  coverage  problems  and  also  to  deal  with  the  traffic within Macro cells. Femtocells 

provide reliable and high quality of service to all customers. In this paper author has proposed the interference 

aware & SINR estimation of femtocell for different distance.  

 Keywords - Femtocell, HeNB, LC-RRM Techniquem Microcell  

 

I.       INTRODUCTION 
Capacity demands of modern mobile telecommunication networks are increasing year by year. People 

all over the world are using not only more voice call services but also an increasing amount of data services with 

their cell phones. Many of these services, including Web surfing, emails, video streaming, downloading video 

calls and banking require high speed connections and generate large amounts of data traffic to the network. The 

customer expectations are continuously rising and soon the mobile terminals will have to achieve the same 

bitrates as the current fixed internet connections. Femtocells offer a different approach to all these problems. 

Femto is a factor that denotes one thousandth of nano. Femtocells are very small, and have low cost base 

stations and their maximum allowed transmit power level is low. Femtocells are quite smaller than nanocells but 

the bigger difference is not the size of the cell. Like any other private companies, the mobile operators are 

always interested in increasing their profits. Increasing the total network capacity by deploying femtocells will 

save in future macrocell investments. Users that have installed a femtocell if satisfied with the service are 

unlikely to change their subscription to the competitor. Operators will probably also offer special femtocell 

billing schemes which will furthermore help in retaining customers. Deploying femtocells, on the other hand, is 
not free of charge either. Even though the devices are relatively low-cost the operators will have to spend large 

amounts of money on device distribution and marketing. In addition, many users will need helpdesk phone lines 

or some other means of support in installing the device [1]. 

 

II.       OPERATION OF FEMTOCELL 
A broadband internet connection is a prerequisite for connecting a femtocell. The femtocell  encryped 

all  voice  calls  and  data  sent  or received by the mobile phone. This makes it impossible for an external user to 

break into a user’s home network. For  a  standard  3G  cellular  phone,  the femtocell  appears  as  another  cell 

site  or macrocell, hence communicating with it as it would with a macrocell, when the mobile phone is used 
outdoors. Since femtocells operate at very low radio power levels, battery life is high. Also call quality is 

excellent, when the distance between the femtocell and the mobile handset is short. The mobile operator’s data 

switch and telephone switch communicate with the femtocell gateway in the same way as for other mobile calls. 

Therefore, all services including call diversion, phone numbers, and voicemail etc. all operate in exactly the 

same way and appear the same to the end user. The connection between the femtocell gateway and the femtocell 

is encrypted using IPSec, which prevents interception. There is also authentication when the femtocell is 

installed for the first time to ensure that the access point is a valid one. Inside the femtocell there are the 

complete workings of a mobile phone base station. Some additional functions are also included, such  as  the  

RNC (Radio  Network  Controller)  processing,  which  would normally  reside  at  the  mobile  switching 

center. Some femtocells also include core network element so that data sessions can be managed locally without 

needing to flow back through the operator’s switching centers. 
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 Fig. 1: Femtocell deployment 

 

In [4] interference mitigation between neighboring femtocells and between the femtocell and macrocell is 

considered to be one of the major challenges in femtocell networks because femtocells share the same licensed 

frequency spectrum with macrocell. Further, overly concerned with convention radio resource management 
techniques for hierarchical cellular system is not suitable for femtocell networks since the position of the 

femtocells is random depending on the users’ service requirement. In this, we provide a survey on the different 

state-of-the-art approaches for interference and resource management in orthogonal frequency-division multiple 

access (OFDMA) based femtocell networks. A qualitative comparison among their different approaches is 

provided. To this end, an open challenges in designing interference management schemes for OFDMA 

femtocell networks. 

 

III.       TECHNICAL CHALLENGES IN   FEMTOCELL DEPLOYMENT 
The mass deployment of femtocells gives rise to several technical challenges. One of the major 

challenges is interference management between neighboring femtocells and between femtocell and macrocell. 

There are two types of interferences that occur in a two-tier femtocell network architecture (i.e., a central 

macrocell is underlaid/overlaid with 3G/OFDMA femtocells, respectively) are as follows: 

 

3.1 Co-tier interference: 
  This type of interference occurs among network elements that belong to the same tier in the network. In 

femtocell network, co-tier interference occurs between neighboring femtocells. For example, a femtocell UEs 
(aggressor) causes uplink co-tier interference to the neighboring femtocell base stations (victims). On the other 

hand, a femtocell base station acts as a source of downlink co-tier interference to the neighboring femtocell UEs. 

However, in 3G/OFDMA systems, the co-tier uplink or downlink interference occurs only when the aggressor 

(or the source of interference) and the victim use the same sub-channels. Therefore, proper allocation of sub-

channels is required in 3G/OFDMA-based femtocell networks to mitigate co-tier interference. 
 

3.2 Cross-tier interference:  
This type of interference occurs among network elements that belong to the different tiers of the 

network, i.e., interference between femtocells and macrocells. For example, femtocell UEs & macrocell UEs 
(also referred to as MUEs) and act as a source of uplink cross-tier interference to the serving and the nearby 

femtocells & macrocell base station, respectively. On the other hand, the serving macrocell base station and 

femtocells cause downlink cross-tier interference to the femtocell UEs and nearby macrocell UEs, respectively. 

Again, in OFDMA-based femtocell networks, interference occurs only when the same sub-channels are used by 

the aggressor and the victim i.e (cross-tier uplink or downlink). Femtocells are spread over the existing 

macrocell network and share the same frequency spectrum with macrocells. Due to spectral scarcity, the 

macrocells and femtocells have to reuse the total allocated frequency band partially or totally which leads to co-

channel or cross-tier interference. At the same time, femtocells should occupy as little bandwidth as possible 

that leads to co-tier interference, in order to guarantee the required QoS to the macrocell users. 
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Fig. 2: Interference scenarios in OFDMA-based femtocell networks. 

 

As a result, the throughput of the network would decrease substantially because of such co-tier and cross-tier 

interference. In addition, severe interference may causes to “Dead zones”, i.e., areas where the QoS degrades 

significantly. These dead zones are created due to asymmetric level of transmission power within the network 

and the distance between macrocell base station and macrocell UE. For example, due to co-channel interference 

a macrocell UE located at a cell edge and transmitting at a high power will create a dead zone to the nearby 
femtocell uplink transmission. On the other hand, in the downlink transmission, a cell edge macrocell UE may 

experience severe co-channel interference from the nearby femtocells, due to high path-loss and shadowing 

effect. Thus, it is essential to adopt an effective and robust interference management scheme that would mitigate 

the co-tier interference and reduce the cross-tier interference considerably in order to enhance the throughput of 

the overall network. 

In OFDMA-based femtocell networks, orthogonal sub-carriers can be assigned to femtocells and 

macrocells, due to the flexibility in spectrum allocation. This gives OFDMA-based femtocells an edge over 

CDMA systems in terms of utilizing the frequency spectrum resources efficiently. Fig. 2 illustrates all possible 

interference scenarios in an OFDMA-based femtocell network. If an effective interference management scheme 

can be adopted, then the co-tier interference can be mitigated and the cross-tier interference can be reduced 

which would enhance the throughput of the overall network. 

 

IV.  INTERFERENCE MANAGEMENT APPROACH USING FFR & RESOURCE PARTITIONING 
The basic mechanism of this method divides the entire frequency spectrum into several sub-bands. 

Afterwards, each sub-band is differently assigned to each macrocell or sub-area of the macrocell. Since the 

resource for HeNB and MeNB is not overlapped, interference between MeNB and HeNB can be minimised. The 

authors proposed a frequency sharing mechanism that uses frequency reuse coupled with pilot sensing to reduce 

cross-tier/co-channel interference between femtocells and macrocell. In this scheme, FFR of 3 or above is 

applied to the macrocell. When a HeNB is turned on, it detect the pilot signals from the MeNB and discards the 
sub- band with the maximum strenght received signal power, and thus uses the rest of the frequency sub-bands 

resulting in an increased SINR for macrocell UEs. The overall network outturn is enhanced by adopting high-

order modulation schemes. 

Fig. 3(b) illustrates the allocation of frequency sub-bands within the macrocell sub-areas. The sub-band 

A is used in the center zone (C1, C2, and C3), and sub-bands B, C, and D are used in regions X1, X2, and X3, 

respectively. When a HeNB is turned on, it senses the neighboring MeNB signals and compares the Received 

Signal Strength Indication (RSSI) values for the sub-bands, and chooses the sub-bands that are not used in the 

macrocell sub-area. If the HeNB is located in the center zone then it excludes the sub-band that is used in the 

center zone as well as the one that is used by the macrocell in the edge region of the current sector. For example, 

if a HeNB is located in edge region X1, then it would obviate sub-band B which is used by macrocell UEs, and 

select sub-band A, C, or D. However, if a HeNB is located in center zone C1, then it avoids sub-band A and at 
the same time sub-band B since the RSSI for this sub-band is comparatively higher for that HeNB. In this way, 

this scheme abates co-tier and cross-tier interference. Simulation results show that, the expedient offers 
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throughput gains of 27% and 47% on average, when compared with the FFR-3 scheme (with no center zone) 

and a scheme with no FFR, respectively. 

 
Fig. 3: Interference management scheme using FFR 

 

Femtocells are a solution that helps to reduce the capital and operational expenditure of a mobile network while 

enhancing system coverage and capacity. However, the dodge of interference is still an issue that needs to be 

addressed to successfully deploy a femtocell tier over existing macrocell networks. Moreover, interference is 

strongly clinging on the type of access control, which adjudges if a given user can or cannot connect to the 

femtocell. In [5], the existing access methods for femtocells together with their benefits and drawbacks are 

explained. Different approaches have been proposed for access(Fig. 4): 

Closed access: Only a subset of users, defined by the femtocell owner, can connect to the femtocell. This model 
is referred to as closed subscriber group (CSG) by the Third Generation Partnership Project (3GPP). 

Open access: All customers of the operator have the right to make use of any femtocell. 

Hybrid access: A limited amount of the femtocell resources are available to all users, while the rest are operated 

in a CSG manner.  

When the access method blocks the use of femtocell resources to a subset of the users within its 

coverage area, a new set of interfering signals is implicitly defined in such area. Hence, the deployment of CSG 

femtocells makes the problem of interference mitigation even more complex. Contrarily, the deployment of 

open FAPs would solve this issue, but bring security and sharing concerns to the customer. Further-more, when 

users move across areas with large numbers of open FAPs, the number of handovers and thus the signaling in 

the network increases. Finally, hybrid access techniques can be seen as a trade-off between open and closed 

approaches. However, the number of shared resources must be carefully tuned to avoid a large impact on the 
quality of service of the femtocell customers. 

 

 
Fig. 4:  Access methods: a) closed subscribers group (CSG); b) open access; c) hybrid access. 

In [6] the author has proposed the use of fractional frequency reuse (FFR) to mitigate inter-femtocell 
interference in multi-femtocell environments. We consider a simple femtocell environment comprising two 

femtocells as illustrated in  Fig. 4. Let femtocell k and l be the target and interfering femtocell with coverage 

radius rk and r, respectively. For the ease of description, define orthogonal area (OA), Ψk,l, by the portion of the 

coverage area of femtocell k , where the average signal-to-interference power ratio(SIR) associated with the 

interference from femtocell l is lower than a given threshold level λth. To provide desired cell edge spectral 

efficacy, it may need to apportion frequency resource to users in OA in an orthogonal manner. The shape of the 

border where the average SIR is equal to λth is shown in Fig.5 as a circle with radius R0. Define Ratio of 

Orthogonal Area (ROA), Ω k,l, by the ratio of the OA to the entire femtocell coverage with radius r k (i.e., 

Ωk,l=Ψk,l/πr2k). If users are uniformly distributed in femtocell k, the probability of users to be located in OA Ψk,l 

is Ωk,lNote that the OA and ROA are a function of the distance. With the uploaded OAM information that 
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includes the distance between femtocells, the femto gateway can successfully allocate frequency resource to 

femtocells by estimating mutual IFI. 
In [7] the authors have proposed a way of mitigation of interference, which is a distributed and self-

organizing femtocell management architecture, called the Complementary TRi-control Loops (CTRL), that 

consists of three control loops to determine maximum transmit power of femtocell users based on the fed-back 

macrocell load margin for protection of the macrocell uplink communications; (2) target signal to interference 

plus noise ratios (SINRs) of femtocell users to reach a Nash equilibrium; and (3) instantaneous transmit power 

of femtocell users to achieve the target SINRs against bursty interference from other nearby users. 

 

V.  SIMULATION RESULT 
We consider a network of (300X300)Km, in which one macro station ,which is situated at center as see 

in (fig 5) & many macro users place around it. Similarly, there are many femto Stations are situated in this 

network which are access by their femto users.  

We evaluate the path loss for macro & femto network separately.Path Loss for macro represented as below 

PLmacro= 10 ((PL_cst+PL_gain*log
10

(distance)/10) 

PLfemto=10(PL_cst+PL_gain*log10(distance)+0.7*distance+wall_penetration)/10) 

PL_Cst(femto)=137.74     &    PL_Gain(femto)=30  

while 

PL_Cst(macro)=128.1       &     PL_Gain(macro)=37.6  

 

 
Fig. 5: Macro & Femto Stations & Users Network Graph 
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Fig. 6: SINR Vs Outage probability Graph 

 

SINR estimation of femtocell user using a Rayleigh channel. The channel we use, it is frequency-flat Rayleigh 

channel with no Doppler Shift. It is static channel. The sample time of the input signal is irrelevant for 

frequency-flat static channel.We see the SINR Vs outage Probability graph of for seven different distances, 

shown in fig 6. 

 

VI.     CONCLUSION 
In this paper, we proposed the interference aware & SINR estimation of femtocell for different distance 

as we seen in graph. We in graph that at distance d=10 the outage probability is low, which is true according to 

standard evaluations. In continuation to this study, we are working on the SINR estimation for many static & 

dynamic channel for MeNB & HeNB, And other pratical model providing user mobility with dynamic 

deployment of HeNb etc. More studies in this  

area are being investigated further. 
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