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Abstract—Ethernet is widely used in Local Area Networks
(LANSs) due to its simplicity and cost effectiveness. Today great
deal of effort is being devoted to extending Ethernet capalities
in order to elevate it from a LAN technology to a ubiquitous
networking technology, suitable for deployment in Metropditan
Area Networks (MANSs) and even in core, Wide Area Networks
(WANSs). Current standardized Ethernet networks are based a
a spanning tree topology, using theéRapid Spanning Tree Protocol
(RSTP) or Multiple Spanning Tree Protocol (MSTP). The spanning
tree architecture is useful for avoiding forwarding loops, but may
lead to low link utilization and long failure recovery time. In this
paper we propose to shift from tree to Directed Acyclic Graph
(DAG) topologies and offer a new bridged Ethernet architectire
called Orient. Orient is based on assigning an orientation state
to each port in the network in order to prevent loops. Thus, the
Orient architecture enables a full utilization of all network links
and ports, while maintaining simplicity of implementation and
compliance with the standardized spanning tree protocolsWe
provide proofs of the correctness of our protocol and a set of
simulations to establish its high efficiency.

Index Terms—Spanning-tree, Ethernet, Bridge, RSTP, MSTP,
MAN, VLAN, Forwarding.

I. INTRODUCTION

constructed. The rebuilding process requires the activatf
previously blocked links, and it can last for several sesond
This is not acceptable in MANSs, since high availability is
one of the major requirements, particularly in streamingd an
telecom applications.

Several solutions have been proposed to ease the problem
of unbalanced link utilization and the sensitivity to a $eag
spanning tree. In particular, theer-VLAN solution enables
the use of a separate spanning tree instance for each VLAN.
However, a more scalable solution is required, since VLAN
separation does not necessarily balance the utilizatiothef
network links, and a typical MAN must support a large number
of VLANs. The Multiple Spanning Tree Protocol (MSTP)]
divides the network into regions, each of which can contain
several (up to 65) spanning tree instances, one instance per
non-overlapping group of VLANSs. In addition to its clear
advantages, the MSTP protocol suffers from high complexity
significant additional configuration, scalability limiians, and
the bandwidth across the network is still limited becauatitr
flows over a small number of superimposed trees [2]. Note
also that a VLAN can use one instance of a spanning tree,

Ethernet has undergone a significant development in mathyis the VLAN's links imbalance utilization and the sensiti
ways over the past 25 years, both in layer 1 (physical aspedtsone spanning tree instance remain unsolved. Solutions fo
i.e., media, transmission rate and distance capabilitees) the implementation of MSTP to optimize load balancing and
in layer 2 and above, i.e., the sophistication of the bridgirperformance issues are provided in [3]-[5]. Kezhal. [6]
system. Ethernet is developing into the preferred netwagrkipropose a traffic engineering framework where the MSTP
technology for recent deployments Bfetropolitan Area Net- trees are spanned taking both the traffic conditions and the
works (MANS) due to its cost effectiveness, simplicity andQoS requirements into account. Sharnedral. [3] propose a
inter-operability withLocal Area NetworkgLANSs). Typically, multi-spanning-tree Ethernet architecture called Vikiwdich
MANSs are a set of interconnected LANs that work together isupports multiple spanning trees through VLANSs. Their arch
order to provide access and aggregation within a metro megitecture was extended in [7] to enable autonomic adaptation t
Virtual LANS (VLANSs) are used in LANs and MANSs to changing traffic loads.
separate groups of hosts and networks, and to create bgtadcaAnother category of solutions is based on routing protqcols
domains within the switched network. in which traffic can traverse least-cost paths rather thamgbe

Although Ethernet is a preferred technology for MANS, iaggregated on a spanning tree backbone, thus providingtigh
has several shortcomings. One of the primary drawbacksaggregate capacity and more resistance to link failures [2]
the active topology of a spanning tree, which by definitioBhortest path routindhas been suggested for Ethernet, e.g.,
utilizes at most:—1 links in a VLAN of n nodes. This limited [8]-[10]. Kim et al.[11] offered a solution based on distributed
utilization causes an imbalance of load on links, which douhash tables to accomplish the shortest path routing on gther
be problematic in MANs from a performance perspectivaetworks. The IETF promotes Transparent Interconnectfon o
Moreover, the use of a spanning tree means that failure lafts of Links (TRILL) architecture, which applies the IS-
any single active link would disconnect the active topologys routing protocols at the link layer, transforming bridge
resulting in the disruption of network traffic until a newdrss to Rbridges (routing-bridges). TRILL provides optimal ipai



wise and safe forwarding even during periods of temporabyoadcasting over Orient, prove their correctness andigssc
loops, while still enjoying the Ethernet simplicity and aer their pros and cons. In Section V we present simulation tesul
configuration. Rbridges can work with plain spanning treeomparing the performance of our proposed mechanisms.
bridges, thus allow gradual deployment, and they are also coConclusions are then discussed in Section VI.

patible with routers, being invisible to routers like bréggare.

However, in order to function, Rbidges communicate using Il. RSTP ARCHITECTURE
traffic encapsulation with a header that includes a hop couft Ethernet Bridging

and various TRILL protocol options. Additionally, the IEEE Bridges are layer-2 devices that were traditionally desitjn
802.1aq [12] standard suggests Shortest Path Bridging)(SR® partition LANs into LAN segments. Unlike routers, that
alongside the spanning tree protocol (STP), by implemgntifun longest prefix matching algorithms in their next hop
the link state IS-IS routing protocol. forwarding decisions, bridge forwarding decisions areedas
solely on table lookups and simple logical operations. @&l
maintain their forwarding information in fitering data table

In this paper, we propose to increase link utilization byhose entries map MAC addresses to the bridge ports that
shifting from tree topologies to Directed Acyclic Graph (BA  should be used to forward the relevant frames. The filtering
topologies which use all edges of the network. We thegbles are dynamic, where old entries expire and new entries
extend the tree-based forwarding mechanism to DAGs aggk added on the fly.
show how to prevent loops when forwarding and broadcastingwhen an Ethernet frame arrives at a bridge, two main
frames. In particular, we present a new Ethernet arChiteCtLprocesses take place; thearning processs responsible for
called Orient, which enables multiple paths utilization in theadding a table entry for the frame, mapping its source MAC
Ethernet, and is based on the comnf®apid Spanning Tree address to the port through which the frame was received.
Protocol (RSTP) [13], using the same Bridge Protocol Dat&the MAC address is thus "learned” by the bridge and this
Unit (BPDU) messages. Orient does not use any routifgformation will be used to forward successive frames. The
protocol, is not using any encapsulation of the traffic, ad forwarding processs responsible for the relay of frames to the
back compatible with the spanning tree bridges, thus isleimport that should be used to forward them to their destination
to implement, and can be deployed gradually. In essen@uring the forwarding process a table lookup is performed
instead of limiting the active topology by placing some pant for the frame destination MAC address, and if the resulting
the discarding state, the Orient protocol assigns an @ii@mnt port is active it will be the only candidate for the forwargin
state to each port, and enables utilizing of the port. ThetRq§rocess. In case that the relevant MAC address does notrappea
bridge of the underlying spanning tree will be called thg the filtering table, the frame is broadcasted, i.e., foded
network Polaris and all bridge ports will be orientedorth through all the active ports, except the port that received
or southaccording to the Polaris. This orientation assignmefiie frame. Entries are limited in their life time (the defaul
provides a directed connectivity over the network, whengno js 300 seconds) and old entries are deleted from the table.
ports are used to forward traffic toward the Polaris, whilRote that this mechanism fails in the presence of loops, and
south ports are used to forward traffic toward the leaves @fus STPs were developed for the control plane of Ethernet
the underlying spanning tree. The Orient architecturézes! pridging [13]. The STPs are responsible for the distributed
all network links and ports and is capable of avoiding rogitinconstruction and maintenance of the active topology of the
loops under what we calégal pathforwarding. It is also able network. The RSTP [13] and MSTP [1] protocols are discussed
to provide automatic load balancing and Quality of Serviggelow. Bridge operations were enhanced in [1] to support the

(QoS) support. Unlike other solutions, multiple spannirg@s  concept of VLANS, adding VLAN registration entries to the
are automatically constructed by the Orient protocol witho filtering tables.

the use of a heavy aggregated BPDU frames and without the

extensive configuration work and management interferen&. RSTP Protocol

The additional processing time caused by the Orient exdansi The spanning-tree algorithm was developed in order to

to RSTP is small, while the message complexity does neliminate the problems of loops in Ethernet networks. The

increase at all. Note that the Orient architecture does rmbtocol designates a loop-free subset of the network tmpyol

necessarily replace the Multiple Spanning Tree solution by placing some ports in a blocking condition. These ina&ctiv

TRILL, as Orient can be implemented on each spanning trbedge ports can be activated in the event of a link failure,

instance of MSTP to increase its efficiency and scalabdity] providing a new path through the network. The active topgplog

it can work with RBridges that enhance the pair-wise optim& configured in a distributed manner following a distrilaite

connectivity. version of the Bellman Ford algorithm. It provides a shdrtes
The paper is organized as follows: In sections II-A angath spanning tree relative to the Root bridge which is calcu

[I-B we give an overview of the Ethernet bridging and STP#ated when the bridge is powered up and recalculated wheneve

Section Il defines the the Orient architecture and proves & topology change is detected.

properties. In Section IV we discuss the learning and fodwar The tree calculation and maintenance require communica-

ing process on Orient. We provide two different schemes ftion between the spanning-tree bridges, which is accoimgdis

A. Overview of Our Contribution



through the BPDU configuration messages. Bridges excharge point-to-point link between ports of the two bridges
configuration messages at regular intervals calietio time The result of the RSTP protocol is a spanning tiéef
(typically one to four seconds). If a bridge or link fails gsahg G. The ports of the edges that belong foare part of the
a topology change), neighboring bridges will detect th& lafc  active topology, while the rest of the ports are in blocking
incoming configuration messages and initiate a spanng®-tmode. Under this topology, a node forwards traffic towards
recalculation. Configuration messages are exchanged &etwihe Root bridge via its single Root port and traffic towards
neighboring bridges, and almost no central or administratihe leaves via its Designated ports. Thus, we can assign the
authority exists on network topology. Bridges have uniqu@on-blocking ports anrientation statewith regard to the Root
IDs which are composed from their MAC address and a prbridge, where the Root ports havenarth orientation and the
defined priority for determining the root bridge. Designated ports havesauth orientation. We direct each edge
In the beginning of the process of building the spanning trei@ward the Root bridge, and this provides a directed tree ove
each bridge "believes” that it is the root and thus its distanthe RSTP active topology.
from the root is 0. The ID of the assumed root and the distanceThe basic idea of the Orient architecture is to give orien-
to it (denotedoot path cost are conveyed in the BPDUs sentations to all the ports in the network, not only the portsttha
by the bridge to its neighbors. In turn, the root bridge ID anbelong to the RSTP active topology. We prove that if we give a
the root path cost are updated according to the informatisauth orientation to Designated pdre:nd a north orientation
received via incoming BPDUs. This is accomplished by tHe all other ports (Root and Alternate), the resulting togyl
bridges that maintain variables callpdority vectorsand by is a Directed Acyclic Graph (DAG). This implies that one can
comparing these priority vectors with the information riged use the standardized spanning tree protocol (RSTP or MSTP)
in incoming BPDUs. The bridge with the lowest ID is choseand assign orientation states to all ports, as describedeabo
to be theroot bridge Each bridge chooses a unigReot port in order to maintain a full network topology and still avoid
which is the port with the minimal cost to the root. Also, doops. Note that the orientation assigned to the ports does n
unique bridge is chosen for each LAN, called esignated mean that the communication is restricted to be unidireetio
bridge and it is the bridge that provides the minimum cost t@ur architecture enables bi-directional communicatiorlevh
the root for that LAN. A LAN’s Designated port is the portusing the port orientation so as to avoid loops.
of the Designated bridge that connects it to the LAN. The ) _ )
Designated port is the only port allowed to forward traffi@®- The Orient Bridge Protocol Extension
from the LAN towards the root. Similarly, the Root port is the The Orient bridge protocol needs only the following simple
only port allowed to forward traffic from the bridge towardshanges in the standardized RSTP or MSTP protocols.
the root. Any operational bridge port that is not a root or 1y gjince our topology is not a tree, the Root bridge will be
Designated port is Backup portf that bridge is a Designated called thePolaris, and the best path cost for each bridge
bridge _for the port’s attached LAN, and aNternate port will be calculated according to the Polaris.
o_therwlse. An Alternate_ port offers an alternate path in the 2) In the port role selection phase of the protocol, every
direction of the root bridge, whereas a backup port acts as * root and Alternate port is assigned a north orientation
a backup (for the path provided by a Designated portin the  gtate, and every Designated port is assigned a south
direction of the leaves of the spanning tree). Backup poditt e orientation state.

on_Iy where there are two or more connections from a givenOptionally the north oriented ports on each bridge can
bridge to a given LAN. . _ be locally ordered according to their accumulated cost to
. Only the Root and Designated ports are placed in aforwarg-ach the Polaris. Note that all ports belong to the active
ing state and cons!dered part of the aptwe topology \_/vhmhnfo topology, and each has an orientation; thus all ports ard use
a tree. For each bridge the Root portis the port leading ltd:svarror data forwarding. Thérient active topologys the set of

the root bridge, while the Designated _pqrts lead t_owar%ﬁ communication links with the orientation of each port.
the leaves of the spanning tree. The original spanning tree

was enhanced to the Rapid Spanning Tree Protocol (RST) Orient Active Topology Properties
in [13] and later to the Multiple Spanning Tree Protocol ) . . . .
We first give an observation of a basic property that is a

(MSTP) in [1], providing the ability to have several parélle . )
spanning trees. RSTP provides a faster convergence time 5%%1“ of the RSTP protocol and the uniqueness of Bridge IDs.

the functionality of detecting those ports that are located Observation 1. The root path costs and IDs of the bridges
the leaves of the spanning tree. impose a strict total order on the bridges with the Root bedg
first in the order.

I1l. THE ORIENT ARCHITECTURE IWe assume an Ethernet network with full duplex point-toapdinks
between bridges and between bridges and hosts. From 10tgigall above,

We model our communication network as an undirect Ia's is the only allowed Ethernet configuration. Our aratiitee also applies
0 multi-port LANS, but this setting makes the expositionrmmoomplex, since

graphG(V, E), whereV represents the set of bridges afd the network's model become a Hyper-graph.
the set of edges. An edge exists between two bridges if therésince we consider point-to-point links, there are no Bacarts.
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Fig. 1. (A) A communication network example with uniformKimnd port costs. (B) The result of the spanning tree protaoal its imposed strict total
order by root cost paths and bridge IDs. The bridge with theeki ID, Bridge 1 is the Root bridge. (C) The Orient topoloByashed edges are edges that
do not belong to the spanning tree. North ports are denotety land south ports bys. The bridge with the lowest ID, Bridge 1 is the Polaris.

Let < be the following order on the bridges: < v (i.e., Definition. A frame forwarding isllegal if a frame entering
bridge « is smaller than a bridge), if and only if either the a bridge through a north oriented port is forwarded through
root path cost of: is smaller than the root cost path of or a north oriented port and otherwise it Isgal
the root path costs af andv are equal and the bridge ID of
u is smaller than the bridge ID af. Clearly, this is a strict
total order, in particular, for every two distinct bridges,v
eitheru < v orv < w.

Fig. 1 (A) depicts an example of a communication networ
with a uniform cost on the links and ports. Bridge 1 (with th&STP protocol:
lowest ID) will become the Root bridge of the RSTP. Fig. bpservation 2. All forwarding transitions over the tree active
(B) presents the strict total order imposed by RSTP; bridggsyology of RSTP are legal, i.e., a frame entering a bridge on
are ordered by their root path cost (in this example thiss$ jus Root port (i.e., north port) will never exit a bridge thrdug

Thus, the legal forwarding transitions are: north to south,
south to north and south to south.légal path of a frame, is
a sequence of legal forwarding transitions.
K Legal forwarding can be seen as a basic property of the

hop count) and breaking ties by Bridge IDs. a Root (north) port again.
Based on the above observation, we claim that the edges of ] ]
the Orient active topology have a natural orientation. Obviously, legal forwarding on a tree is loop-free, we now

extend this result to legal forwarding on the Orient topglog

Claim 1. For every edge 7, one of its ports will be assignedang prove its two main properties: connectivity and locgefr
north and the other south.
] ] Property 1 (Connectivity) There is alegal pathconnecting
Claim 1 follows from the fact that all ports in the RSTP star;gIny two bridges on the Orient topology.

as Designated ports. Each edge connects two bridges, the por

of the bridge that is higher in the order (i.e., farther awayrf Proof: Consider the spanning treg resulting from the
the root) will change its role to Root or Alternate, while théRSTP. All edges of" in the Orient topology will be oriented
other port will remain Designated. Therefore, the Desigdattoward the Polaris (i.e., the Root bridge of the RSTP). There
port will be south and the other port north. Following Clainfore from every bridge there is a directed path going north
1, the Orient topology assigns an orientation (directiam) tntil it reaches the Polaris. For any two bridges consider
each edge inG; the direction of each edge is toward thdheir directed paths to the Polaris, and letbe their least
Polaris bridge. Formally, letD = (V, A) be the directed common ancestor. The path...w,...,v is a legal path.m
graph representing the Orient topology, where a directggted The second main Property is the following:

(u,v) € A if and only if the undirected edge:,v) € E and

N Property 2 (Loop-free) If a frame follows alegal pathon

the Orient topology then it will never be looped.
Claim 2. The directed graph resulting from the Orient Pro-

tocol is a Directed Acyclic Graph (DAG). Proof: If a legal path cannot cross an edge more than once

in the same direction, then a frame following a legal path wil
Proof: All directed edges inD are in the same direction never be looped, and we are done. Assume by contradiction

according to the strict total ordet of the nodes; therefore that there is a legal path that moves along an edge in the same

there are no directed cycles in. B direction twice. Then the path must move along edges of the
Fig. 1 (C) presents the DAG representing the Orient topaetive topology that form a cycle in the communication graph

ogy of Fig. 1 (A), whereS and N stand for south and north G. Denote byc this sequence of nodes that creates a cycle

ports, respectively. Note that the Orient active topolagelf on G . Since the graphD of the orient topology is a DAG,

is not directed and contains all the edges of the commubitatithe sequence of nodesdoes not form a direct cycle ob.

graph. We now turn our attention to establishing a loopfiee Therefore it can be observed thamust contain at least one

directional forwarding mechanism. Over the Orient topglognode v with two outgoing edges iD, to the previous and

we definelegal andillegal forwarding as follows: next nodes in the sequence (and at least one node with two
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Fig. 2. Forwarding frames from Alice to Bob: (A) Spanning @r@rwarding - unique legal path. (B) Orient forwarding - gaé paths.

incoming edges). But then, both ports orare north oriented such as having a class for each priority tag, or could be local
and moving between these two ports is illegal, which makesd vary from bridge to bridge, like classifying the frames
the path illegal. Contradiction. B according to the last bits of their source MAC addressesravhe
We now state without a proof a third property with signifieach bridge can have a different source type classification.
cant practical implications for implementing the Orienttar Each bridge has a local table that contains a mapping between
tecture. An Orient bridge is a bridge that operates accgrdiits North Ports and the possible frame classes, such thht eac
to the Orient protocol. class is mapped to exactly one North Port (but a North Port

Property 3. Orient bridges can be added incrementally t(g:an be mapped to several classes). Recall that the North Port

. . ; o are ordered according to the cost of their best path to the
an operr_alt!ng RSTP bridged netvvqu while maintaining thl‘-i"olaris. Thus the assignment of ports to priority classdk wi
Connectivity and Loop-free properties of the network.

be according to this order, with the highest priority asejto
We now prove another important property of the Orierthe first port. Note that frames having the highest priority w
topology, which we will soon use. be forwarded along the spanning tree that would have been

Property 4. If each bridge in the Orient topology activatesdenveOI by RSTP. In the Tree per class scheme each frame

arbitrarily one of its North Ports, then the resulting topaly class will be allowed to be transmitted and received thraaugh
arbitrarly o ! ' uiting topg single North Port on every bridge. This leads to the follayvin
is a spanning tree.

broadcasting scheme:
Proof: A connected graph witth — 1 edges is a tree. , If p is north oriented and the frame classnist in the
The number of edges in the resulting topologynis- 1 (all classes of, then
but the Polaris choose one outgoing edge). Since every node
is connected to the Polaris via a sequence of north ports, the
L]

— The frame is discarded.

resulting topology is connected, and we are done. ] Else )

In the next section, we propose two types of forwarding ~ — LEARNING: if the source MAC address does not
mechanisms imposed by the path determined via the broad- appear in the filtering table, it is added with the
casting of unlearned destinations. receiving portp. o

FORWARDING: if the destination MAC address ap-
IV. THE LEARNING AND FORWARDING PROCESS pears in the filtering table it is forwarded, else:

Recall that in RSTP, when the destination of a transmitted BROADCAST. The frame is broadcasted through all
frame has not yet been learned by the learning process of the South Ports and through the single North Port
a bridge, the frame is broadcast over all the active topology that corresponds to the frame class (excluding the
ports, except the port receiving the frame. Since the active port from which the frame entered).

topology is a tree this guarantees no loops and a unique patre next Property immediately follows from Property 4

o destmatlon. . . . Property 5. The Tree per class broadcasting scheme restricts
In the Orient archlt_ecture, we must provide alternat_wﬁaffic of each class to a single spanning tree.

methods for broadcasting frames in order to set up a unique

legal path from source to destination for a given session. WeThe logical classification of frames according to their

propose the following two broadcasting options and discu¥$AN tags can be nicely implemented over the Orient topol-

their benefits. ogy using the Tree per class forwarding scheme. Here, adridg
will map a VLAN class only to a port registered for that
A. Tree Per Class VLAN. This implies that each VLAN is not a full spanning

This broadcasting scheme is based on bridges dividing ttiee but a subtree on the Orient topology.
frames among their north oriented ports according to aicerta The advantages of the Tree per class scheme is its ability to
classification. This classification could be global and amif, support QOS aspects but its limitations are that the number



of classes must be at least the number of North Ports bnidge, according to the first time the frame has reached the
order to have a full link utilization. Fig. 2 depict the load-bridge. This provides a unique legal path from every bridge
balancing benefits of the Orient forwarding compared to the the sourcer. Also,the corresponding ports represent the
spanning tree architecture. (A) presents the spanning tamtemporary fastest legal pathsio Therefore, if the links
topology of Fig. 1 with the port roles: R, D, A which standare equally delayed the Safe BFS broadcasting will provide
for Root, Designated and Alternate respectively. Therenig o the shortest path from to x. ]

one unique (legal) path between Alice and Bob. In (B) the
Orient architecture is presented. All ports belong to thévac
topology and assigned N or S, north or south orientationeHer The Orient system and proposed broadcasting schemes were
frames of different classes could follow 3 different legatips  €valuated via simulations and compared to the performahce o

V. SIMULATION RESULTS

to the destination. single RSTP spanning tree. All of the Orient schemes show
an improvement for the total throughput and the bottleneck
B. Safe BFS load, where the best performance is measured for Safe BFS.

In the Safe BES scheme unicast traffic is forwarded d¥e refer the reader to the full paper for further details @& th
follows. When a frame enters a node through a pothe Performed simulations and results.
sourceMAC address of the frame is examined.
« If the source MAC address appears in the filtering table
with a port other thar, then

VI. CONCLUSIONS

We have presented Orient, a new architecture for Ethernet
bridging, which can be implemented by simple modifications
— The frame is discarded (this means that there alreaglyine RSTP or MSTP. We have shown that Orient architecture
exists a path to the source through another port). provides a loop free topology while utilizing all networkikis
« Elsg and ports. We have proposed several broadcasting schemes in
— LEARNING: if the source MAC address does noprder to set paths between sources and destinations. Siomula
appear in the filtering table, it is added with théesults indicate a substantial improvement in comparisen t
receiving portp. single spanning tree topology.
FORWARDING: if the destination MAC address ap-
pears in the filtering table it is forwarded, else:
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