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Abstract 
 

Providing efficient and robust storage service in 
large sensor networks is critical and challenging. In 
this paper, an Active Region-based Storage (ARS) 
mechanism is proposed to accommodate the dynamic 
data-access behaviors and mutable external 
environments, where solar intensity which energy 
producing depends on changes dynamically. The ARS 
divides the whole network into geographical regional 
sub-networks, each of which contains sensor nodes and 
storage nodes, handled by an intelligent agent. Storage 
nodes are responsible for storing and forwarding data 
collected, while agents, aware of the change of energy 
and service, make transitions of the global data 
distribution dynamically to ensure robust service. 
Moreover, strategies of ARS also take account of node 
mobility and resilience to node failure. To evaluate the 
applicability to the dynamic and complicated external 
behaviors of ARS, the whole system is modeled and 
simulated, and the results indicate that ARS 
mechanism can achieve energy equalization and long-
term steady service.  
 
 
1. Introduction 
 

Wireless sensor networks (WSNs) [1], composed by 
a huge number of compact, autonomous nodes, where 
each node is equipped with some computational, 
storage and communication capability [2], always 
operate in an unattended mode to accomplish work 
such as temperature and humidity measurement, 
habitat trajectory tracking, assembly line production 
sensing, transportation, and intruder detection, etc. 
Management in WSNs is challenging due to their 
limited constraints which the conventional wired 
networks never had. Previously, extensive studies have 
been performed to highlight the trade-off between 
computation and communication cost in WSNs [3, 4], 

nonetheless the role of storage has been paid less 
attention compared with the other two aspects above. 

The most fundamental and crucial performance 
aspect in a WSN is energy efficiency according to the 
finite energy reserve [5, 6]. Gaurav Mathur’s study [7] 
shows that in most cases the energy cost of storage is 
equivalent or greater than that of communication in 
WSNs and thus storage should be taken into more 
consideration in the design of an efficient management 
mechanism to reduce overall energy consumption and 
maximize network lifetime. Considering the following 
scenario, in a very large monitoring WSN powered by 
solar energy [8, 9], the external environment like solar 
intensity, temperature and cloud, etc, has a tremendous 
impact on the energy regeneration of the sensors. Over 
a long period of time sensor nodes collect a large 
amount of data and nevertheless the occurrence of 
access behaviors and external physical environments 
changes dynamically. Under this circumstance it is a 
great challenge to design an adaptive storage 
mechanism to minimize energy overheads with 
performance guarantee. Moreover, additional 
measures should be taken to adapt nodes mobility and 
resilience to network or nodes failures. 

In this paper, we introduce an Active Region-based 
Storage (ARS) mechanism for WSNs to address the 
above problem. It takes advantage of merits of three 
existing storage methods, External Storage (ES), Local 
Storage (LS), and Data-Centric storage (DCS) [2]. 
Completed distributed agents, are deployed to collect 
pivotal information such as environment status and the 
access behaviors, to control sensor nodes and storage 
nodes in a specific geographic region. Owing to some 
active strategies it is applicable to the intricate 
transitions of external environment and access 
behaviors, yet scalable and resilient to nodes or 
network failures. Besides region-based management 
mechanism looses the requirements for location 
accuracy and is more robust to nodes mobility. 
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To evaluate our approaches, Cellular Automata 
(CA) [10], an analysis method for dynamics in physics 
[11], is used to model and simulate ARS in WSNs. the 
experimental results demonstrate the advantages of our 
methods. 

The remainder of the paper is structured as follows. 
Section 2 presents some background about the data 
storage problems and the existing storage management 
methods in WSNs. The ARS mechanism is described 
in Section 3. In Section 4 we use cellular automata to 
simulate the ARS mechanism in a special case that the 
energy can regenerate and analyze the results. Finally 
our concluding remarks and future work are presented 
in Section 5. 

 
2. Background and Related Work 
 

At present three kinds of de facto data storage 
methods are deployed in WSNs: External Storage (ES), 
Local Storage (LS), and Data-Centric storage (or event 
driven) (DCS) [2]. Studies about comparison of the 
above three methods in the overhead of storage, query, 
and update have been conducted in [2, 12]. In ES, for 
all detected data is directly sent to an outside access 
point such as a base station for future processing, it 
significantly reduces query overhead while the average 
information update overhead is a function of the 
network diameter. In LS, short-lived information is 
stored locally at the detecting sensor node, therefore 
the update overhead is negligible, but user queries need 
to be flooded to the entire WSN. In DCS data is stored 
at a node determined by the name associated with the 
sensed data. A geographic hash table [2] (GHT) maps 
the data of the same name to a fixed location in WSN. 
DCS serves as a compromise for query and update 
overheads, both of which are functions of the network 
diameter in the worst case. 

Each of the three methods mentioned above is 
merely appropriate for several particular circumstances 
while external condition changes in an unforeseen way, 
and consequently new storage approaches need be 
designed for WSNs. Some research efforts [12-15] 
have been put to devise a more adaptive storage 
mechanism for WSNs. A dynamic GHT [13] has been 
proposed to avoid situations where events are mapped 
into locations where surrounding nodes do not have 
enough resources to service the network, and 
eventually achieve overall load balancing among 
sensor nodes over time. To improve the resilience to 
node failures, Ratnasamy [14] proposed a replication 
policy through periodic refreshing messages. A 
Rendezvous Regions (RR) architecture for wireless 
networks is presented in [15], where each region is 
responsible for a set of keys representing the services 

or data interest and a few elected nodes inside each 
region are responsible for the mapped information. 
This approach can tolerate dynamics with high success 
rate and low overhead, but it suffers from clustered 
node failures. A novel distributed data storage protocol 
Location-Centric Storage is described in [12], which 
considers context-aware replication at multiple 
positions based on an associated parameter. 
Nevertheless to our knowledge no systemic work has 
turned to studying an active storage mechanism in 
WSNs to accommodate the complicated phenomenon 
such as dynamic data access behavior with considering 
the mutable external situation like solar intensity which 
energy regeneration depends on.  

In addition, to gain more insight into the 
adaptability of ARS mechanism, the complex system is 
modeled in a special analysis way by using Cellular 
Automata (CA), whose applicability in complex 
network has been verified in the work [16-18]. Toru 
Ohira [16] studied the phase transition nature of 
computer network traffic by CA. A Mean-Field theory 
is presented and applied to a CA model of distributed 
packet-switched networks in [17]. Evaluation of an 
algorithm of topology control in sensor networks [18] 
indicates that CA can be used to simulate large WSN 
successfully. In this paper CA is used to model and 
simulate some storage scenarios in WSNs to evaluate 
ARS mechanism. 

 
3. Design 
 

In this section we first present the applications 
conditions we consider in our study. Then, we describe 
agents in ARS mechanism. Finally some strategies are 
demonstrated. 

 
 

3.1. Assumptions 
 
We consider WSNs with a huge number of nodes 

lay out over a vast area like a seism monitoring system, 
and are expected to sustain for a long time. With the 
trend of putting great efforts in developing 
reproducible and unpolluted energy resources such as 
solar or heat, energy in sensor nodes has the capacity to 
regenerate rapidly by transforming external energy 
resources. We assume that there is a large amount of 
long-lived collected data in network and many external 
storage devices are deployed in network dispersedly.  

The network coverage is divided into rectangular 
regions with equal size (Figure 1) which is determined 
by the radio range and the number of hops we need to 
cover. Besides flooding overheads and server burden 
are also considered in defining the region size. Each 
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region chooses a home node (red nodes in Figure 1) to 
control the nodes in the region and storage nodes 
(black nodes in Figure1) which stores and forwards the 
data collected (dash lines in Figure 1). The storage 
nodes provide data-access service for users and 
consequently consume much more energy than the 
other nodes. Finally we assume the nodes taking 
advantage of some location mechanisms to know their 
appropriate geographic location, and they just need to 
detect the boundary of the region they are deployed. 
Therefore, each node clearly knows which server is in 
charge of it.  

 

 
Figure 1 Region-based wireless sensor network 

architecture 
 

3.2. Agent 
 

An agent running on the home node is to hold light-
weight but crucial information as a metadata server. 
Information collected by sensors is stored as objects 
according to the type of the events. Each region 
primarily keeps several kinds of objects in storage 
nodes to improve query efficiency. Metadata such as 
the physical address and the category of object are 
stored in home nodes and handled by agents. To adapt 
the complex external situation, agents still analyze 
information like solar intensity, temperature, query or 
update times, etc. They communicate with the nodes in 
the same region and the neighbor home nodes. 
Overheads of the light communication among home 
nodes are negligible compared with that of data 
transport among millions of storage nodes, whereas it 
significantly improves the applicability of the system 
in various situations. 

 
 
 

3.3. Strategies 
 

In the following we describe solutions of some 
remarkable aspects in WSNs.  

(a)Location Awareness and Mobility: Each agent 
need to know the physical location of the sensor nodes 
in its region. As taxonomy of location-aware 
applications has been developed in Hightower’s work 
[19], we can choose an appropriate location-sensing 
mechanism according to the applications. Each node 
detects its own geographic location of which region it 
belongs to. When it moves to a new region, it registers 
itself to the agent in the new region, and thereby the 
agent can keep the latest nodes distribution information 
of the area. Local movement of the nodes has 
negligible overhead as long as the nodes do not move 
out of the boundary of the region. To address the 
problem that the home node moves out of its region, 
agent can be replicated to other nodes of the region. 

(b)Data Distribution Adaptation: Detected events 
are classified by several categories which depend on 
storage scenarios. Some kinds of objects need to be 
updated frequently whereas others mainly are used to 
look up. According to some metrics to estimate and 
predict the event action, agents can determine the data 
distribution methods dynamically. For example, 
detected data such as in a military monitoring system 
requires quick analysis, therefore using DCS method in 
which data objects stored by their categories in the 
storage nodes can improve query response speed. In 
the case data is produced slowly and the latency of data 
collection is not a concern, local storage to perform 
batching in WSNs can dramatically reduces 
communication energy costs [7]. Under the 
circumstance that data is collected in an extremely fast 
way, agents turn to external storage devices. 

(c)Energy Awareness: We assume the energy of 
the nodes can be readily recharged, however, for the 
difference of the solar intensity and temperature the 
capacity to regenerate energy among regions is 
distinct. To prolong the lifetime of the whole system 
agents can change the nodes status in its region 
dynamically and automatically for in real life there is a 
lot of redundancy due to a random node deployment 
[18]. Besides, when accesses occur extremely 
frequently in a region or in some kinds of objects, the 
agent can also inquire neighbor regions to shift a 
proportion of its work. In most cases the overheads of 
data transportation in wireless sensor network proves 
to be much more than that of computation or local 
storage. ARS mechanism takes into consideration the 
change of external environment after a fixed time not 
instantly and consequently transitions in the WSN are 
made discretely. For instance, agents analyze the 
external information every ten minutes and it is 
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reasonable and practical for real applications. Access 
behaviors concentrate on several kinds of objects while 
the residual energy differs among regions, and 
therefore agents use data migration mechanism to 
achieve energy equalization. The nodes only need to 
flood the metadata to the whole network after data 
migration occurs. Besides the infrequent data migration 
has negligent impact on the global energy cost but it 
significantly improves the performance and prolongs 
the time when nodes failure occurs. Some simulation 
work has been done to evaluate ARS mechanism in 
Section 4. 

(d)Load balancing: First the number of nodes in a 
region can be limited to avoid excessive burden in 
home nodes. Secondly, agents select some nodes in the 
region to perform storage task and select others to do 
sensing work. Moreover, it can distribute the whole 
task to sensors dynamically to achieve reasonable 
performance. 

(e)Fault Tolerance: The region-based architecture 
is proved to be resilient to node failures [9,15].When a 
node detect that it has some trouble like its energy will 
be run out soon, it just need to notify the agent in the 
region. In addition, two or more storage nodes can be 
deployed in each region, and replication in a region, 
unaware to the entire network, provides extra 
robustness to failures. Furthermore, replication among 
storage nodes can improve the resilience to region 
failures.  

 
4. Simulation and Results 
 

In this section, we first describe our simulation 
model definition. Then we present the experiment 
results followed by analysis. 

 
 

4.1 Simulation Model Definition 
 

Cellular Automata (CA), invented by the 
mathematician Stanislaw Ulam [10] and used by 
physicists, mathematicians, computer scientists, and 
biologists to simulate complex phenomena, is proved 
to be an effective way to study complicated discrete 
space-time systems. Compared with traditional 
modeling methods, CA can be used to simulate the 
interaction among the cells by several simple rules, and 
the eventual evolution results can demonstrate some 
complex behaviors. To evaluate ARS mechanism, we 
developed a WSN simulator called WsnCASim based 
on two-dimensional cellular automata in MATLAB7.  

The simulator is mainly designed to simulate and 
analyze some storage scenarios and consequently the 
basic structure of the model primarily takes account 

into storage applications. Each region is assumed to 
contain one storage node which has the same 
considerable capacity for storing some data. All 
sensors with a little local storage in a region can 
transmit batching information to the storage node. The 
agent of each region running on one of the nodes 
inspects all the nodes in the same region. In most cases 
there is a lot redundancy that is more than one node 
monitoring the same area due to a random node 
deployment and thereby sensor nodes do not need to be 
awake all the time. This adjustment in a region handled 
by the agent is neglected in our simulation and the 
energy repository and production is supposed to 
support sensors except storage nodes to work in a long 
time. In our consideration the storage node consumes 
much more energy than the other nodes in the region 
for it is responsible for receiving and sending data to 
the other regions. Therefore we mainly consider the 
storage nodes in our simulation. 

The whole network is defined as a square grid and 
each cell of the square represents a region in the WSN. 
We consider it with N nodes on each side and N2 nodes 
as whole. The neighbors of each node are defined 
according to Neumann neighborhood [10] (Figure 2), 
in which every node has less than 4 neighbors. 

 

 
Figure 2 A region and its four neighbors 

 
Each node is capable of producing energy with rate 

Ep (i, t) and consumes energy with rate Ec (i, t). The 
network longevity depends on Ep−Ec over the entire 
network. Since the rate Ep and Ec change frequently in 
the lifetime of the network due to the external 
environments and we study that in a discrete analysis 
method, we considered the energy recharging rate of 
each node hold a fixed value in a time unit. Therefore, 
we use Ep(x, y) (position of the node) as a parameter to 
represent the total energy regenerated by node N(x, y) 
in a time unit.  

The state of each node contains active, sleep, and 
inactive mode (we consider inactive that the node runs 
out of energy). The storage node consumes most 
energy in active mode while it can save much energy 
by switched to sleep mode. The agent determines 
which mode the storage node keeps on if it is not in 
inactive mode. In real application energy consumption 
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in shifting the mode of node is expensive, and 
therefore we use a timer to control the transitions in the 
process. When a node is in active mode, it will stand in 
the active mode for several time units and the agent 
makes alteration verification by some pre-defined rules 
after the timer reduces to 0. 

A trace file is used to record the output of the 
simulation, such as the total energy of the network and 
the number of failed nodes. Some other attributes, 
defined in deferent storage scenarios of our simulation, 
will be showed in the experimental instructions. 

 
4.2 Experimental Results and Analysis 
 

To evaluate ARS mechanism two traditional metrics 
for wireless sensor networks has been used: 

1. Failed nodes: amount of failed nodes whose state 
is completely inactive in a special time step.  

2. Total energy: the summation of the residual 
energy of all the nodes in active or sleep mode in a 
special time step. 

In the experiment we simulate a storage scenario 
that a great amount of data objects collected by sensors 
are stored by storage nodes and external query events 
dominate in the network. Adaptation, similar to DCS 
approach, that all the data with the same type is 
centralized to be stored on several storage nodes as 
objects to improve query efficiency, has been made by 
agents. Each storage node is assumed to only keep one 
sort of objects in our experiment. 

An attribute so-called query intensity of each kind 
of objects is defined to represent for external access 
behaviors. Due to some functions agents can conclude 
what kinds of objects are being queried by users. To 
simply the simulation, query intensity of every kind of 
objects during a period of time is divided into two 
categories: 1 and 0 (being queried or no). The kinds of 
being queried objects in the network change randomly 
after a fixed time. The node storing the kind of being 
queried objects is in active mode. Each active node has 
a timer randomly initialized with a value between 1 
and 5. During a time unit, the timer of the active node 
reduces by 1, and if the timer of the node reaches to 0, 
it will look up the neighbors’ state to decide if it needs 
to make a transition. As we assumed that each node has 
three possible states (active, sleep, inactive) and each 
has four neighbors, agents must define 243 rules for 
external changes. In our experiment when the node is 
in active mode and the value of time is 0, it looks up 
the neighbors to find the node in sleep mode and the 
residual energy is greater than it and other nodes in 
sleep mode to migrate the objects. If the transition 
behavior occurs, the active node switches to sleep 
mode and switches the other one to active mode and 

set it with a new random timer value. If there are more 
than two such nodes, it will select one randomly. 
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Figure 3 Amount of energy with and without 
using ARS mechanism  

 
Access density λ, another global parameter, defines 

the approximate proportion of the nodes being queried 
in a period of time. For instance, as the value of λ is set 
to 0.5, about fifty percents of the nodes are being 
accessed. The nodes being queried before are more 
likely to be accessed next time. In the experiment the 
access density is assumed to remain constant in the 
process. 

The approximate value of energy consumption of 
each node is referred to the work described in [20] and 
we neglect the energy cost in sleep mode. We assume 
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that every node starts with the same initial energy 50j 
and consumes 1j every time unit in active mode. The 
energy production ratio Ei (x, y) changes randomly 
between 0j and 1j. The total data categories are divided 
into ten sorts equally and distributed randomly in the 
network. 
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Figure 4 Number of failed nodes with and without 
using ARS mechanism  

 
In the first experiment the value of N is set to be 

200, 100, 50 respectively and it is equivalent to 
thousands of nodes. The access density is assumed to 
0.5 and about 50 percents of nodes are being accessed. 
To see how the system performs in terms of ARS 
mechanism, the performance without using our 
transition rules is evaluated for comparison. 

Figure 3 shows the comparison of the total residual 
energy along the time with and without using ARS 
mechanism respectively. As we can see, there is much 

energy left during a long period of time with using 
ARS, while the dashed line depicts that much more 
nodes ran out energy without ARS. The consequence 
results from the transition rules of ARS mechanism to 
achieve energy equalization. More nodes are in active 
mode in the process and hence it costs more energy. 

The goal of ARS mechanism aims to provide long-
term and robust query service. As long as the storage 
nodes failure occurs, the capacity of providing query 
service decreases. Though replication among regions 
can reduce failed nodes, the influence of this behavior 
does not been taken into account in the experiment. 
The ideal situation is when query request occurs in a 
period of time all the queried nodes reserve power and 
can be in active mode. Figure 4 shows the number of 
failed nodes in the process with and without using 
ARS. About 60 time units later failed nodes appear 
without using ARS (dashed lines). It can be noticed 
that more than 100-fold time units increase when failed 
nodes occur than the result of without using ARS. The 
results demonstrate ARS can improve service 
robustness significantly though energy producing ratio 
varies from time to time. 
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occurs with deferent access density 
 
Another essential factor in WSN that should be 

considered to evaluate ARS mechanism would be the 
access density. The value of access density λ is set to 
0.2, 0.4, 0.6, 0.8 respectively and N to 100, and we 
measure the number of time units when failed nodes 
occur and then the number gets to 5, 10 and 20 
percents. As showed in Figure 5, when the access 
density increases, the number of time units until failed 
nodes occur decreases. We can observe that the 
number of time units until nodes failure occurs when λ 
is 0.2 is almost twofold than that when λ is 0.8. While 
in most cases in a large WSN the ratio of nodes being 
accessed is low, and consequently it is adaptive to use 
ARS to provide long-term storage service. Yet energy 
production technology also plays an important role on 
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providing the robustness and stability of the system, 
whereas it is out of our study scope. 
 
5 Conclusion and Future work 
 

This paper presents the design and evaluations of an 
Active Region-based Storage (ARS) mechanism for 
large wireless sensor networks. ARS provides active 
data distribution mechanism to adapt the imbalance of 
energy existing in the WSNs and the dynamic data-
access behaviors. Moreover, nodes mobility and 
resilience to nodes or network failure are considered in 
ARS. We simulate and evaluate ARS in a complex 
system by Cellular Automata (CA), and the results 
show that ARS can achieve energy equalization and 
provide long-term steady service. In the future some 
heterogeneous sensor structures will be taken into 
account and we also intend to emulate more storage 
scenarios in our simulation, such as resilience to region 
failures, to evaluate ARS. 
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