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EDITOR'S NOTE:
THE TECHNOLOGY INTERFACE
INTERNATIONAL JOURNAL JOINS IAJC

ol ;i

Philip Weinsier, TIIJ Editor-in-Chief

TII) is the Newest Member of the
IAJC-owned Journals

After many successful years of service to engineering
technology, and special thanks to former editor Jeff Beasley,
the Technology Interface Journal sports a new name and
joins the International Association of Journals and Confe-
rences (IAJC). For the first published issue of the Technolo-
gy Interface International Journal (TI1J) since joining IAJC,
the acceptance rate was just under 50%. We expect that fu-
ture rates will continue to be in a range similar to what they
had been over the journal’s previous years, roughly 50%.
Information about TIIJ can be accessed via the IAJC web
site (www.iajc.org) or directly at www.tiij.org. TIIJ, like the
other IAJC journals, is published both online and in print.

TAJC also Welcomes Three New
Affiliate Journals

IAJC, the parent organization of TIIJ, the International
Journal of Modern Engineering (1IJME) and the Internation-
al Journal of Engineering Research and Innovation (1JERI),
is a first-of-its-kind, pioneering organization acting as a
global, multilayered umbrella consortium of academic jour-
nals, conferences, organizations, and individuals committed
to advancing excellence in all aspects of education related to
engineering and technology. IAJC is fast becoming the asso-
ciation of choice for many researchers and faculty due to its
high standards, personal attention, fast-track publishing,
biennial IAJC conferences, and its diversity of journals.

IAJC would also like to welcome the following to its
growing list of affiliate journals: The International Journal
of Engineering (1JE), the International Journal of Industrial
Engineering Computations (IJIEC) and the International
Transaction Journal of Engineering, Management, & Ap-
plied Sciences & Technologies ITIEMAST). With a total of
13 journals, authors now have a venue for publishing work
across a broad range of topics.

TAJC-ASEE 2011
Joint International Conference

The editors and staff at IAJC would like to thank you, our
readers, for your continued support and look forward to see-
ing you at the upcoming IAJC conference. For this third
biennial IAJC conference, we will be partnering with the
American Society for Engineering Education (ASEE). This
event will be held at the University of Hartford, CT, April
29-30, 2011, and is sponsored by IAJC, ASEE and IEEE
(the Institute of Electrical and Electronic Engineers).

The IAJC-ASEE Conference Committee is pleased to in-
vite faculty, students, researchers, engineers, and practition-
ers to present their latest accomplishments and innovations
in all areas of engineering, engineering technology, math,
science and related technologies.  Presentation papers se-
lected from the conference will be considered for publication
in one of the three IAJC journals or other affiliate journals.
Oftentimes, these papers, along with manuscripts submitted
at-large, are reviewed and published in less than half the
time of other journals. Please refer to the publishing details
at the back of this journal, or visit us at www.iajc.org, where
you can also read any of our previously published journal
issues, as well as obtain information on chapters, member-
ship and benefits, and journals.

International Review Board

TIIJ is steered by IAJC’s distinguished Board of Directors
and is supported by an international review board consisting
of prominent individuals representing many well-known
universities, colleges, and corporations in the United States
and abroad. To maintain this high-quality journal, manu-
scripts that appear in the Articles section have been sub-
jected to a rigorous review process. This includes blind re-
views by three or more members of the international editori-
al review board—with expertise in a directly related field—
followed by a detailed review by the journal editors.

EDITOR'S NOTE: THE TECHNOLOGY INTERFACE INTERNATIONAL JOURNAL JOINS IAJC
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THE EVOLUTION OF VIRTUAL REALITY
ENVIRONMENTS AND IMPLEMENTATION
OF NEW TECHNOLOGIES:
AN OVERVIEW OF THE CURRENT STATE OF RESEARCH

Kimberly James Nankivell, Purdue University Calumet

Abstract

The evolution and use of virtual reality environments
(VREs) have coincided with the advancement in software
and hardware technologies. These advancements in technol-
ogies have provided academia, business, and government
new avenues for expansion with less expensive and more
enhanced forms of VREs. This study sought to compile a
review of available literature with respect to the implementa-
tion and usability of VREs, examining how the advances in
these technologies have affected these environments. This
review considers how these environments are being used and
the nature of the institutions exploiting them. Further out-
lined is the newest research and the potentials this research
is discovering. Subsequently, this study considered the legal,
social, and political questions that the participants in VREs
must address and concluded with what possible new tech-
nologies are being examined and opportunities for future
research in these virtual reality environments.

Introduction

The use of virtual reality environments (VREs) in educa-
tion, business, research, and government has increased sub-
stantially since the early introduction of the technology.
Within the last decade the cost of the technologies to create
VREs has become reasonable for many organizations and
institutions. Prior to the advancement of these technologies,
only those organizations and institutions which could afford
the high-priced mainframe computers required to create
these environments could implement them [1]. The original
implementations of VREs were for simulations, engineering,
and entertainment. The explosion in computer hardware and
software technology over the past few decades brought with
it an evolution in the functionality and availability of VRE:s.

The definition of VRE has matured with the evolution of
the technologies such that a VRE is now defined as a com-
puter-generated three-dimensional (3D) location, created by
a virtual environment software package that can provide an
interactive experience influenced by a user [2]. The user
experience provided is one of interaction, immersion, and

imagination combining simulation, multimedia functionality
and artificial intelligence, experiences which are delivered
over network technologies. The navigational systems within
these VREs can be classified into two types. The first type
employs immersive VREs that require various types of de-
vices such as head-mounted displays, projection-based set-
ting (CAVE), stereoscopic headsets, etc. The desktop virtual
navigation system is the alternative and is the least expen-
sive VRE approach that employs the display screen of the
system to engage the user [3].

The introduction of Web 2.0 has seen an increase in dep-
loying these environments. Virtual Reality Modeling Lan-
guage (VRML) is currently the open source standard of
choice for creating internet based virtual environments [3].
Interactive environments such as Second Life, Cyworld, and
Entropia Universe are increasing in their popularity and usa-
bility as social platforms on the World Wide Web. These
interactive worlds employ avatars, which are digital repre-
sentations of the user, to provide the virtual presence to inte-
ract with other participants.

The current research into the implementations of VREs is
on many fronts. The evolution of virtual environments coin-
cides with research into the devices and technologies to in-
crease the functionality of these VREs. Motion-capture sys-
tems, projection systems, and headset displays are just some
of the fields of research. These types of technologies will
enhance the interactivity and usability of such environments
to customize VREs for such endeavors as training and social
interaction [4].

The next section will detail the methodology used to ex-
amine the validity of the articles reviewed, including the
rationale for including those articles reviewed for this study.
The following section provides an overview of the types of
VREs being employed and the various institutions and or-
ganizations which use these technologies. A review of the
quantitative and qualitative research being conducted is pre-
sented, along with results and discussion on the literature
review and conclusions drawn from this review.
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Research Methodology

An empirical methodology was carried out for this over-
view in order to examine the current research on the topic.
This review was designed to assist in identifying the issues,
uses and solutions research has undertaken to better under-
stand virtual reality environments (VREs) and provide the
best methodologies to increase and improve the use of these
environments.

One of the core purposes of this review was to create a va-
lid and robust reference list to add to the credibility of the
research. Each reference was evaluated using the following
criteria: (a) the integrity of the author(s) and/or institution(s)
where the research was performed along with a robustness
and methodology that conforms to best practices, (b) wheth-
er the article was subjected to a peer-review process, (c)
timeliness and relevance of the article, and (d) the diversity
of the subject matter to current academic research was also
considered carefully. Some anecdotal articles were also in-
cluded as a means of providing richness to the content of the
article.

Virtual Reality Environments

Historical Perspective

Virtual reality environments were once considered to be
available only to those institutions and organizations that
had access to large sums of money and mainframe comput-
ers. The environments were rudimentary in nature, with li-
mited modeling technologies available for creating realistic
environments and characters. The initial implementations of
these VREs were for simulation, training and educational
endeavors. The cost of these technologies was considered
prohibitive for all but a few institutions. It was estimated that
a quarter of a million dollars ($250,000 US) would be re-
quired to create a very limited set of networked virtual
worlds Beyond the initial cost of the system to create a
VRE, the usability of such systems was far from what would
be required to facilitate the multiple methods of interaction
required. The networking technologies inhibited the distribu-
tion of these VREs and limited the size and scope as well.
The modeling software also was a hindrance to usability,
providing only simple systems with counts under 10,000
polygons [5].

The research in the early 1990s recognized the need for
advancements in technologies to overcome the impediments
that hindered the use of VREs. It was suggested that
lightweight, dynamic software programming would need to
be developed to allow for fluid interaction of environments
including advancements in collision detection, command

structure and the user interface. It was also suggested that
this dynamic software be developed specifically for VRE
creation and implementation. Along with software im-
provements, devices needed to be developed to allow for
more functional participation in immersive environments
such as head-mounted displays, hand-held devices and mo-
tion-capture tracking devices [5], [6]. These initial imple-
mentations and recommendations provided the needed foun-
dations for the research and advancements that has pro-
gressed to today.

Current VRE Implementation

These technologies have improved to the point where cur-
rent VRE implementations can provide a wide variety of
interactions, environments and characters, thus providing
greater diversity in uses. Currently, VREs are far less expen-
sive to implement than they were fifteen years ago. Current
research indicates that a well-conceived VRE can be dep-
loyed on a high-end desktop computer or created over the
internet using reasonably priced server technology [6]. This
availability of affordable VREs has spawned growing im-
plementation and research into evolving the medium.

The business community is realizing the benefits that vir-
tual environments can provide through their implementa-
tions in production, marketing and communication. The use
of a virtual production line at Deere & Company provides an
example of the advantages that virtualization can provide.
The company used a 3D computer model to recreate a parts
production line, which then enabled investigation into how
modifications to the production line would translate into
enhanced parts production. This VRE, named VRFactory,
proved that creating an immersive virtual production line
allows for “the exploration of design changes and their ef-
fects on the simulation” [2].

The VRFactory as defined by Rehn et al. [2] was devel-
oped by modifying off-the-shelf software and hardware
technologies. The final product referred to as Assembly Line
Solution Set (ALiSS) incorporated four components, which
created the functionality that was essential for the require-
ments outlined by Deere & Company. These components
included a Graphics module that provided the means of dis-
playing the 3D objects in the VRE, including the production
line and parts. It also generated the user interface. The
second component was a Data Processing module that han-
dled the interpretation of the results of the simulations. A
third component, the Logical module, was incorporated into
ALIiSS to establish and monitor the behavior of the virtual
objects in the simulations. The final Interaction module was
employed to provide the controls of ALiSS functionality [2].
The system was then deployed using a six-screen projection
system to provide for full immersion for its users.
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Prior to this implementation, the manufacturing industry
was quite hesitant to employ these types of simulations or
virtual production processes due to (a) time constraints for
simulation development, (b) the cost of deploying effective
simulation models, and (c) a lack of accessible real-time data
of current production. These limitations were overcome by
the development of the ALiSS system with its realized goals
of (a) reduction in development time of the model, (b) the
ability for non-specialists in simulations to perform investi-
gations, (c) the transfer of results from simulation to actual
production, and (d) the consistency of design of the final
production line. The system was extensively tested and
found to be extremely useful in evaluating prototype design
and production-line processes [1]. This VRE allows a de-
signer to run through a wide range of designs virtually and
provides the stakeholders the opportunity to collaborate on
the most appropriate direction to explore.

The increasing successful use of VREs within the business
community has also expanded into the realm of online vir-
tual worlds. The introduction of Second Life in 2003 by
Linden Research, Inc. [7] marked the emergence of one of
the most successful online virtual communities. Second Life,
along with many other virtual communities (Entropia Un-
iverse, Cyworld, Active Worlds etc.), can be defined as vir-
tual worlds (VW) or metaverses, which allow for a user to
view alternate worlds via a computer screen or specialized
goggles. The interaction within these alternate worlds is
achieved by means of a digital representation in the form of
an avatar [8]. These virtual worlds are a collaborative envi-
ronment where one is able to experience the feeling of being
physically connected with other individuals [9]. Along with
the feeling of a physical presence, one is able to experience
all forms of reality as diverse as eighteenth century London
to a galaxy far into the future.

The avatar is the digital representation of the user and can
have a distinct look and wardrobe, own its own property and
make friends and associates. The communication can be by
text and voice along with non-verbal gestures and expres-
sions. The avatar (user) can, in many virtual worlds, create
virtual business which can earn virtual money and the user
can actually make a real-life living in the VW. The virtual
money in many instances can be converted into real curren-
cy. The VW phenomenon not only has opportunities for in-
dividuals, but corporations, academic institutions, govern-
ments and researchers as well.

The Second Life Experience

The research community has taken a close look at Second
Life (SL), which presently asserts a membership of over 13
million distinctive membership accounts with an in-world
presence of over 680,000 in April of 2008 [8]. It has been

reported that Second Life has claimed to have the first vir-
tual millionaire with a convertible currency called the Lin-
den dollar allowing for actual exchange of currency through
the LindeX virtual stock exchange [10]. The SL community
provides a foundation for making possible communication,
entertainment and education, which has provided businesses
and academia opportunities to provide virtual facilities and
services that users are accustomed to in the real world.

Businesses have begun opening store fronts to provide vir-
tual goods and services in a manner similar to real-world
endeavors. Banks (Wells Fargo, for example) have estab-
lished a presence in SL. Meta Bank is a totally virtual bank
providing the same services that a real bank provides, such
as loans for purchasing virtual property and saving accounts
for accruing interest. The entertainment industry has also
established a presence in SL with MTV building its own
space or “island” called MTV’s Virtual Laguna Beach. (Isl-
ands are virtual spaces that individuals or entities can pur-
chase for development.) Advertisers are also moving into SL
to take advantage of the media-rich environment of the VW
[10]. These business activities have evolved to where many
businesses are creating virtual space for training.

The nature of SL provides for free-form user-created con-
tent that can be manipulated to suit the needs of the creator.
British Petroleum has embraced this functionality by re-
creating a gasoline storage and piping system representative
of a typical gas station. This virtual gas station allows trai-
nees to visually inspect the underground components of the
station and observe the operation of the safety devices. This
provides a unique perspective of an extremely complex sys-
tem that could not be achieved in real life [9].

Galagan [9] also reports on IBM’s incorporation of SL in-
to its corporate structure with a variety of experimental ways
of providing new experiences and training for its employees.
It is reported that over 6,000 IBM employees log into SL
each week to experience a wide variety of activities. These
activities include training, conversations with customers and
the holding of meetings worldwide. A unique aspect of using
SL is the opening up of the IBM Island to retired IBM em-
ployees to chat and stay in contact with one another and cur-
rent IBM employees. Advanced 3D voice capability has
been incorporated into the IBM implementation to allow for
a more natural and realistic means of communicating.

Customer feedback is another avenue that has been em-
ployed by businesses to better design and market its prod-
ucts, as suggested by Galagan [9]. Starwood Hotels proto-
typed versions of its new high-tech loft-like hotels, referred
to as Aloft. As part of the design process, the company
created various prototypes of the proposed hotel and re-
quested feedback on the most desirable designs. The auto-
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maker Pontiac has a space in SL where its engineers can chat
with customers on design and engineering concerns. Many
other institutions such as Cisco, the National Oceanic and
Atmospheric Administration (NOAA), NASA and the Tech
Museum of Innovation have incorporated SL into their orga-
nizational culture to further enrich and enhance the goals of
their respective institutions.

Medical research and information technologists have em-
braced SL as an avenue for research, dissemination of know-
ledge and training. Delarge [8] researched a variety of op-
portunities available in the VW environment. He concluded
that “the most compelling and unique applications were in
the areas of education & training and research” [8].
Play2Train, Second Health London and Ann Myers Medical
Center provided the best examples of virtual applications
that mimic real-world environments within the medical
community. Ann Myers Medical Center is a virtual medical
center for experimentation in virtual training for First Life
Medical and Nursing students in diagnostics and bedside
manner. The National Health Service London has created
Second Health Life as a means of distributing health-care
information and medical-practice information in an efficient
and innovative manner. It is suggested by Delarge [8] that
these and other types of medical endeavors are ideally suited
for the VW environments.

Educational institutions have established a presence in SL
as extensions of their physical classrooms. Harvard Law
School provides a portion of its CyberOne course on Second
Life’s Berkman Island. A combined political science and
business course is offered by Emery University housed at
SIMsim Island [10]. These universities, along with many
others, are recognizing the value that a VW such as Second
Life (SL) can provide in the educational process. Many insti-
tutions in fact have gone one step further and have provided
facilities for researchers and staff to create their own virtual
reality environments (VREs).

Institutionally-owned VREs

Young [11] examines several universities’ innovative im-
plementations of VREs as supplements to their traditional
educational activities. Cornell University has created a vir-
tual science museum called SciCenter where the laws of
physics do not apply. This, as suggested by one its creators,
Ms. Corbit, provides for an educational 3D world that acts
like a video game and creates a rich environment for educa-
tion. The University of North Carolina at Wilmington has
begun using VREs as sites for virtual classrooms. The in-
structors using this technology have been impressed with the
level of communication provided by the environments and
the interactivity demonstrated by the learners. These virtual
classrooms are housed in an expansive virtual three-story

building which boasts an atrium and balconies for students
to gather and relax. Assistant Professor of Education Gill
observed that the students did remain in close proximity to
one another, but when their avatars got too close or collided,
the students demonstrated a sense of being offended for tres-
passing into their virtual space. The overall experience was
extremely positive with the students attending the virtual
classes more regularly than was experienced in previous
physical classroom attendance.

The VREs have always been an integral component of the
modern military establishment. The traditional use of VREs,
and their related simulations as discussed by Stackpole [1],
has been for battle-plan strategies, pilot training and wea-
pons training. These traditional VREs are now included in
even more realistic training for increasing the effectiveness
and efficiencies in deploying and designing the ever-
increasing complex military systems. The basic motivator
for the increased use of these VRE technologies is to reduce
cost and increase safety [11].

Virtual Reality Research

Virtual environments have been employed in the form of
virtual laboratories for many years. The Virtual Laboratory
(VL) has been used as an alternative to physical labs due to
the lack of funds, physical space, and the threat of physical
harm to the student [12], along with the lack of physical
proximity of the student to the physical lab. These VLs have
taken on many degrees of complexity from a simple simula-
tion presented on a CD to a network-based VL providing
remote access to a complete learning environment with user
set-ups [13].

Virtual Laboratory

Some of the more notable projects using VL technologies
are being done at Te” le” universite” in Toronto, Canada, and
Drexel University in Philadelphia, PA. VPLab is the name
given to the Te’ le’ universite’ project that provides a stu-
dent with a virtual lab that is instinctive, enjoyable, and an
interface that is interactive. This VPLab was designed to
provide the learner with an appearance of a serious lab envi-
ronment and not a video game. The interface offers eight
sets of generic tools that can perform twelve physics expe-
riments.

Once the prototype of the VPLab was finalized, the virtual
lab was presented to 13 students to determine the percep-
tions and integrity of the system. The evaluation involved
the collection of data in three phases: (a) a questionnaire
gathering demographic information on the students fami-
liarity with simulations and computer software; (b) a series

8 THE TECHNOLOGY INTERFACE INTERNATIONAL JOURNAL | VOLUME 11, NUMBER 1, FALL/WINTER 2010



of lab exercises were required that were indicative of what a
novice user would perform; and, (c) an exit interview with
each learn to better comprehend the effectiveness of the
VPLab.

The overall reaction by the students was quite favorable
with many valuable elements mentioned. Though one of the
many objectives of the project was to stay away from the
appearance of the VPLab as a video game, many of the stu-
dents stated otherwise. The positive reactions towards the
VPLab outstripped the negative reactions. The availability of
on-demand video clips of an actual experiment being per-
formed was quite beneficial. The visual cues on the functio-
nality of each virtual object were extremely helpful in con-
ducting the experiments and added to the realism. The stu-
dents emphasized the feeling of freedom and control within
the VPLab [13]. Overall, the VPLab was considered a suc-
cess with further refinements being proposed by the re-
searchers.

A second deployment of a virtual laboratory was per-
formed at Drexel University and the results of the deploy-
ment and research were reported by Leitner and Cane [14].
This virtual network lab (VNL) was conceived to provide
online learners with the experience of an actual IT laborato-
ry. The VNL was created to allow online learners the ability
to carry out multiple IT experiments, including the configu-
ration of a virtual network. The researcher augmented the
VNL by employing the Blackboard system as a course man-
agement tool.

The VNL designers’ approach was an open system which
allowed the students to work within the environment and
have input into the construction of the virtual network con-
nections for access to the lab [14]. This approach allowed
the students to choose the appropriate elements to build the
laboratory environment from which to carry out the experi-
ments. This open-format construction was closely watched
by the instructor to coordinate the level of competency of
each student, generating a greater degree of learning. The
software packages chosen for the VNL were typical of real-
world IT labs.

The VNL as reported by Leitner and Cane [14] was dep-
loyed on an existing server and was designed so that each
course instructor could set up the components reflective of
the course and experimental outcomes. This allowed for
elements to be either open (those elements that the student
could modify) or closed (those elements that the student had
no control over). Once these components were established
by the instructor, the student was instructed to perform the
assignment. The addition of the Blackboard course man-
agement system provided the instructor with the capability
of maintaining course control. The designers also incorpo-

rated a management system named DameWare, which
enables the instructor to log in to the VNL systems and mon-
itor the students’ behavior.

The VNL system has been implemented and is in the early
stages of its deployment but has not been evaluated with
respect to learning outcomes. Leitner and Cane [14] are still
working on more appropriate means of integrating the VNL
into the IT curriculum. They are also contemplating utilizing
this system in the classroom in addition to online learning.

Usability Research

Actual research into VREs has been somewhat sporadic,
but the past few years have shown an increase which has
stimulated the growth of these environments [6]. The usa-
bility of VREs is one area where research has had some im-
pact, as demonstrated by the research performed by
Schroeder, Heldal, and Tromp [15]. Their research article
“The Usability of Collaborative Virtual Environments and
Methods for the Analysis of Interaction” examined two me-
thods of analyzing interaction within VREs. They suggest
that problems do exist within these environments and these
VREs are limited due to the available field of view, the inte-
raction of objects, and the awkward tools for navigation and
avatar gesturing.

Research in usability has been limited, as suggested by the
Schroeder et al. [15] and is due to the immaturity and lack of
VREs available for research. Thus, usability is one of the
main issues directed at VREs and why many are reluctant to
use them. To this end, the authors of “The Usability of Col-
laborative Virtual Environments and Methods for the Analy-
sis of Interaction” took a comprehensive look at usability
issues. The nature of this digital medium allowed for the
capture of the interactions of the users, which provided for
more reliable results. The major obstacles that were ad-
dressed in the research were (a) how to generalize the results
to other VRE settings, (b) discovering patterns of the inte-
raction that are common and unique, and (c) developing the
proper method for analyzing and capturing the interaction
[15]. The underlying goal of the research was to improve the
usability of VREs. This was accomplished by focusing on
the techniques for analyzing interaction within these envi-
ronments.

Evaluating Sequence of Behavior

Categories of behavior. The research employed two me-
thods for analyzing the interaction of participants within
VREs. The first method was quantitative in nature, evaluat-
ing sequences of behavior within a group environment. The
VREs were presented via the desktop technology. The first
step in this approach was to establish a set of categories for
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scoring the observed behaviors. Initially, twenty six catego-
ries were established that were reviewed by a panel of ex-
perts.

The review refined the categories to eight distinct va-
riables to be analyzed. These eight categories were: (a) ex-
ternal events outside the VRE, (b) communication, (c) avatar
gestures, (d) manipulation of the avatar, (e) navigation of the
avatar, (f) positioning of the avatar, (g) viewing the envi-
ronment, and (h) verify to activity. Within these categories
there were between two and fifteen subcategories to better
quantify the activities [15]. These categories were designed
to focus the research on the behavior within a VRE during
the acts of collaboration.

Analysis of interaction. This method analyzed a series of
video recordings of participants interacting as they per-
formed various tasks. The researchers then scored the inte-
ractions observed, based on the eight categories identified.
This method permitted the researcher to follow a series of
interactions in a very detailed manner. This, then, provided
the opportunity to breakdown the types of actions that are
performed during the interaction. An example of the data
that this method generated was presented by the authors. The
example detailed four trials involving three to nine partici-
pants and lasting a total of thirty two minutes. These obser-
vations generated 705 individual acts to be analyzed and
categorized.

Conclusion on usability. Through this process a number of
conclusions about how individuals interact within a VRE
where developed. It was discovered that almost half (48.1%)
of all acts were in the form of communication, with general
communication accounting for 20.4 % and the balance, veri-
fying the functionality of the VRE with fellow users. It was
also determined that newer users communicate more often
than experts and that experts scanned or viewed the envi-
ronment more often. It was also observed that as a user na-
vigates within the environment, there is less likelihood that
he/she will communicate, as the focus is on navigation and
not communication. The research was able to establish the
time requirements for various acts performed within the
VRE.

The actions that require the most time were communica-
tion, when they were done via text input. Navigation typical-
ly took between 1 and 2 seconds, except when the avatar
was moving backwards and most other acts on average took
about 1 second. Reaction times in communication were
another area that demonstrated some interesting results.
General, unfocused communication usually required about 5
seconds for a response. When the communication was a part
of collaboration, the response time was much faster, within a
range of 1 to 2 seconds.

Recommendations on usability. The results of the ob-
served interactions produced a number of recommendations
as advocated by Schroeder et al. [15]. The first of these rec-
ommendations was to fully or partially automate a regularly
occurring task. A second recommendation was to develop a
better instrument for providing feedback to other users and,
finally, there needed to be an easier way to navigate to a
particular position.

Benefits of method. The main benefit of this method is to
provide other researchers a means of uniformly analyzing
interactions within a VRE. The advantages of the methodol-
ogy are (a) sequences can be categorized and inspected in
detail, (b) correlation between activities can be identified
and aligned, (c) length of specific activities can be estab-
lished, and (d) the frequency of various activities can be
established. There are, however, three main disadvantages
that researchers must take into account when using this me-
thod of analysis. The time required to perform this type of
analysis is quite extensive and should be considered when
designing the research. There is also the problem of genera-
lizability and whether the results from one VRE can be ge-
neralized to another. Finally, the qualitative elements of the
users’ experience are lost by reducing the data to its basic
quantitative form. This loss of richness of the qualitative
data can be problematic when the data is being reviewed by
persons other than the ones that scored the activities.

Definition of collaboration. The second method explored
in the research [15] expanded the model developed by Hel-
dal in 2004, which attempted to identify those elements that
support or disrupt the acts of collaboration by users. The
elements that disrupt collaboration were identified as the
lack of awareness of what others are doing, inadequate feed-
back from others on one’s own actions, and the difficulty in
seeing what others are actually seeing. The research was
performed in an immersive projection environment (CAVE)
and involved two sets of trials. The trials were distinct in
that one paired strangers and the other paired friends to de-
termine whether the disparate pairs would act differently in
given collaborative situations.

Results of qualitative approach. The second method em-
ployed a qualitative approach to reviewing the actions of the
paired participants. The research used video and audio re-
cordings, questionnaires, interviews and real-time observa-
tion, which was quite similar to the first method. The results
provided some insights into the collaborative nature of the
paired participants along with observations related to those
elements that disrupt collaboration. Perceptual issues were
discovered when users were attempting to navigate within an
environment where the horizon was indistinguishable. The
user had difficulty recognizing various locations due to the
bland horizon and often got lost. Interaction among the par-
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ticipants was also quite revealing in that when collaborating
the users respected each other’s virtual space, but while na-
vigating there tended to be a disregard for one another’s
space and at times participants would actually walk through
the other’s avatar.

The appearance of the avatars was only a concern when
the participants were not actively involved in a specific task.
The discussion about one another’s appearance typically
occurred early in a session or after a task had been com-
pleted. During the collaborative process, the focus was on
the task with little concern about each other’s avatar appear-
ance. The treatment of the avatar was sometimes perceived
as real, versus times when the avatar was ignored or was
similar to the way objects were perceived. Depending on the
objective of the task, participants would sometimes walk
through an object as if it did not exist, while other times the
object presented an obstacle to be dealt with.

The two methods were quite similar in their approach to
analyzing the interactions of participants. The first method
observed the actions of individuals as they navigated a VRE,
while the second method focused on pairs of participants and
how the pairs collaborated within a VRE. The research fo-
cused more on the methods employed, striving to established
validity in this type of research. The research did generate a
few recommendations for better usability within a virtual
environment. The researchers provide additional suggestions
for researchers as they investigate usability within a VRE.
Schroeder et al. [15] suggest that one (a) think about what to
study from the beginning, (b) plan the iterations of design,
test, redesign and test considering the methods outlined in
this current study, (c) focus on the specific aspects of beha-
vior that are of interest, (d) use appropriate combinations of
methods, and (e) evaluate the results to achieve logical sug-
gestions for redesign [15].

Authoring Tools

The lack of virtual environments can be attributed to a
combination of cost and the ability to program the interactiv-
ity into the environments. The cost for development of these
environments has declined as the technology has increased,
thus reducing one of the obstacles in creating VREs. The
technical skills required to create a VRE are still one of the
pervasive reasons why more VREs are not being developed
[6]. The research conducted by Hendricks et al. [6] considers
the conceptual creation of an authoring tool that will provide
the novice with the ability to create and implement a VRE,
which includes extensive interactivity. The proposed tool
would expand on the Virtual Reality Meta Language
(VRML), which is considered the 3D version of HTML. The
authoring tool would provide “both novice and advanced
users a single system on which to develop, with the opportu-

nity for novice users to smoothly migrate to creating more
complex applications” [6]. The research defines the frame-
work for such an authoring tool.

Implementing VREs. The behavior and interaction of
VREs can be implemented in one of two general ways. The
first is behavior-based where the interactions of the objects
are considered attributes of the objects. For example, an ava-
tar runs according to the way the object is programmed and
is programmed to know what to do in response to other ob-
jects. The second way is event-based where the interactions
occur in the environment. These events are produced by the
users’ activity or are produced by a change in the state of the
objects. Currently, the main development tools use one or a
combination of both of these methods but do not provide the
user support required for the novice to work with them ef-
fectively.

Prototype authoring tool. The ideal authoring tool, as pre-
scribed by Hendricks et al. [6], would be useful not only for
the advanced programmer but the novice as well. The sys-
tem would (a) allow for a smooth transition of user support
so that users with various levels of skills are able to work
with the system, (b) the system should be able to produce,
regardless of the expertise of the user, as complex a VRE as
required, (c) the system should be able to produce a viable
VRE in a short period of time, similar to the time is takes to
produce a GUI application, and (d) the system should allow
for deployment on any hardware or software platform in-
cluding new technologies [6].

Their system would have three main features or modules
interacting with one another in varying ways. The first mod-
ule would be a Graphics module consisting of a world com-
ponent and an objects component that are stored in the data-
base. The world component controls the rendering of the
objects in the database. The second module would comprise
a Scripting interface for implementation of the scripting lan-
guage of choice rather than relying on one specific scripting
language. The final Events module would be responsible for
coordinating the interactions within the environment. It
houses the structures for attribute variables, actions and con-
ditions.

The proposed generic authoring tool allows both the no-
vice and advanced user the ability to create interactivity by
specifying pre-defined event-action pairs provided by the
system. The support system will allow the novice user to
migrate to more complex actions as his/her expertise in-
creases. The development time will be greatly reduced as the
use of scripting languages will reduce the time spent on
compiling and employing API code. Since the system is
modular, various implementations of a module can be used.
The scripting module, for example, could simultaneously run
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both a portion of Python and JavaScript. The authors con-
clude that VRE authoring tools have increased in number
and usability, but few have targeted the novice developer.
The implementation of their meta-authoring system would
assist in overcoming this problem and rapidly generate more
VREs with richer content.

Implications for the Future

The development and implementation has been an ongo-
ing process in the area of virtual reality environments. The
term “Virtual Reality Environments” has evolved to
represent a computer-generated 3D collaborative environ-
ment, where the user can interact and manipulate the envi-
ronment. These environments are limited only by one’s im-
agination where physics and the natural world can be mod-
ified. The potential for VREs is unlimited, providing distinct
advantages over existing communication and interactive
technologies. These 3D virtual environments, as suggested
by Pekkola [16], have these distinct advantages: (a) a mutual
understanding and sense of space, (b) a mutual perception of
the presence of others through their avatars, (¢) a commonal-
ity of the sense of time, (d) the ability to negotiate and com-
municate with others, and (e) a means of sharing models and
objects in virtual space and collectively achieve understand-
ing of activities [16].

The recent exponential growth of virtual worlds (VWs)
such as Second Life demonstrates the realization by individ-
uals, the private sector, academia and government sectors of
the power of VREs. Individuals have embraced the enter-
tainment and collaborative nature of these environments to
the point where some are now making a living in these VWs.
The private sector is expanding its operations into these
worlds as well, establishing store fronts, meeting areas, re-
search endeavors and marketing campaigns to take advan-
tage of these new opportunities. Academia has also moved
into these new environments to take advantage of the inex-
pensive virtual space available and the ability to communi-
cate, educate and research within these environments.

As these VWs evolve, new issues arise that must be ad-
dressed. The ability of users to create and own objects has
spawned the existence of virtual businesses. This rise in
business activities has prompted governments to take a look
at avenues for taxing these types of activities. Along with
business activities, the very nature of owning property has
created new questions that must be addressed legally. There
are increasing concerns about such concepts as the legal
definitions of intellectual property as created within these
VWs [17]. The owners of these VWs also have to consider
how they word their “terms of service” as a recent court case
ruled against Second Life and its restrictive “terms of ser-
vice” (ToS). In that case, a federal district court found that

the Second Life’s ToS was illegal in its strict ownership and
participation requirements and awarded a substantial settle-
ment to the plaintiff [18]. Virtual governments are now be-
ing created by the citizens of the VWs to establish laws by
which the residence must abide.

Research in VREs has increased as the cost of creating,
and expertise to develop, them has decreased. This research
is delving into many arenas within the VREs, especially into
the navigation, field of view, gesturing and mechanics of
motion. There has been extensive research into the software
applications that create these environments with an emphasis
on ease of development. There has been widespread research
into the hardware used in simulating, navigating and observ-
ing these environments.

Conclusion

There has been an ever-increasing amount of research into
the VREs and the various ways that they can be used and
exploited. The research efforts have mainly focused on the
architecture, navigation and delivery of the VRE technology
with minimal research into the social and legal aspects of
these environments. Many institutions have become actively
engaged in these VREs and many are exploring alternative
uses for them. The potential of VREs has been recognized as
a new source of research opportunities, which has prompted
continued development in this area. There are justifiable
arguments both for and against to the viability of these
technologies, though it is imperative that research into the
merits as a social, business, entertainment and educational
tool be continued.

The continued growth in the software and hardware will
also have a dramatic impact on the growth and acceptability
of VREs in the future. As suggested by Bray and Konsynski
[10], there are several interesting questions for researchers
that include business theory, political systems and social
interaction that provide a wealth of research opportunities.
These new environments have demonstrated their current
effectiveness, showing great promise, and should be
explored with great vigor.
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DESIGN AND DEVELOPMENT OF A DURABILITY
TESTING MACHINE
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Abstract

This work presents the process of design and development
of a durability testing machine, development of a statistical
testing methodology and subsequent reliability testing re-
sults of surge brake assemblies used in commercial trailers.
The surge brake assembly is a critical component of the trai-
ler braking system that is actuated by the relative decelera-
tion of the towing vehicle and trailer. The durability-testing
machine used to test surge brake assemblies was designed
and developed using state—of-the-art analysis and design
software—Autodesk Inventor for CAD, MSC-ADAMS for
dynamic analysis and MSC-NASTRAN for Finite Element
Analysis (FEA). This durability testing machine can be used
for accelerated life testing where, due to high speeds of op-
eration, dynamic effects play a significant role. This ma-
chine was designed in such a way that it can withstand the
alternating inertial loadings and continue to perform opti-
mally and consistently over a useful operating life. This
paper presents the mechanical and electrical design metho-
dology, development and commissioning of this machine. It
also outlines the statistical testing procedure for surge brake
assembly and reliability testing results. The durability test-
ing results for the surge brake assemblies can be used for
reliability analysis, vendor comparison and component se-
lection. It can also be used to identify the probable causes of
failure of surge brake assemblies in the field.

Introduction

Durability is an ability to sustain and endure. Product or
component durability means that the products or components
should perform their intended function for the designed li-
fespan without failure. Durability is a critical parameter in
the design process. It is also important to validate the prod-
uct durability and specifications provided by the Original
Equipment Manufacturer (OEM) through standardized test-
ing procedures before the component is put into use. De-
pending upon the application, intended use, environment and
expected reliability, there are various standards for durability
testing such as DO 160E, MIL 810E and SAE J1153 [1], to
mention a few.

The objectives and original contributions of this work are:

1. Design and develop a durability testing machine to test
surge brake assemblies used in trailers. Using a practical
design methodology, the specifications for surge brake test-

ing were derived. The design parameters and constraints
were finalized using preliminary testing. Various design
alternatives were evaluated and the most appropriate design
was finalized. This design was used to size various subcom-
ponents using machine design principles [2], [3]. It should
be noted that a twofold design approach was used: a) a
strength-based design where the component is strong enough
to withstand the load, and b) a deformation-based design
where the component does not undergo deformation (either
in static or dynamic conditions) that would affect the opera-
tion or performance of the machine. Finally, the durability
testing machine was built and commissioned. Thus, the theo-
retical design was put into practice, refined and tested.

2. Establish a data analysis and test procedure for vendor
comparison. The authors proposed a Weibull analysis for
reliability studies and comparison. This provided a systemat-
ic practical approach to quantify and compare surge brake
reliability.

The results of the durability testing can be used to conduct
Failure Mode Effect Analysis (FMEA), reliability analysis,
design validation, life-cycle analysis, and to study effects of
varying operating conditions on the component performance
[4]. The durability machine designed and developed in this
work is versatile and can be used to test a variety of prod-
ucts/components such as trailer surge brakes, trailer suspen-
sion systems, hitch-ball and hitch-receiver assemblies.

Hitch ball and Hitch receiver assembly l ‘ Trailer Surge Brake l

Figure 1. The surge brake

The surge brake (as shown in Figure 1) is a critical compo-
nent of the trailer braking system that is actuated by the
relative deceleration of the towing vehicle and trailer. The
Society of Automotive Engineers (SAE) sets standards for
all components in automobiles. SAE J1153 is the standard
used for master cylinders in the braking system [1]. All of
the surge brake OEMs are required to adhere to this stan-
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dard. The SAE J1153 has parameters set for durability test-
ing of master cylinders in the trailer braking system. These
standards are set for cold-temperature and high-temperature
durability.

A durability testing machine was designed to test the surge
brakes. This machine has the following anticipated bene-
fits/uses.

1. The durability testing will help analyze the quality of
production parts. Products supplied by different suppliers
can be easily accessed and compared with this test.

2. The machine can complete 500,000 cycles within 10
days. Data collected from this test will help in making fu-
ture design changes to the products.

3. The machine uses a simple mechanical cam and cam fol-
lower mechanism for actuation. It is very flexible and can
be used for durability testing of other products such as sus-
pension springs, hitch-ball and hitch-receiver assemblies.
4.This durability test simulates forces experienced in real
time and, hence, the data obtained will be very useful to si-
mulate field failures.

Various types of computer software were used in this
project. Autodesk Inventor was used to create 3D models.
Microsoft Excel and Minitab were used to tabulate and ana-
lyze the data. The MSC ADAMS software was used to
create a simulation model of the automatic surge brake sys-
tem. In order to minimize the cost of the machine, commer-
cial standard parts and in-stock components were used. The
machinery handbook [2] was used as a standard guide for all
of the part selections. Few specialized parts such as the cam
shaft and cam were machined locally.

This paper presents the design of the machine, implemen-
tation and testing results, and is organized as follows: Sec-
tion 2 presents the detailed design and development of the
durability testing machine. Section 3 discusses the reliabili-
ty analysis and vendor comparison case study. Finally, sec-
tion 4 presents the conclusion.

Design of a Durability Testing
Machine

The design and development of the durability testing ma-
chine involved various stages like developing preliminary
specifications of the machine, conceptual design, mechanism
design, dynamic analysis, machine component design, as-
sembly, construction and testing. A conceptual mechanism
initially proposed to actuate a surge brake is shown in Figure
2. This mechanism is a simple cam and roller follower. The
surge is actuated with the forces generated by the follower.
The cam is powered with an electric motor. The cam-
follower returns back to its initial position with the help of

return springs in the surge actuator. The efficient cycling of
the surge brake depends greatly on the performance of the
return springs. If the return spring does not return to its ini-
tial position, the cam follower will not be in positive contact
with the cam and will damage the cam and cam follower
over a period of time. The surge brake is linked to a hydrau-
lic drum brake and the brake lines are filled completely with
the brake fluid. The pressure maintained within the system
should be within the OEM design specifications.

The surge action does not follow a straight line. The path
followed by the surge action is an arc. As a result of this
curved path, the mechanism needs to be designed such that
path variations are allowed, thus a hinge is incorporated be-
tween the hitch receiver assembly and the cam follower.
This hinge sustains significant vertical loads and protects the
linear motion bearing from overload and wear. In order to
actuate and test multiple surge brakes simultaneously and
maintain dynamic stability, a symmetric actuation mechan-
ism is desirable.

\ Master Cylinder
Linear Motion
3 bearings Connecting rod with
Cam Roller
°
o
L)
O
Trailer Automatic -
brakes (Surge Brake
v K
J Hitch Receiver Cam - acircle with
and Flange an offset center

Hitch Ball and
Hitch Support
assembly

Tapered Roller Bearings to
support Cam shaft

Figure 2. Conceptual design
Dynamic Analysis

In order to get the loads and toque requirements, a dynam-
ic analysis was carried out. For dynamic analysis, a simple
free-body diagram of the surge brake was drawn as shown in
Figure 3. The simulation model was created in MSC-
ADAMS based on this free-body diagram. All of the com-
ponents except emergency springs were included in the si-
mulation model.
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Figure 3. Free-body diagram

The surge brake actuates when there is an inward force.
The surge returns back to its initial position with the help of
return springs. The surge brake also has safety features to
stop the trailer in case of disconnection from the towing ve-
hicle. These emergency brakes are a set of compressed
springs which are released when the emergency brakes are
pulled. These compressed springs provide the energy to
actuate the master cylinder and generate brake pressure. It
should be noted that these springs are activated only in case
of emergency and, hence, not included in the MSC ADAMS
model.

The MSC ADAMS simulation model is shown in Figure
4. The purpose of this simulation was to get a better under-
standing of the dynamics of the surge brake action and com-
pute forces and power required. These forces can be used for
finite element analysis of the machine components.

Figure 4. MSC ADAMS simulation model

The simulation model was comprised of the following
springs:

e  Compression spring

e Return spring

e Master cylinder spring

The sample simulation results are shown in Figures 5 and
6. The time step for simulation was 0.01 seconds. However,
the results are plotted for 10-second intervals. Figure 5
shows the spring deformations corresponding to the com-
pression spring (Spring 1), return spring (Spring 2) and the
master cylinder spring (Spring 3). It should also be noted
that spring displacements corresponded well with the data

Return 5pring  provided by manufacturer.

model_1

Length (inch)

oo 10.0 200 300 400
Analysis: Last_Run Time (sec)

Figure 5. Spring deformation

2008-11-18 14

The torque required to drive the surge brake assembly is
shown in Figure 6. Here, MSC ADAMS simulations were
carried out to get torque requirements for different types of
surge brake assemblies with different springs and inertial
properties at different operating speeds. This analysis
helped to determine the maximum power required to operate
the machine and motor selection.

model_1
250.0

—— MOTION_1Element_Torgque.Mag

2000 4

1500 4

10004

on T T T T
oo 100 200 300 40.0

Analysis: Last_Run Time (sec) 2008-11-18 1

Figure 6. Torque requirements

A torque analysis was carried out for 1 surge brake as-
sembly. In the initial design, the machine was anticipated to
operate a minimum of 4 surge brakes at a time; hence, the
total torque requirement would be 4 times (about 1000 Ib.in).
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Components of the Machine

Based on the requirement, cost and benefit analyses, the
following components were selected for the machine.

NORD DRIVE SYSTEM:

A 5-horse-power Nord motor was selected to power this
machine. The motor was coupled with a gear box with a
double-sided solid-shaft output. The maximum output tor-
que generated for this power plant was 9000in-1b at 35 rpm.
Even though the maximum torque required was 1000lb-in,
this drive system was selected as it was available in-stock
and using this existing drive system would have lowered the
cost of machine significantly. It was also envisioned that in
case the durability machine were expanded to test more
surge brakes at the same time, this power plant would be
able to support the additional capacity.

YASKAWA VARIABLE FREQUENCY DRIVE:

A variable-frequency drive was used to control the speed
of the motor. The variable-frequency drive controls the fre-
quency of the alternating current. This, in turn, controls the
output speed of the motor.

LINEAR MOTION BEARINGS:

Linear motion bearings were used to constrain the motion
of the connecting rod to only one translation axis. These
linear motion bearings were fixed into a fully enclosed and
sealed pillow block to support them. They have re-
circulating roller bearings to improve the life of the bearings.

JAW COUPLING:

A jaw coupling was used to couple the output shaft of the
motor with the camshaft assembly. This jaw coupling has
two hubs with protruding jaws. These jaws overlap axially
and interlock torsionally through a compliant insert of rub-
ber or soft metal material. The clearances allow some axial,
angular and parallel misalignment, but can also allow some
undesirable backlash.

TAPERED ROLLER BEARINGS:

Tapered roller bearings are used to support the drive shaft.
These bearings experience an alternating force of 15001bs.
The input force on the surge brakes is equivalent to the
forces on these bearings. Tapered rollers bearings were cho-
sen as they are capable of taking higher axial loads. These
bearings have a longer life and are generally used in very
high load applications. In this machine, each shaft was sup-

ported by two tapered roller bearings on either side of the
cam.

LOAD RUNNER PLAIN YOKE STYLE:

A load runner rolls smoothly over the circumference of the
CAM with minimum friction. The load runner can accept
very high forces. The load runner was sandwiched between
two metal pieces. It was held in position with a long shank
bolt. The load runner has tapered roller bearings that can
withstand radial forces.

The following components were specially designed for the
machine.

1. Driveshaft and CAM assembly

2. Cam follower assembly

3. Cycle testing supporting structure

The driveshaft of the durability testing machine was one
of the crucial components. It was subjected to high torques
and bending forces. The output torque of the motor was
9000in-Ib and shear force of 1500lbs. The shaft was at-
tached to the cam. This cam generated the displacement to
cycle-test the surge brakes. The cam was made of steel and
had a diameter of 7.5 inches. The shaft was coupled to a Shp
motor. The shaft was coupled at one end with the output
shaft of the motors gearbox. The shaft was held in position
with the help of two heavy duty roller bearings with pillow
blocks. The cam was placed between two pillow blocks.
The heavy duty bearings gave good support to the shaft to
reduce the deflection.

The design of the shaft was made based on the Machine
Design Reference [3]; some of the crucial design factors
were the diameter of the shaft, the dimensions and type of
keyways used in the shaft. The calculations were based on
the following procedures [3].

1. Shaft design for steady torsion and fully reversed
bending

2. Shaft design for repeated torsion and repeated
bending

3. Designing a stepped shaft to minimize deflection

The material selected for shaft design was steel 4340. It is
a high-quality steel used generally for aerospace applica-
tions. The hardness level of the shaft was 40-45 Rockwell
hardness on the ‘C’ scale. The driveshaft was designed to
have very tight tolerances. The shaft drawing is shown in
Figure 7.
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Figure 7. Driveshaft drawing

The cam designed was circular with an offset center. The
final displacement achieved by the cam was equal to twice
the offset. The cam was made using SAE HR 8617 Steel.
The cam drawing is shown in Figure 8.
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Figure 8: Cam drawing

The final assembly of the durability testing machine is
shown in Figures 9 and 10.

Figure 10. Durability testing machine assembly
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Reliability Analysis

The purpose of the machine was to test the performance
and durability of surge brakes. These surge brakes were sup-
plied by several suppliers. In this section, a method for ven-
dor comparison and selection is proposed. For durability or
fatigue testing, one way to analyze the data is by plotting
reliability curves [5]. Reliability can be calculated by plot-
ting Weibull graphs [4, 6]. The Weibull distribution has
been used extensively in reliability engineering as a model
of time to failure for electrical and mechanical components
and systems [6]. The Weibull method is also used for elec-
tronic devices such as memory elements and mechanical
components such as bearings, structural elements in aircrafts
and automobiles. Today most statistical packages offer sim-
ple ways to create the Weibull distribution and plot reliabili-
ty graphs [7]. The two software packages used in this study
are Minitab and Microsoft Excel.

The method for plotting a reliability curve in Excel is ex-
plained with a case study. Consider two suppliers for the
surge brake assemblies. The company has to choose the
supplier based on the quality of the surge brakes. Each sup-
plier supplies ten complete surge brake assemblies. Ten
surge brakes are cyclically tested in the durability testing
machine where insufficient brake pressure is developed in
the master cylinder at full stroke due to a variety of reasons
(SR: Sluggish Response, SF: Spring Failure, SL: Seal Lea-
kage, AJ: Assembly Jammed, OT: Other) as given in Table
1. Table 1 presents the Surge Brake Number, Cycles To Fail
(CTF) and Primary Failure Cause (PFC).

Table 1. Surge brake test data

Surge Suppli- Sup- Suppli- Sup-

Brake er A plier A er B plier B

Number CTF PFC CTF PFC
1 400,000 Al 280,000 SL
2 415,000 SF 320,000 Al
3 500,000 Al 375,000 SR
4 385,000 SF 390,000 oT
5 427,000 SL 410,000 SF
6 398,000 OT 435,000 SR
7 287,000 SL 485,000 SF
8 157,000 SL 490,000 Al
9 293,000 OT 330,000 SR
10 370,000 SR 161,000 SL

It can be seen that, based on the data collected, it is diffi-
cult to predict the reliability directly. The data can be inter-
preted in a better way using the reliability graph. The Wei-
bull analysis can be carried out using the procedure de-

scribed by Dorner [8]. The Weibull reliability function [6] is
given in equation (1).

ry=e e

Beta (B) is referred to as the shape parameter. If B is less
than one, the failure rate is decreasing over time. If B is
greater than one, the failure rate is increasing over time. If B
is equal to one, the failure rate is constant over time. Alpha
(a) is called the characteristic life. This is the value at
which, when t = a, 63.2% of all Weibull failures occur re-
gardless of the shape parameter.

The method of least squares was used to fit a straight line
to a set of points in order to determine the estimates of the
parameters of the two-parameter Weibull distribution [9]. A
measure of how well a linear model fits the data was found
using the correlation coefficient, denoted by p. It is a meas-
ure of the correlation between the median ranks and the data.
Median ranks are values used to estimate the cumulative
distribution function (CDF) for each failure (e.g., Bernards
approximation MR = (j-0.3)/(N+0.4) where j is the rank fail-
ure position and N is the total number of failures observed).

The correlation coefficient, o , was calculated using equa-
tion (2)
o
N 2
c.0

xZy

p:

where,
0, is the covariance of x and y

0, is the standard deviation of x

o, is the standard deviation of y

The range of p is-1 < p <+1. Values of p>0.75 are
desirable. However, values of p > 0.90 are more desirable.

A value of +1 is a perfect fit with a positive slope, while -1
is a perfect fit with a negative slope. When the value is
closer to %1, the paired values (X;, y;) lie on a straight line.

The reliability curves for suppliers A and B are computed
via a Weibull analysis and are shown in Figure 11. p values

for suppliers A and B are 0.86 and 0.82, respectively. For a
detailed computation, one can refer to Shah [10]. Figure 11
shows the reliability comparison of suppliers A and B,
where the number of cycles to failure are plotted against the
percentage of population. The reliability curves for both the
suppliers are parallel to each other. They have similar lower
and upper reliability values but, in the intermediate section,
supplier A has a higher reliability. Thus, it can be seen that
supplier A is more reliable than supplier B.
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Figure 11. Reliability plot for suppliers A and B

Conclusion

In this work, design and development of a durability test-
ing machine for surge brake was presented. This machine
would be useful in analyzing the quality of the products sup-
plied by the suppliers. This machine can not only be used to
test surge brakes, master cylinders, leaf springs and other
components which are part of the trailer suspension. In fu-
ture work, the ADAMS simulation model will be refined so
that performance of the assembly can be predicted in the
simulation software and can be compared with experimental
results.

Also presented here is a practical statistical approach to
compare surge brake reliability based on a Weibull analysis.
A case study was also presented that shows the vendor com-
parison procedure and its application. Using this statistical
procedure, the suppliers can be compared more efficiently
and in a cost-effective way. The data collected from testing
can be used to analyze future master cylinder designs. The
machine is now in operation and has completed over
700,000 cycles.
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DESIGN PROJECT BASED MODULES TO PROMOTE
ENGINEERING LEARNING AND RETENTION

Shaobiao Cai, Penn State University; Yongli Zhao, St. Cloud State University

Abstract

Increasing retention among first year engineering students
is one of the major goals in engineering education. There is
evidence showing that learning experiences directly impact
freshman retention. Among the many factors in engineering
learning and retention, on which the educators may have
influences, are student engagement, interest, academic suc-
cess and, in particular, math performance. This study looked
at the influences of implementing a fundamental active de-
sign project into a first-year engineering course on various
learning indicators among engineering students, and identi-
fying methodologies to make improvements. The implemen-
tation procedures are presented here. Evaluation of the re-
sults using faculty perception, student perception, and the
design assessment rubrics are also discussed. It was found
that the project enhanced and added a new dimension to this
first engineering experience course. The students showed
great interest, active participation, and developed positive
aptitude in engineering learning through the project. It was
observed that the students gained a better understanding of
engineering ethics and concepts, and were more willing to
acquire new knowledge independently. Students further ex-
hibited a significant increase in confidence in learning engi-
neering subjects.

Introduction

Learning and retention are among the major common is-
sues in engineering education. Effective learning modules
will help to promote retention. The retention addressed in
this study was defined as the percent of students continuing
in engineering from their freshman year to sophomore year.
First-year freshman retention rates between 30% and 45%
are typical for many universities, though it varies for specific
programs. Increasing retention among first-year engineering
students is one of the major issues in engineering education.
For example, the statistical data among the commonwealth
campuses at Penn State University shows that there are more
than six hundred freshman students who declare engineering
as their preferred major every year throughout the universi-
ty’s history. However, only about one-third remain in engi-
neering, one-third pursue other STEM majors, and the last
third drop out after two years [1]. The factors affecting the
retention of engineering students vary. According to Penn
State University’s college of engineering, poor math perfor-
mance is one of the major eliminating factors. Only about

61% of freshman students can pass the pre-calculus courses
with a grade of C or better, which is required for engineering
majors. Among underrepresented (African American, Native
or Hispanic) freshman students who declare engineering as a
major, only about 13% remain in STEM fields. Studies of
this issue have been conducted by many educators and re-
searchers on high-school academics performance and SAT
scores [2-5], gender, ethnicity, citizenship status [6], and
freshman year academic performance, especially grades in
math and science courses [7], [8]. Good test scores and aca-
demic standing in high school and college are commonly
used as indicators of success in engineering. However, engi-
neering students may leave the field of study due to percep-
tion differences of the institutional culture and career aspects
instead of academic performance [9]. Self-efficacy and
physical fitness are also reported as positive predictors of
freshman retention. Inability to handle stress, mismatch
between personal expectations and college reality, and
lack of personal commitment to a college education are
also given as reasons for freshman attrition [10]. However,
those studies are more focused on statistical data analysis.

In this current study, the authors present the implementa-
tion of strategies to actively change or impact students’ atti-
tudes and behaviors (which are believed to be important
influence factors for promoting learning and freshman engi-
neering student retention) regardless of their background.
The active design learning modules were implemented at
Penn State Hazleton, and evaluation rubrics were collabora-
tively developed at both Penn State Hazleton and St. Cloud
State University. The learning modules were designed to
engage students in science, mathematics, teamwork and
communication skills in a fun, non-threatening environ-
ment. A first-year engineering design experience course was
chosen as the medium, and toys were chosen as the “cata-
lyst”. Procedures were designed, evaluation techniques de-
veloped, various indicators implemented, and the results and
observations were obtained and evaluated.

Project Implementation

Observations showed that a freshman student who is com-
fortable in learning engineering topics and actively partici-
pates in learning activities is not likely to leave the field of
study after the first year. First-year engineering student re-
tention can be affected by various complicated internal or
external factors. Based on the experiences and observations
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obtained, it is believed that among the “controllable” fac-
tors, student engagement, learning interest, confidence in
studying, knowledge and understanding of engineering top-
ics (for convenience, these are represented as the “Four-
Element” indicators hereafter) will have a significant impact
on learning engineering concepts and retaining first-year
engineering students. A mechanism which can enhance
these Four-Element indicators was expected to produce pos-
itive gains in retention. The following sections present the
design, implementation and the effects of active design
learning modulus in an introductory engineering course.

Course Identification

An introductory engineering course, EDSGN100, was
used as the medium for studying the effectiveness of the
learning modulus in enhancing student engagement, inter-
est, confidence and knowledge and understanding. The rea-
son for choosing this course was that it was required for all
engineering students at Penn State Hazleton. This course
provides students with experience in practicing fundamental
engineering design processes, data processing skills and
ethics through hands-on creative team work. The objectives
of this course are: 1) Conceptually design a system, compo-
nent, product, service, or process to meet desired needs, and
understand solutions and designs in the context of overall
systems; 2) Apply knowledge of basic science and mathe-
matics to engineering; 3) Design and conduct basic experi-
ments, as well as analyze and interpret data; 4) Participate
effectively in small teams; 5) Identify, formulate, and solve
engineering problems; 6) Communicate effectively using
written and graphical forms and oral presentations; 7) Dem-
onstrate professional and ethical responsibility; 8) Use soft-
ware tools relevant to engineering practice. This course in-
fluences all aspects of the Four-Element indicators dis-
cussed in the previous section. Toys were identified as cata-
lysts to bring a “FUN” component to the learning environ-
ment. The design project was implemented on a team basis
and spanned the entire semester.

Project Design Learning Modules

The project was designed to meet the course educational
objectives and enhance the Four-Element indicators. In or-
der to meet these goals, the major activities and learning
modules were carefully designed, as shown in Table 1. The
concept of learning in a “FUN” environment was integrated
into the identified course. The students were guided to com-
plete the project and meet the goals, while having fun fol-
lowing the procedure shown below. The learning modules
were integrated into the activities.

1) Assign the design project to the class.

2) Form small groups (2 to 4 persons each) in the class.
3) Determine a toy of interest under a given budget
(each group was free to choose their toy).
4) Discuss decision-making strategies with the instructor
to finalize the project idea.
5) Purchase product and tools needed for each team.

Table 1. Learning modules and objectives
Learning Modules (Team Based)
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(Note: In Table 1, course objectives 1 through 8 are those pre-
sented in the course identification section, where I; is Student En-
gagement, I, is Learning Interest, I3 is Confidence, I, is Know-
ledge & Understanding.)

6) Test and examine the product and its functions. Docu-
ment work done and relevant findings.

7) Dissect the product with tools, study how different
parts are assembled, and how various functions are
performed.

8) Conduct measurements with calipers and make work-
ing drawings.

9) Brainstorming for improvement and new product de-
signs, document ideas with word expression and
drawings, propose next stage work.

10) Give a presentation about their teamwork, product
studying and proposal for next stage work in making
improvement and fabrication.

11) Create CAD models (parts, assembly, and drawings)
for the product to be done.
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12) Fabrication and documentation of activities.

13) Test the new product, collect, analyze and interpret
data.

14) Write a final report describing the whole design
process, the effort, the work done above including
product benchmarking, marketing and financial justi-
fication).

15) New product demonstration and final presentation.

16) Survey and peer evaluation.

When assigning the design project to the class, each team
has the freedom to choose their own product and the option
to redesign the product. All teams are required to follow the
guidelines and document their activities throughout the en-
tire project period (semester long). For instance, one team
decided to work on a toy car. While they were working on
the product, they came up with an idea to design a concept
solar toy car (based on their interest). Figure 1 shows the
three learning modules involved in the project: new product
design (Figure la), computer modeling (Figure 1b), and
professional presentation (Figure 1c).

Figure 1c. Professional presentation

It is worth mentioning that during the project period, the
students were guided to solve the problems they encoun-
tered, and no direct answers were given. For the example
mentioned above, typical problems such as how the right
type of solar panel could be identified, how the existing
power system could be replaced, how the solar panel could
be installed, and what should be done to solve the issue of a
solar panel not directly running the motor, need to be solved
in order to complete the project. It should also be noted that
the answers to the questions involved an active learning
process. The students were encouraged to conduct testing
and data analysis, to use references and internet resources,
and to consult engineering professionals other than the in-
structor to find out the answers. New supplies were pro-
vided based on their justified needs.

Evaluation and Assessment

In order to evaluate the effectiveness in the enhancement
of student engagement, learning interest, confidence built
and knowledge and understanding gained, three assessment
techniques (namely, faculty perception, student perception
and rubrics for quality work) and their relevant indicators
were designed to make sure each outcome item could be
evaluated sufficiently, and that all four items could be eva-
luated by each of the chosen three techniques to guarantee
the effectiveness. The evaluation techniques and indicators
are shown in Table 2.

Table 2. Evaluation techniques and their relevant indicators

Evaluation Techniques Indicators used in Evaluation

Attendance

Answer and ask question

Teamwork

1 [Faculty perception
yP P Attitude

'Working skills

Independent study

Self evaluation/survey

Peer evaluation on teamwork
and contributions

2 [Student perception

Assessment Rubrics (for |Report

quality work) Presentation

The rubrics for evaluating the written report and oral pres-
entation were also used. In the report evaluation rubric, vis-
ual quality, delivery of the report, content/correctness, and
completeness were considered. In the oral presentation
evaluation rubric, the items such as format and organization,
content, PPT slide quality, and presentation skills were used
to judge them.
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Results and Discussion

The project was implemented in the EDSGN100 class be-
ginning in Spring 2009 and ending in Fall 2010, a span of
three semesters.

Table 3. Results and observations (I indicates evaluation tech-
niques, and II represents indicators).

I II

Results/Observations

Overall class attendance was about 92% to 95%
during the project period, 85% in the other class time.
The students were observed actively asking and
answering questions. When answering questions,
they exhibited confidence about the knowledge
learned. Students could use equations and drawings
to express the idea in addition to oral expression.

The students collaborated well and efficiently.
Seldom heard complains. They worked together with
responsibility and respect, and actively engaged in
Teamwork |completing a quality project. Good time management
and communication skills were also observed. The
students believed they could work in a team envi-
ronment effectively by the end.

Teamwork, peer pressure, strict standards led to
attitude change significantly. The students were able
to do a objective self evaluation, were willing to take
advices and suggestions from the others, and showed
the willingness to learn.

The students understood and could follow the design
procedures and requirements well. They could design
methods to conduct testing, collecting data and
perform analysis.

The students were required to obtain their own
Independent [solution(s) or answer(s) for each task or a technical

Attendance

Answer and
ask question

Attitude

Faculty perception

Working
skills

study problem met before asking. They showed good
independent study ability.

Average 92% of the students expressed that the

project was interesting. They believed that it made

the engineering design concepts easy to understand,

and helped them to develop skills in teamwork,

Self evalua- .. . .
tion r;port ertlng and pre§entat10n, helped them to gain
Jsurvey first engineering experiences and to better understand

the field of study, helped in building confidence in

studying. 95% students indicated that they will

continue in the field of study and plan to get the

degree in engineering.

Peer evalua- [Peer evaluation was given to students to evaluate the
tionon |contribution and performance of the others in the

teamwork [group for the project. The evaluations were all

and contribu- [positive (students who dropped the class for various
tions reasons were not included).

It is observed that the students could follow the

requirements and do quality work. The reports were

scored between 85% and 95% using the rubric.

Student perception

Report

Rubric was applied. The students could follow and
meet the requirements, and more than 80% can do
better than what are required. Students could make
PPT slides with good quality, show good presentation
skills, demonstrate knowledge learned, discuss and
answer questions confidently.

Presentation

Assessment Rubrics

The implementation of the active design learning modules
lead to a significant increase in student engagement, learn-
ing interest, confidence, and knowledge and understanding
of basic engineering principles. The first-year engineering
freshman retention rates in 2009 and 2010 were all at 98%.
Though many factors may have contributed to these
achievements, the positive impact of the project was ob-
served.

Conclusion

Active design learning modules were incorporated into an
existing first engineering design experience course. The
design components introduced students to engineering eth-
ics, design process and prototyping through products that
everyone uses, such as toys. The students explored the de-
sign process through dissection and design or redesign, us-
ing drawing techniques and CAD tools, prototyping of a
new design, field-testing, teamwork, writing a technical
report, and giving presentations. The project enhanced and
added a new dimension to this first engineering design ex-
perience course. The students showed high interest, active
participation, and developed positive engineering aptitude in
learning and doing their work. It was observed that the stu-
dents gained a better understanding of engineering ethics,
engineering design process, and gained necessary skills in
technical report writing and oral presentation. It was shown
that the students had increased understanding in the field of
study, and increased confidence in learning engineering
topics. Good retention rates were achieved. It is believed
that this is partially due to the contribution of the project. It
is believed that a freshman student with interest, confidence,
good participation, performance in learning, and good un-
derstanding in the field of study is likely to remain in the
field of choice for the second year.
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FINDING THE EXACT MAXIMUM IMPEDANCE
RESONANT FREQUENCY OF A PRACTICAL PARALLEL
RESONANT CIRCUIT WITHOUT CALCULUS

Kenneth V. Cartwright, College of The Bahamas; Elton Joseph, College of The Bahamas; Edit J. Kaminsky, University of New Orleans

Abstract

A practical parallel resonant circuit has a resistor in series
with an inductor, and that combination is in parallel with a
capacitor. For such a circuit, it is well known that there are
two possible definitions for the resonant frequency: (i) the

resonant frequency fp, which is the frequency at which the
phase of the total impedance is zero, and (ii) the resonant
frequency f, , which is the frequency that achieves maxi-

mum magnitude of the total impedance. To find the latter
traditionally requires calculus. However, in this paper, the
authors show how fm can be found exactly without using
calculus. By modifying a formula that is given as an approx-
imation to fm in a popular technology textbook, an im-

provement in the accuracy of the approximation was
achieved. Furthermore, a novel expression for the exact
maximum impedance, as a function of Q=\/m / R.was
derived. This has been approximated by previous authors
as RQ2 for 0 210. However, in this report, the authors show

that this approximation has a percentage error less than -2%
for 0 > 5, and less than —10% for Q > 2. Furthermore, it can

be shown that the maximum impedance is also accurately

approximated by R,[Q2(1+Q2), which has an excellent

percentage error performance, even for Q =1, with a percen-

tage error of only —4% for this value, and less than —0.6%
forQ 21.5. Finally, the authors used PSpice simulations to

verify their results.

Introduction

The parallel resonant circuit of Figure 1 is used in many
technology texts. However, the parallel resonant circuit of
Figure 2 is of more concern in practice. This is because it is
virtually impossible to build a coil without resistance, which
is represented by the resistor R in Figure 2. Hence, Figure 2
represents a practical parallel resonant circuit, whereas Fig-
ure 1 depicts the ideal case.

g jol T U(joC)

Figure 1. An ideal parallel resonant circuit

joL

T U(jeC)

Figure 2. A practical parallel resonant circuit

Boylestad [1] is one technology author who considers
Figure 2 in detail. He identifies two possible definitions for
the resonant frequency:

(6] the resonant frequency fp, which is the fre-

quency at which the phase of the impedance of
Figure 2 is zero, and

(i1) the resonant frequency f, , which is the fre-

quency for which the magnitude of the imped-
ance is a maximum.

1 1
For completeness, f, = f, |l-—, where f, =—F——
r 0° 27\LC

was used in this report. Also, the derivation of f , does not

require calculus and is the same as that used by Boylestad
[1]. On the other hand, the conventional method of finding
f,, requires calculus [2]. However, the purpose of this paper
is to show how this can be done without calculus. Interes-
tingly, the authors found no engineering technology author

who provided an exact equation for f, . Boylestad [1] uses
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fu=1 1—% . However, as shown here, this equation is
\ 40

actually an approximation to the exact maximum impedance
resonant frequency, f,,, which is derived here.

Furthermore, using the equation for the maximum imped-
ance resonant frequency, a novel expression for the exact
maximum impedance magnitude, as a function of Q can be

derived. This has been previously approximated by other
authors as RQ2 for 0 >10. However, the authors show that
this approximation is useable for smaller Q values: indeed,

the aforementioned approximation has a percentage error
less than —2% for Q > 5, and less than —10% for Q > 2. Ad-

ditionally, it can be demonstrated that the maximum imped-

ance is better approximated by R |0? (1+Q2). In fact, this

approximation has an excellent percentage error perfor-
mance: for Q >1.51it is less than —0.6% and for Q =1 the

percentage error is only —4%. Furthermore, the authors used
PSpice simulations to confirm their results.

In the discussion above, the observant reader would real-
ize that the definition of Q was neglected, which is the

quality factor of the coil. In this paper, in order to get results
consistent with Walton’s [2], Q= \/W/R. was used.
However, it should be noted that other authors might use
Q, =2xf,L/R. Hence, the reader needs to exercise caution

when reading the literature.  Fortunately, using

fo=17 /1—é , it is easy to show that there is a simple

relationship between the two, i.e., Q= JQ; +1. Clearly, for
large values of Q,,0=0Q,,.

The authors would also like to point out that for most
practical situations in electrical engineering or engineering
technology, such as communication systems, Q >10, as

pointed out by Beasley and Miller [3]. Also, electrical engi-
neering technology textbooks generally analyze the circuit of
Figure 2 quite well for Q >10. However, there are practical
systems in electrical engineering technology for which
Q <10. For example, the ultra wideband FM demodulator
[4] requires a practical parallel resonant circuit with
0 =2.5. Also, traffic detection loops have the equivalent
circuit of Figure 2, where Q values can be as low as 5, ac-
cording to Klein et al. [5]. Hence, it might be important that
electrical engineering technologists understand the circuit of
Figure 2 for low values of Q as well. In this paper, the au-

thors show how the practical parallel resonant circuit of Fig-

ure 2 can be analyzed, even by the electrical engineering
technology student who has not yet had the opportunity to
study calculus.

Impedance of the Practical Parallel
Resonant Circuit

In this section, an expression for the impedance of the cir-
cuit in Figure 2 is derived. In order to do this, many authors,
including Boylestad [1], first convert Figure 2 to an equiva-
lent parallel RLC circuit. However, in this paper, the authors
follow Walton [2] and work directly with Figure 2. Indeed,
the impedance of this circuit is given by

(R+ij),L .
7= joC R+ joL
e 1 20’
R+J(0L+j% JORCH+ j°o"LC +1 )
R+ joL

 JWRC—@*LC+1'

From equation (1), the magnitude of the impedance is easily
found to be

R* +(wL)*

)

- |

(wRC)’ +(1—LCa)2)2.

In principle, it is possible to find the maximum impedance
resonant frequency f,, from equation (2) using calculus.

However, the math is less tedious if f,, is found from the
square of equation (2), i.e., from

R? +(wL)?

2" = 3)

(@RC)" +(1- LC@? )2 .

Furthermore, as with Walton [2], it will be convenient to
write equation (3) in terms of the square of the normalized
frequency x, which is defined to be

2

1
NLC
Substituting equation (4), @ =x/ LC,into equation (3)
yields
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2 (HLXJ
2 C _ R%C

| | - R>Cx - R>Cx ®
. +1-0> =i (1-x)

Recall that the quality factor of the coil is (by definition)

Q:%—L:l\/z. Hence,
R R\C

2
Q2=(%—L] - L (©)

1z I; (TlQ x))2 )
&4‘ — X

Multiplying both the numerator and denominator of equation
(7) by 0’ results in

Pe R0 (1+0 x)
x+0°(1-x)?
Finally, dividing both sides of equation (8) by R? gives

1z ®)

|z . 0’ (1+0%x)
R? x+0*(1-x)?
0* (1+0%x)
Q2x2—(2Q2—1)x+Q2
Q2x+1
~(2-1/0*)x+1’
2

Note that in equation (9), S is defined as — =
R

C))

,1.e.,

R

the square of the magnitude of the normalized impedance.

Maximum Impedance Resonant
Frequency

Now that it has been established how the magnitude of the
impedance of the practical parallel circuit is changing with
frequency, one is in a position to find the frequency at which
the maximum impedance magnitude occurs. The conven-
tional way of doing this is with calculus; however, as stated
earlier, the purpose of this paper is to show how this can be

done without calculus, which will now be addressed in this
section.

In order to find the maximum of equation (9) without cal-
culus, by using the authors’ method, equation (9) will have

to be manipulated into the form
A .
= z—y, where A, B,C,D are constants, i.e., do
By +Cy+D

not depend upon the square of the normalized frequency, x,
whereas y isindeed a function of x.

. 1 .
To do this, let y = x+—. Hence, equation (9) becomes
0

dr i
R

0%y

, 2 1 1 2 1 (10)

0%y
y —[2+jy+1+

Note that equation (10) is now in the required form, from
which the maximum value of equation (10) is easily found
without calculus, as will now be shown.

Equation (10) must first be rewritten as

Q2
1+ 2

0 1
+ - 2+—
T [ QZJ

_ 0’ Can

S =

However, equation (11) can be written as
a

S = , 12
b+c 12)
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where,

2

1+2

— 02— ? _ 2 1
a=Q°,b= \/;—T and ¢ =2 1+E— 2+E .

For equation (12), please note the following:

@) a is a positive number that is not a function of

frequency,

(i) Cis a positive number for Q >1/2 (please see
Appendix A for a proof of this) that is not a
function of frequency, and
bisa non-negative number, i.e.,b >0, and is a
function of frequency.

(iii)

Hence, to maximize equation (12) with respect to frequen-
cy only requires that b is properly chosen (a@and c are in-
dependent of frequency). In fact, to maximize equation (12)
with respect to frequency requires that the denominator of
equation (12) be minimized, and in order to do the latter
requires that b =0 as Cis a positive number. However,

2
1+
o’ 2
b= \/;—— =0 requires that y= [1+— or
Jr 0
Therefore,

2 2
-1 2
[&) =[f_m] =+ |+l (13)
@y Jo 0 0
Solving equation (13) gives the maximum impedance reso-
nant frequency as

2
f=1 ?+ EH. (14)

Fortunately, equation (14) is the same expression that is de-
rived with calculus as given by Walton [2].

Furthermore, in order for equation (14) to be valid, one

must have_—i+ %+120. Hence, Q0 > \/5—1:.6436,
0 V 0

as shown in Appendix B. This is fortunate because in deriv-
ing equation (14) without calculus earlier, it was assumed
that Q > 0.5. Therefore, this assumption has not imposed

any limitation on the derivation. (By the way, for Q <.6436,
f.» =0, as can be easily verified by plotting equation (9)).

Approximations to the Maximum Im-
pedance Resonant Frequency

A. Approximations to the Maximum Im-

pedance Resonant Frequency, Equation
(14)

For large values of Q, it is possible to simplify equation

(14) becausel2 is quite a bit smaller than 1 and

1+i z1+i—L
0’ 0* 20*

Equation (15) follows from the well-known fact that
2
Jl+a z1+%—%, if ais small. Indeed, the smaller a is,

15)

the more accurate the approximation becomes. Likewise, the
larger Q is, the more accurate equation (15) becomes.

Substituting equation (15) into equation (13) gives an excel-
lent approximation to the square of the maximum impedance
resonant frequency, i.e.,

)=
| =
2) 20

Hence, from equation (16), the maximum impedance reso-
nant frequency is well approximated by

1
Jm —fo,/l—g-

It is interesting that Boylestad [1], in his equation (20.32),
equation (20.44), and Table 20.1, gives the maximum im-
pedance resonant frequency as

1
N —
Jn=1o 0

It is not known how this equation was derived, as no deriva-
tion for this is given in his text; however, it is clearly an ap-
proximation to the exact value equation (14). It might be that

(16)

a7

(18)

this is simply a typographical error, with 40? inadvertently
being used in place of 204,
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In the subsection below, the authors show that equation
(17) is a substantially more accurate approximation to equa-
tion (14) than equation (18) is for Q values that are normally

of interest.

B. Accuracy of the Approximations to the
Maximum Impedance Resonant Frequency

Now that two approximations to the maximum impedance
resonant frequency have been established, the natural ques-
tion is how accurate is each approximation. To answer this
question, the percentage error of equations (17) and (18),
plotted in Figure 3, is defined by

P

error

_ ( Approximation Equation (17) or Equation (18) - |

- 100%.
Exact Equation (14)

19)

From Figure 3, it is clear that the percentage error for equa-
tion (17) is substantially smaller than that of equation (18)
for Q values that are normally of interest. Indeed, the higher
the O, the more accurate is the approximation for equations
(17) and (18) forQ >1.41.

Percentage Error of Approximate Max. Impedance Resonant Freq. R

Value of Q

Figure 3. Percentage error of the approximations for equations
(17) and (18) to the true maximum impedance resonant fre-
quency given by equation (14)

Interestingly, equation (18) is more accurate than equation
(17) for a limited range and actually improves as Q is lo-
wered over that range, which is upper bounded by Q =1.41.
The percentage error of equation (18) is actually zero when

3
equation (14) equals equation (18), or Q =——==1.0607.
202

Finding the Impedance Magnitude at
the Three Resonant Frequencies

Now that equations for the three resonant frequencies
fpsfmand  f,have been established, they can be used

along with equation (9) to find the actual impedance magni-
tudes at these frequencies. Note that fO is being referred to

as a resonant frequency, as it is the resonant frequency of
Figure 2 when R =0; indeed, for this case, fp =fn=1

A. Impedance Magnitude at o, -

JLc

When the frequency of the source is@=w, =1/+LC,

x =13 hence, from equation (9), the magnitude of the im-
pedance is given by

2|, = rJe* (1+0%).

For large Q,1+ Q2 = Q2. Hence, equation (20) becomes
|Z|o = RQ2

(20)

2D
B. Impedance Magnitude at the Zero-Phase

Resonant Frequency, o = o I—L.
p 0 Q2

When the source frequency is the zero-phase resonant fre-

. 1
quency, i.e., @, =@, [l-—

o x:1—1/Q2, and the magni-

tude of the impedance is again found from Equation (9) to be

0% 1+0? 1—%
|z| =R ¢
! 1, Y
et

(22)

Comparing equation (22) to equation (20) shows that the
magnitude of the impedance at the zero-phase resonant fre-

quency is always smaller than that at @ ,i.e., |Z|p <|Z|0.

However, for large values of Q, these are very close in val-
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ue, i.e., |Z| z|Z| .
p o

It should also be noted that many authors, including Boy-
lestad [1], use equation (22) as the approximation for the
maximum impedance magnitude when Q >10.However,

equation (20) is bigger than equation (22) for all values of Q.
Hence, equation (20) might be a better approximation to the
exact maximum impedance magnitude, especially for low Q
values. Indeed, this is the case as verified below.

Z|
max

Impedance at the Maximum Impedance Resonant

1 2
Frequency, @, =@, |[-—+,[1+—
0 0

From equation (12), the maximum impedance magnitude,

S max» occurs for b= 0; hence,
a Q2
Smax ==
c 2 1
2 1+—-2—-—
0 0
2
- < (3)
Q*+2-2-—
0
Q4
20,0%*+2-20% -1
Using S, . = | |max / R*, equation (23) becomes
24

P \/2Qw/Q +2-20 -1

To the authors’ knowledge, the expression in equation
(24) has never appeared in the open literature before. Inte-
restingly, large values of 0,

w/Q +2 f1+— = [l+ J, and so the denominator

under the square root sign of equation (24) becomes unity.

D. Accuracy of the Approximations to the
Maximum Impedance Magnitude

Now that the approximations of equations (20) and (22)
have been established to the exact maximum impedance,
given by equation (24), the accuracy of each should be
tested. This can be done by computing the percentage error,
given by
P

error

Approximation Equation (20) or Equation (22) 1 11009
= - 0.
Exact Equation (24)
(25)
These percentage errors are plotted in Figure 4.

Percentage Error of Approximate Max. Impedance

1 1.5 2 2.5 3 3.5 4 4.5 5
Value of Q

Figure 4. Percentage error of the maximum impedance magni-
tude estimates. Clearly, equations (20) and (22) always underes-
timate the true maximum impedance magnitude. Furthermore,
equation (20) is a better approximation than equation (22) for
all O values of interest

As mentioned earlier, equation (22) is used to approximate
the maximum magnitude of the impedance for Q >10.
However, Figure 4 shows that equation (22) has a percen-
tage error of less than —2% for Q > 5, and less than —10%
for Q0 >2. Hence, equation (22) can be used for very small

Q values with a tolerable percentage error. Furthermore,
equation (22) has the advantage of being the simplest ap-
proximation.

On the other hand, equation (20) has excellent percentage
error performance, even for Q =1, with a percentage error of

Z| =RO% ,
Thus,for large values of 0, | |max Q% hence, only —4%, whereas for Q >1.5, the percentage error is less
121, =12, =12].us- than ~0.6%.
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Verification through PSpice
Simulations

In this section, PSpice is used to verify the authors’ de-
rived equations. For all simulations, the authors
used C =10uF and L =25.33uH;(see Figure 2); hence,

=10kHz. space
fo p

R=2xf,L/Q=~L/C/Q,was chosen for only two Q val-
ues, as listed in Table 1.

Due to limitations,

Table 1. R values needed to achieve desired Q values for the
circuit of Figure 2

Desired Q Value | Corresponding R Value (Q)
1.5 1.06103
3 0.53051

For all of the simulation plots of this section, the ampli-
tude of the voltage across the practical parallel circuit is
plotted, i.e., the voltage across the capacitor, divided by the
magnitude of the current source, which is 1A, the magnitude
of the impedance seen by the current source.

Furthermore, the PSpice simulation data was exported to
Matlab for actual plotting; it was found that this would allow
for more readable graphs. Another advantage is that Matlab
can then be used to search for the maximum impedance
point, with great precision. In fact, this is how the PSpice
simulated values given in Tables 2(a) to 3(b), were found.

A. Results for 0=1.5

Figure 5 shows a PSpice simulation plot of the magnitude
of the impedance of the practical parallel circuit for Q=1.5.

2.89

2.885

2.88

2.875

2.87

2.865

Impedance Magnitude (Ohms)

2.86

2.855

| |
| |
2.85 L L
9200 9300 9400 9500 9600 9700 9800
Frequency (Hz)

Figure 5. Magnitude of the impedance of the practical parallel
circuit of Figure 2 for 0=1.5

For convenience, the simulated results are presented and
compared to the theoretical results in Tables 2(a) and 2(b).

Table 2(a). Simulated results compared with theoretical results
for the maximum impedance resonant frequency when 0=1.5

Maximum Im- Value Percentage er-

pedance Resonant ror compared

Frequency with exact theo-
retical Equation
(14

PSpice simulated 9643.4 Hz | 0.00104%

value

Theoretical value 9643.3 Hz | NA

from Equation (14)

Approximate value | 9428.1 Hz | -2.232%

with Equation (18)

Approximate value | 9493.3 Hz | —1.555%

with Equation (17)

Table 2(b). Simulated results compared with theoretical results
for the maximum impedance magnitude when 0=1.5

Maximum Im- Value Percentage er-

pedance Magni- ror compared

tude with exact theo-
retical Equation
24

PSpice simulated 28852 Q | 0%

value

Theoretical value 28852 QO | NA

from Equation (24)

Approximate value | 2.3873 Q | —17.26%

with Equation (22)

Approximate value | 2.8692 Q | —.5546%

with Equation (20)

B. Results for O=3

5.034

5.033

5.032

5.031

5.03

Impedance Magnitude (Ohms)

5.029

|
|
|
1
9900 9920 9940 9960 9980
Frequency (Hz)

5.028

10000

10020 10040

Figure 6. Magnitude of the impedance of the practical parallel
circuit of Figure 2 for 0 =3
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Table 3(a). Simulated results compared with theoretical results
for the maximum impedance resonant frequency when Q=3

Maximum Im- Value Percentage er-

pedance Resonant ror compared

Frequency with exact theo-
retical Equation
a4

PSpice simulated 9972.1Hz | 0%

value

Theoretical value 9972.1Hz | NA

from Equation (14)

Approximate valu- | 9860.1 Hz | —1.123%

ewith Equation

as)

Approximate value | 9969.1 Hz | —0.030%

with Equation (17)

Table 3(b). Simulated results compared with theoretical results
for the maximum impedance magnitude when Q=3

Maximum Im- Value Percentage er-

pedance Magni- ror compared

tude with exact theo-
retical Equation
24

PSpice simulated 5.0336 Q | 0%

value

Theoretical value 5.0336 Q | NA

from Equation (24)

Approximate value | 4.7746 Q | —5.145%

with Equation (22)

Approximate value | 50329 Q | —-0.0139%

with Equation (20)

Figure 6 shows a PSpice simulation plot of the magnitude

PSpice simulations show excellent agreement.

2. It is quite apparent that the maximum impedance
magnitude is in fact well approximated by the im-
pedance magnitude given by equation (20), which
of course is the impedance magnitude at the reso-
nant frequency, f,. Additionally, this approxima-

tion improves with increasing Q values.

Conclusion

In this paper, the maximum impedance resonant frequency
was derived without calculus. In so doing, the authors also
modified a formula that is given for this in a popular tech-
nology textbook, thereby increasing its accuracy. Further-
more, the authors also found a novel expression for the exact
maximum impedance. This has been approximated by pre-
vious authors as RQ? for 0 >10. However, it was shown
here that this approximation has a percentage error less than
—2% for Q =5, and less than —10% for Q > 2. It was further

shown that the maximum impedance is also well approx-

imated by R,[Q2 (1+Q2) , which has excellent percentage

error performance, even for Q =1, with a percentage error of
only —4% for this value, and less than —0.6% forQ >1.5.

Finally, the authors used PSpice simulations to verify their
results.

Appendix A

In this appendix, the authors show that

of the impedance of the practical parallel circuit for Q=3. ) 1
Again, the simulated results are presented and compared to 2 1+—2 —[2+—2J > 0. (A1)
the theoretical results in Tables 3(a) and 3(b). Q Q
C. Discussion Rearranging equation (A1) produces
Based upon the tables al?oYe E}nd other simula.tions not re- ) 1+i S 2+L N 1+i S 1+L. (A2)
ported here due to space limitations, the following observa- Q2 Q2 Q2 2Q2
tions can be made concerning the maximum impedance fre-
quency: i )
1. The theoretical value given by equation (14) and Further rearrangement of equation (A2) gives
the PSpice simulations show excellent agreement. 5
2. The approximate theoretical value given by equa- 2 1 2 1 1
tion (17) is more accurate than the value from equa- 1+E > (1+2_Q2J = 1+E > 1+E+E
tion (18) for 0 >1.41. Both of these approxima-
tions improve with increasing Q values. s 1 1 (A3)
0* 40° 40’
Furthermore, the following observations can be made con- , 1 1
cerning the maximum impedance: =20 >—=0> 7
1. The theoretical value given by equation (24) and the
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Appendix B

In this appendix, the authors show that

ji* /éﬂzOfor 022 -1=.6436.

Beginning with

(B1)
=20°+0*>1= 0*+20%-1>0.
Solving equation (B1) gives
02>-1+ “4;4 =—li¥. (B2)

However, Q2 must be non-negative, so Q2 >—1+ «/E

Hence, Q0 = VA2 =1 =.6436, as stated previously.
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EVALUATION OF FATIGUE CRITERIA FOR ASPHALT
PAVEMENTS

Mena 1. Souliman, Arizona State University; Kamil E. Kaloush, Arizona State University

Abstract

Load-associated fatigue cracking is one of the major dis-
tress types occurring in flexible pavement systems. Bending
flexural beam fatigue testing has been used for several dec-
ades and is considered to be an integral part of the new Su-
perpave advanced characterization procedure. However,
there is a great need to assess and develop a fatigue criterion
based on initial and failure stiffness of the mixture under
consideration.

A laboratory testing program was performed on a Refer-
ence, Asphalt Rubber (AR), and Polymer modified-gap
graded mixtures. Strain-controlled fatigue tests were con-
ducted according to American Association of State Highway
and Transportation Officials (AASHTO) procedures on all
of the three mixtures at one temperature.

Using a COANOVA statistical analysis approach, the Ari-
zona State University (ASU) method, which is independent
on the mode of loading, temperature, frequency, or mixture
formulation, was concluded to be the most accurate method
to analyze beam fatigue results. This method has the poten-
tial for unifying current fatigue analyses using a rational
energy-based approach and it has a well-defined fatigue fail-
ure point when compared with other proposed methods. It
was also concluded that the AR mixture showed higher fati-
gue life than the Polymer and the Reference mixtures.

Introduction

The flexural fatigue test is used to characterize the fatigue
life of Hot Mix Asphalt (HMA) at intermediate pavement
operating temperatures. This characterization is useful be-
cause it provides estimates of HMA pavement layer fatigue
life under repeated traffic loading. In a well-designed pave-
ment, strains in the pavement are low enough so that fatigue
is not a problem. However, when pavements are under-
designed, strains are sufficiently high to cause fatigue fail-
ures under repeated loads. These failures ultimately result in
fatigue cracking which will cause disintegration of the
pavement if not maintained.

The basic flexural fatigue test subjects a HMA beam to
repeated flexural bending in a controlled atmosphere. In
order to relate laboratory results to normally observed field
performance, a shift factor of 10 to 20 is typically needed.

Due to the complexity of the testing equipment and long
testing times, the flexural fatigue test is primarily a research
test and is not a standard test in Superpave mix design or
quality assurance testing.

The standard beam fatigue procedure is found in AASH-
TO T 321: Determining the Fatigue Life of Compacted Hot-
Mix Asphalt (HMA) Subjected to Repeated Flexural Bend-
ing [1]. The flexural fatigue test has been used by various
researchers to evaluate the fatigue performance of pave-
ments [2-5].

Study Objective

The primary objective of this study was to present differ-
ent fatigue analysis criteria including the traditional way of
determining the failure criteria at specific stiffness reduction
from the initial stiffness and the recent mechanistic dissi-
pated energy methods. Subsequently, a comparison was
made between all of the fatigue analysis results to asses
which method is the most reliable, accurate, and simplest to
be implemented as the major method for fatigue analysis. To
accomplish this objective, a laboratory testing program was
performed on a project which included three types of mixes:
Reference, Polymer modified and Asphalt Rubber (AR)
modified-gap graded mixtures. The fatigue parameters at
each temperature were determined and the general fatigue
model parameters for one of the mixtures (the polymer mix)
were calculated.

Background

In HMA pavements, fatigue cracking occurs when re-
peated traffic loads ultimately cause sufficient damage in a
flexible pavement to result in fatigue cracking. A number of
factors can influence a pavement's ability to withstand fati-
gue, including pavement structure (thin pavements or those
that do not have strong underlying layers are more likely to
show fatigue cracking than thicker pavements or those with
a strong support structure), age of the pavement, and the
materials used in construction. The flexural fatigue test is
used to investigate fatigue as it relates to HMA construction
materials.

The most common model form used to predict the number
of load repetitions to fatigue cracking is a function of the
tensile strain and mixture stiffness (modulus). The basic
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structure for almost every fatigue model developed and pre-
sented in the literature for fatigue characterization is of the
following form [1]:

NGRS
N, = K|—]| |= 1)
- x2] (3]

where:
N = number of repetitions to fatigue cracking

€; = tensile strain at the critical location
E = stiffness of the material
K, Ky, K3 = laboratory calibration parameters

In the laboratory, two types of controlled loading are gen-
erally applied for fatigue characterization: constant stress
and constant strain. In constant stress testing, the applied
stress during the fatigue testing remains constant. As the
repetitive load causes damage in the test specimen, the strain
increases resulting in a lower stiffness with time. For the
constant strain test, the strain remains constant with the
number of repetitions. Because of the damage due to repeti-
tive loading, the stress must be reduced resulting in a re-
duced stiffness as a function of repetitions. The constant
stress type of loading is considered applicable to thicker
pavement layers, usually more than 8 inches. For AC thick-
nesses between these extremes, fatigue behavior is governed
by a mixed mode of loading, mathematically expressed as
some model yielding intermediate fatigue prediction to the
constant strain and stress conditions.

A. Testing Equipment

Flexural fatigue tests are performed according to the
AASHTO T321-03 [1]. The device is typically placed inside
an environmental chamber to control the temperature during
the test. The cradle mechanism allows for free translation
and rotation of the clamps and provides loading at three
points. Pneumatic actuators at the ends of the beam center it
laterally and clamp it. Servomotor driven-clamps secure the
beam at four points with a pre-determined clamping force.
Haversine or sinusoidal loading may be applied to the beam
via the built-in digital servo-controlled pneumatic actuator.
The innovative “floating” on-specimen transducer measures
and controls the true beam deflection irrespective of loading-
frame compliance. The test is run under either controlled-
strain or controlled-stress loading.

In the constant stress mode, the stress remains constant but
the strain increases with the number of load repetitions. In
the constant strain test, the strain is kept constant and the
stress decreases with the number of load repetitions. In ei-
ther case, the initial deflection level is adjusted so that the
specimen will undergo a minimum of 10,000 load cycles
before its stiffness is reduced to 50 percent or less of the

initial stiffness. In this study, all tests were conducted in the
control strain type of loading.

B. Dissipated Energy Concept
ey

When applying load to a material, the material will exhibit
some stain induced by the acting stress. The area under the
stress-strain curve represents the energy being inputted into
the material. When the load is removed from the material,
the stress is removed and the strain is recovered, as shown in
Figure 1. If the loading and unloading curves coincide, of
all the energy put into the material is recovered after the load
is removed. If the two curves do not coincide, there is energy
lost in the material. This energy can be altered through me-
chanical work, heat generation, or damage in the material in
a manner that it could not be used to return the material to its
original shape. This energy difference is the dissipated ener-
gy of the material caused by the load cycle. So, dissipated
energy can be defined as the damping energy or the energy
loss per load cycle in any repeated or dynamic test.

Many researchers have studied dissipated energy [2], [6-
12]. The equation for calculating dissipated energy per cycle
in a linear viscoelastic material in the flexural fatigue test is
given by the following equation:

W, = 70 ;E,; sin @, (2)
where:
o, = dissipated energy at load cycle, i;
o1 = stress at the load cycle, i;
€ = strain at the load cycle, i;
0; = phase angle between stress and strain at
the load cycle, i

4 Stress

Loading

-

dissipated
enerqy |

. j/ Unloading

Strain
Figure 1. Stress-strain curve for viscoelastic solid
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C. Pronks’ Method

One of the most accurate dissipated energy methods is
Pronks’ method [13]. In 1997, Pronk suggested a different
expression of energy ratio for the constant strain test to de-
fine failure as the ratio of the cumulative dissipated energy
up to cycle n to the dissipated energy for cycle n (W, /wy).
Under constant strain, plotting the energy ratio for different
cycles versus the number of load cycles for each specimen,
the fatigue life was defined as the number of load cycles
when the energy ratio deviates from a straight line, as shown
in Figure 2.

D. Stiffness Degradation Ratio versus
Number of Repetitions (ASU-Approach)

A new rational fatigue failure criterion was developed [5]
in recent study based on Rowe and Bouldins’ failure defini-
tion. By normalizing Rowe and Bouldins’ ratio (N;S;) by
dividing it by the initial stiffness (S,), a new stiffness ratio
was developed at ASU as (N;*Si/S,), where Ni is the cycle
number, Si is the stiffness at cycle i, and S, is the initial
stiffness taken at cycle number 50. By plotting the stiffness
degradation ratio value (N;*Si/S,) versus the load cycles, a
peak value can be obtained. Failure is then defined as the
number of load repetitions at the peak value of that curve for
both controlled-strain and controlled-stress modes as shown
in Figure 3.

The results also show that there is no significant difference
between the two curves for controlled-stress and controlled—

strain modes. It was noted that the curves from constant
strain testing and constant stress testing have almost the
same trend. Again, a very high R” value of 0.991 was ob-
tained as an average for all mixes used in the study. It was
concluded that the stiffness degradation ratio at failure, as
defined in this new method, represents a basic material be-
havior at which damage accumulation in the mixture has
produced an inability of the mixture to resist further damage
independent of the mode of loading.

The final conclusion for the final damage ratio was around
0.5 of the initial stiffness. The results of this study verify
that 50 percent of the initial stiffness is the best value for the
failure fatigue criterion.

Test Results and Analysis

A. Mixtures Characteristics

In 2008, a first cooperative effort between ASU and the
Swedish Road Administration (SRA) took place in testing
Reference and Asphalt rubber-gap-graded mixtures placed
on Malmo E6 External Ring Road in Sweden. In 2009, SRA
and ASU undertook another joint effort to test three types of
gap-graded mixtures: Reference, Polymer-modified and
Rubber-modified mixes, placed on highway E18 between
the interchanges Jarva Krog and Bergshamra in the Stock-
holm area of Sweden.

Pronk Method

2000
P
1600 *,.Q‘
E 1200
*
=
800
400
O -4
0 300000 600000 900000 1200000 1500000
Cycles

Figure 2. N; Determination for the AR sample using Pronk’s method
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N;*Si/S, vs Cycles, ASU Method
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Figure 3. N; Determination for the AR sample using the ASU method

Rice specific gravities for the mixtures were determined.
Beam specimens were prepared according to the Strategic
Highway Research Program (SHRP) and the American As-
sociation of State Highway and Transportation Officials
(AASHTO): SHRP M-009 and AASHTO T321-03 (2003).
Air voids, thickness and bulk specific gravities were meas-
ured for each test specimen and the samples were stored in
plastic bags in preparation for the testing program.

The designated road section within the construction
project had three asphalt mixtures: a Reference gap-graded
mixture (designation: ABS 16 70/100) used as a control, a
Polymer-modified mixture (designation: ABS 16 Nypol
50/100-75), and a Rubber-modified mixture (designation:
GAP 16) that contained approximately 20 percent ground
tire rubber (crumb rubber). Figure 4 shows the road in the
Stockholm area where the three mixtures were placed.

Figure 4. est Sections in fast lanes on highway E18 between
the Jirva-Krog & Bergshamra interchanges

The Swedish Road Administration provided information
stating that the field compaction / air voids for the three mix-
tures was around 3.0%. The original mix designs were done
using the Marshall Mix design method. Table 1 shows the
reported average aggregate gradations for each mixture. The
in-situ mixture properties of the Stockholm pavement test
sections are reported in Table 2, which includes % binder
content by mass of the mix, Marshall Percent void content
by volume of the mix, and maximum theoretical specific
gravity of the mixes estimated at ASU laboratories. The base
bitumen used was Pen 70/100. The polymer bitumen was
designated Nypol 50/100-75 and rubber was called GAP 16.

Table 1. Average aggregate gradations, Stockholm highway

Gradation | Sieve | Reference | Polymer | Rubber
(% Pass- | Size
ing by (mm)
mass of 22.4 100 100 100
each 16 |98 98 98
sieve)
11.2 65 65 68
8 38 38 44
4 23 23 24
2 21 21 22
0.063 | 10.5 10.5 7.5
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Table 2. Mixture characteristics, Stockholm highway

Binder .
Mix Content ﬁ?sr ((\7/;)_ Gum
(%) ’
Reference  ABS
16 70/100 5.9 2.6 2.4642
Polymer ABS 16
Nypol 50/100-75 5.9 2.6 2.4558
Rubber GAP 16 8.7 2.4 2.3588

B. Determination of K; and K, Coefficients
at each Temperature

It has been accepted for many years that the fatigue beha-
vior of the asphalt-aggregate mixes can be characterized by a
relationship of the form:

N, =K1(1/€0 )K2 3)

where,

€, = initial tensile strain
K1, K, =experimentally determined coefficients

The above relationship is applicable to a given asphalt
mix. Moreover, the fatigue relationships (flexural strain

versus the number of loading cycles) for each mixture are
shown in Figures 5 through 7. The relationships obtained
have good measures of model accuracy as indicated by the
coefficient of determination (R*). Comparing fatigue curves
for different mixes is not straightforward because of the dif-
ferent mixes’ modules. A look at the fatigue models’ coeffi-
cients may provide some guidance. Therefore, the below
comparisons are made in general terms.

A summary of the regression equations is shown in table
3. The R? values are an indication of good to very good
model accuracy. The relationships obtained are rational in
that lower fatigue life (number of repetitions) is obtained as
the temperature decreases.

Figures 5 through 7 illustrate how to determine the K; and
K, values for all three mixes using five different approaches.
1. Initial stiffness after 50 cycles and Nf at 50% of the
initial stiffness
2. Initial stiffness after 50 cycles and Nf at 40% of the
initial stiffness
3. Initial stiffness after 50 cycles and Nf at 30% of the
initial stiffness
4. Dissipated energy method, Pronk Method
5. Dissipated energy method, ASU Method

Table 3. Summary of regression coefficients for the fatigue relationships for 21°C using different approaches to find N;

Reference | K, | 5.00E-10 | 5.00E-12 | 7.00E-12 | 1.0OE-12 | 2.00E-11
mix K 417 488 49 5.03 479
RZ | 0.9468 09693 | 0.9845 0.9858 0.9879
ARmix | K;* | 1.00E-09 | 2.00E-12 | 4.00E-12 | 2.00E-11 | 1.00E-11
Ko 417 54 5.39 5.00 5.25
R | 09842 09169 | 0.8803 0.8469 0.8723
Polymer | K, | 2.00E-09 | 1.00E-08 | 2.00E-07 | 0.0002 | 1.00E-06
mix K 4.16 407 371 241 35
R | 09612 09252 | 09454 0.7618 0.9433
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Figure 5. N; versus strain using different N; determination approaches, Reference mixture (21°C)
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Figure 6. N; versus strain using different N; determination approaches, AR mixture (21°C)
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Figure 7. N; versus strain using different N; determin