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Event-driven sensor networks operate under an idle or ligttt and then suddenly become active in response to
a detected or monitored event. The transport of event impiddiely to lead to varying degrees of congestion
in the network depending on the distribution and rate of paskurces in the network. It is during these periods
of event impulses that the likelihood of congestion is gretzaed the information in transit of most importance
to users. To address this challenge we propose an energigmffamngestion control scheme for sensor net-
works calledCODA (COngestion Detection and Avoidantdegt comprises three mechanisms: (i) receiver-based
congestion detection; (ii) open loop hop-by-hop backpnessand (iii) closed loop multi-source regulation. We
present the detailed design, implementation, and evaluafi@®DA using simulation and experimentation. We
define two important performance metrics (i.e., energy tax atgditfy penalty) to evaluate the impact of CODA
on the performance of sensing applications. We discuss tifierp@nce benefits and practical engineering chal-
lenges of implementing CODA in an experimental sensor netvastbhed based on Berkeley motes using CSMA.
Simulation results indicate that CODA significantly improtes performance of data dissemination applications
such as directed diffusion by mitigating hotspots, and reduthe energy tax and fidelity penalty on sensing
applications. We also demonstrate that CODA is capable pbreding to a number of congestion scenarios that
we believe will be prevalent as the deployment of these nétsvaccelerates.

Categories and Subject Descriptors: C.ZOMPUTER-COMMUNICATION NETWORK S]: Network Ar-
chitecture and DesignWireless Communications

General Terms: Design, Experimentation, Performance
Additional Key Words and Phrases: Sensor networks, Coingesbntrol

1. INTRODUCTION

Sensor networks come in a wide variety of forms, coverinfediit geographical areas,
being sparsely or densely deployed, using devices withiatyasf energy constraints, and
implementing an assortment of sensing applications. Opécagion driving the devel-
opment of sensor networks is the reporting of conditionsiwit. region where the envi-
ronment abruptly changes due to observed events, suchgas teatection, earthquakes,
floods, or fires, and in habitat monitoring. Sensor networky typically operate under
light load, but can suddenly become active in response taeitdel event. Some applica-
tions may only generate light traffic from small regions af gensor network (e.g., target
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Fig. 1. Total number of packets dropped by the sensor netwarkiata event packet delivered at the sink as a
function of the source rate.

detection) while others (e.g., fires, earthquakes detgctitay generate large waves of
impulses, potentially across large sections of the seraieg. Although a sensor network
may spend only a small fraction of time dealing with impulseis during this time that the
information it delivers is of greatest importance. Sensworks exhibit a uniquéunnel-
ing effect a traffic pattern where events are generaednassand then must be quickly
moved toward a relatively small number of physical sink p®ithat are attached to the
regular communication infrastructure. This leads to a nemab significant challenges in-
cluding increased transit traffic intensity, congestiord packet loss (and therefore energy
and bandwidth waste) at nodes closer to the sink, disrughiagerformance (i.e., fidelity)
of the sensing application.

The transport of event impulses is likely to lead to varyiregeees of congestion in
sensor networks. Figure 1 shows the impact of congestioratmdissemination in an ex-
perimental sensor network testbed running Surge, a conymigel application included in
the TinyOS distribution [TinyOS 2007]. Our testbed compsig8 Mica2 motes arranged
in a 6x8 grid. Node spacing and transmission power are sdt $at one-hop neigh-
bors achieve> 80% delivery, while two-hop neighbors achiexe20% delivery. In this
way, a fairly strict and dense multi-hop radio environmantanstructed for experimenta-
tion. Surge periodically reports ADC readings to the sink aate that is programmable
over-the-air using a control message. The Surge applicatioploys the services of the
MultiHopRouter [Woo et al. 2003] component to set up and r@@mna forwarding tree,
based on packet-time granularity link quality estimatidfigure 1 illustrates that as the
source rate increases beyond a certain network capadisttbid (0.25-0.5 events/s in this
network), congestion occurs more frequently and the tatallver of packets dropped per
received data packet at the sink becomes severe. The plos shat even with low to mod-
erate source event rates there is a large drop rate obsaemnabdhe sensor network. For
example, with a source event rate of 0.1 events/s in the mkettud packets are dropped
across the sensor field for every data event packet recetvétek sink. The drop rates
shown in Figure 1 represent not only significant packet b&se¢he sensor network, but
more importantly, energy wasted by the sensing application

In traditional computer networks, throughput and delaytan@important performance
metrics that impact the users’ experience. Therefore, bjective function for control
mechanisms adopted to control the traffic is often defined asimizing the ratio of
throughput to delay [Ramakrishnan and Jain 1995], i.e ptineer. However, in the context
of sensor networks, because of its limited resources anlitappn specific nature (some
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applications may only generate light traffic from small et of the sensor network (e.g.,
target detection) while others (e.g., fires, earthquakesctien) may generate large waves
of impulses, potentially across the whole sensing areapphgerve that maximizing this
ratio does not necessarily result in the optimal perforreaRather, the objective of sensor
networks is to maximize the operational lifetime while defing acceptable data fidelity
to the applications.

In response to this, future congestion control mechanismsednsor networks must be
capable of balancing the offered load, while attempting simtain acceptable fidelity
(e.g., rate of events) of the delivered signal at the sinkindyperiods of transient and more
persistent congestion. A number of distinct congestiomaides are likely to arise. First,
densely deployed sensors generating impulse data evelhtsr@dte persistent hotspots
proportional to the impulse rate beginning at a locatioryv@ose to the sources (e.qg.,
within one or two hops). In this scenario, localized, fastdiscale mechanisms capable of
providing backpressure from the points of congestion badkée sources could be effec-
tive. Second, sparsely deployed sensors generating l@avatatevents will create transient
hotspots potentially anywhere in the sensor field but likaither from the sources, toward
the sink. In this case, fast time scale resolution of loeaihotspots using a combination
of localized backpressure (between nodes identified in splodtregion) and rate limiting
techniques could be more effective. Because of the trans&nore of congestion, source
nodes may not be involved in the backpressure. Third, slyadeployed sensors gen-
erating high data-rate events will create both transiedtrsistent hotspots distributed
throughout the sensor field. In this final scenario, a contlminaf fast time scale actions
to resolve localized transient hotspots, and closed lotgregulation of all sources that
contribute toward creating persistent congestion couldffeetive.

—Congestion detectionAccurate and efficient congestion detection plays an itanbr
role in the congestion control of wireless networks. CODAsia combination of the
present and past channel loading conditions, and the d¢urudier occupancy, to infer
accurate detection of congestion at each receiver with lwst. cSensor networks must
know the state of the channel since the transmission medsughared and may be
congested with traffic between other nodes in the neighlmarhoistening to the channel
to measure local loading incurs high energy costs, if peréat all the time. Therefore,
CODA uses a sampling scheme that activates local channetariag at the appropriate
time to minimize cost while forming an accurate estimatec&®congestion is detected,
nodes signal their upstream neighbors via a backpressurkamism that is discussed
next.

—Open loop, hop-by-hop backpressute CODA a node broadcasts backpressure mes-
sages as long as it detects congestion. Backpressuressayeapropagated upstream
toward the source. In the case of impulse data events in deteerks it is very likely
that backpressure will propagate directly to the sourcesle that receive backpressure
signals can throttle their sending rates based on the locgestion policy (e.g., silence
for arandom time or AIMD, etc.). When an upstream node (towledsource) receives
a backpressure message it decides whether or not to furiyeagate the backpressure
upstream, based on its own local measured network conslition

—Closed loop, multi-source regulatiotn CODA, closed loop regulation operates over a
slower time scale and is capable of asserting congestiomat@ver multiple sources
from a single sink in the event of persistent congestion. Wéheource event rate is less
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than some fraction of the maximum theoretical throughputefchannel, the source
regulates itself. When this value is exceeded, however, ecsasi more likely to con-
tribute to congestion, and therefore, closed loop congestontrol is triggered. The
source only enters sink regulation if this threshold is exigsl. At this point a source
requires constant, slow time-scale feedback (e.g., AC&nfthe sink to maintain its
rate. The reception of ACKs at sources serve as a self-eigakiechanism allowing
sources to maintain their current event rates. In contfaitire to receive ACKs forces
a source to reduce its own rate. Once a source has deterningdstion has passed it
takes itself out of sink regulation under its own direction.

The paper is organized as follows. Section 2 discusses a&waoflimportant design
considerations for mitigating congestion in sensor netwancluding MAC and conges-
tion detection issues. Section 3 details CODAs backpresand rate regulation mecha-
nisms. Following this, an implementation of CODA is eva&diin an experimental sensor
testbed in Section 4. We define three important performanegiesn (i.e., energy tax,
fidelity penalty, and power) to evaluate the impact of CODAtlbe performance of sens-
ing applications. Because CODA is designed to interworkgitisting data dissemina-
tion schemes, we also evaluate it using one well-known digsgion mechanism. Sec-
tion 5 presents our performance evaluation of CODA workirittp directed diffusion [In-
tanagonwiwat et al. 2000] using the ns-2 simulator. Sediigmesents the related work.
Finally, some concluding remarks and future work are disedsn Section 7. This paper
represents an extended version of a paper [Wan et al. 2083gptred in ACM SenSys
2003.

2. DESIGN CONSIDERATIONS

In what follows, we discuss the technical consideratioastimnderpin the design of CODA
while the detailed design is presented in Section 3. We disthe MAC and congestion
detection considerations with a focus toward CSMA/conbenbased schemes, given that
TDMA and other schedule-based schemes (e.g., [Clare €929][Rajendran et al. 2003])
can control and schedule traffic flows in the network to prexddllision-free communica-
tion. However, we note that congestion can still occur iresithed access networks when
the incoming traffic exceeds the node capacity and the queerflaws. Further, the new
objective function for congestion control (discussed i pinevious section) demands new
feedback control mechanisms even for TDMA/schedule-basédorks. These new con-
trol mechanisms (Sections 3.1 and 3.2) can be used seayntesbbth contention-based
and schedule-based networks.

Medium access control plays a significant role in the perforoe of managing impulses
of data in a wireless shared medium, including the deteaiforongestion. A growing
number of sensor networks use CSMA or variants for the mee@iceass control. For ex-
ample, the widely used Berkeley motes [Hill et al. 2000] usé@ple CSMA MAC as part
of the TinyOS [TinyOS 2007] platform. In [Ye et al. 2002] thethors proposed a mod-
ified version of CSMA called S-MAC, which combines TDMA sclidg with CSMA's
contention-based medium access, without a strict reqeinérior time synchronization.
S-MAC uses virtual carrier sense to avoid hidden terminabfams, allowing nodes other
than the sender and receiver to enter sleep mode (duringAWealer the RTS/CTS ex-
change), thus saving energy. A collision-minimizing CSMAA®I is proposed in [Tay
et al. 2004] that is optimized for event-driven sensor nek&o The authors propose to
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utilize a non-uniform probability distribution for nodestandomly select contention slots
such that collisions between contending stations are nimeiin

2.1 CSMA Considerations
2.1.1 Throughput IssuesThe theoretical maximum channel utilization for the CSMA

scheme is approximately [Bertsekas and Gallagher 1991]:

S forp=""<1), 1)

~ 1 (

(1+2y/B)
The performance of CSMA is highly dependent on the valu@,ofvhich is a measure
of radio propagation delay and channel idle detection detaig the sum of both radio
propagation delay and channel idle detection delay in si@is the raw channel bit
rate and_ is the expected number of bits in a data packet. If nodes dmctddle periods
quickly, in other words have a very sm@lvalue, then CSMA can offer very good channel
utilization regardless of the offered load.

Equation (1) gives the channel capacity of CSMA within onp.Ha [Li et al. 2001] the
authors show that an ideal ad hoc multi-hop forwarding cls@iould be able to achieve
25% of the throughput that a single-hop transmission careaeh This observation has
important implications in the design of our congestion diéte& and closed loop regulation
mechanisms, as discussed in Section 2.2 and Section J2ctrely.

2.1.2 Hidden Terminals.CSMA suffers from the well-known hidden terminal prob-
lem in multi-hop environments. IEEE 802.11 utilizes viftoarrier sense (VC), namely an
RTS/CTS exchange, to eliminate hidden terminals. In ordeeduce the signaling over-
head incurred by adding VC, IEEE 802.11 does not exchangé@IISsfor small packets.
In sensor networks, packets are usually small in nature ¢rethe order of few tens of
bytes) because of the low duty cycle requirement and traffaracteristics [Pottie and
Kaiser 2000]. Therefore, the signaling cost is high if theSRITS exchange is used for
every message. Furthermore, sensor nodes have a limitagydnglget making the energy
cost of doing this prohibitively high.

Usually, nodes other than event source nodes and the farganddes will be silent
most of the time. Therefore, loss due to hidden terminalgss likely to occur when
the workload of the network is low. In [Woo and Culler 200Xjetauthors show that in
general, when nodes use a randomized pre-transmit delgfetbwith appropriate jitter
in sending/forwarding packets, the probability of hiddemtinals is low even in dense
networks. In S-MAC [Ye et al. 2002], an RTS/CTS exchange sdui® an aggregated
manner (i.e., not for every single packet) to reduce theggnewst.

In the context of sensor networks, the VC scheme is costlyraastly unnecessary
during normal operatiods There is a need, however, to devise a scheme that can work
satisfactorily with or without the VC for collision avoidee, that incurs low cost or no
cost during normal operations, and yet is responsive entaughickly resolve congestion.
In Section 3.1, we discuss such a scheme.

2.1.3 Link-layer ARQ.In the IEEE 802.11 MAC, a packet will be kept in the sending
buffer until an ACK is received or the number of retransnuasiexceeds a certain thresh-

1A user may omit the VC for data packets but retain it for critisgnaling messages (e.g., routing protocol
control packets) in order to reduce overhead.
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old. This mechanism increases the link reliability at thpemnse of energy and buffer space.
However, both of these resources are scarce in sensor ndage support for reliability
may not always be necessary under normal operations (i.e todthe application-specific
nature of sensor networks not all data packets require séfiebility?). Today different
sensor platforms utilize different radio technologiesmsoradios support low-overhead
synchronous ACK [Levis et al. 2004] (e.g., the RFM radio usedlica) and some ra-
dios include built-in link-layer ACK supporting higher datates up to 250 Kbps (e.g.,
the IEEE 802.15.4 radio used in Telos [TinyOS 2007]), whilethers supporting ACK
could be costly (e.g., the Chipcon radio used in Mica2 [Lextial. 2004]) in terms of en-
ergy and bandwidth consumption, since for these the ACKri$ a& a full packet after a
non-negligible rx-to-tx switch time, which requires reatention for the channel.

We believe there is a need for separation between reliabititt congestion control in
the design of sensor networks protocols. The use of VC akddiyer ARQ as a reliable
means of communication are essential for critical infoioragéxchange (e.g., routing sig-
naling), but they are not necessarily relevant during cetige. In sensor networks, energy
expenditure is more important than occasional data lossusecof the natural redundancy
inherent in disseminated sensor data. The main objecthtifin is therefore to minimize
energy expenditure. This is in contrast to TCP where thedast is always recovered.
In our design, congestion control elements do not expliddbk at loss (unlike TCP),
allowing CODA to decouple reliability from congestion caitmechanisms. CODA is
capable of working with or without reliability elements,céuas link-layer ARQ, provid-
ing flexibility in support of applications’ needs and theimtechnology used. CODA is
not proposed as a TCP replacement but as a different patysibil transport in wireless
sensor networks.

2.2 Congestion Detection

Accurate and efficient congestion detection plays an ingmbmtole in congestion control
of sensor networks. There is a need for new congestion dmtdethniques that incur low
cost in terms of energy and computation complexity. Severdiniques are possible.

2.2.1 Buffer Queue LengthQueue management is often used in traditional data net-
works for congestion detection. However, without linkéayACK (some applications
might not require this and hence would omit it to save the loead, as discussed above),
buffer occupancy or queue length cannot be used as a reliatit@ation of congestion.
To illustrate this, we perform an ns-2 simulation of the denftEE 802.11 wireless 5-
node network shown in Figure 2. In the simulation, nodes 14edch start sending (1
second apart in simulation time) CBR traffic (64 byte datakp#s) that consumes 50%
of the channel capacity through node 2 to node 3 and 5, regglyctOne of the sources
stops sending data after 10 seconds. We run two simulatais, tone with the VC enabled
(including link ARQ), the other with it disabled and no linkR®. Nodes have queues of
length ten.

Figure 3 shows the time series traces for both channel Igaalinl buffer occupancy
as well as the packet delivery ratio measured at the inteateedode 2. It is clear from
the plot that the channel loading almost immediately rige8G% during the time both

2For example, applications that generate periodic workl@adaften reasonably assume that subsequent reports
will supersede any lost data.
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Fig. 2. A simple IEEE 802.11 wireless network of 5 nodes iliaigs receiver-based congestion detection.
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Fig. 3. Channel load and buffer occupancy time series tracésamd without virtual carrier sense (VC) +
LL-ACK, and packet delivery trace with VC.

sources are on. Congestion occurs and the packet delitergraps from 100% to around
20% during this period. Note that the buffer occupancy grate slower rate during this
congestion period, particularly in the trace correspogdiirthe simulation where the VC is
disabled. The buffer occupancy (without link ACK) even dsg@paround 5 seconds into the
simulation, which provides false information about the gestion state. This is because
without the link-layer ACK, the clearing of the queue at ttensmitter does not mean that
congestion is alleviated since packets that leave the guégld fail to reach the next hop
as a result of collisions. Note that CSMA does not guaranddesion-free transmissions
among neighboring nodes because of the detection delaisfii@is and Gallagher 1991].

This simple simulation shows that the buffer occupancyaldmes not provide an accu-
rate and timely indication of congestion even when the lifikQAis enabled, except in the
extreme case when the queue is empty or about to overflow. tedise indicates good
traffic conditions and the latter one signals serious cdi@es As shown in the figure,
the queue takes a much longer time to grow beyond a high watkrievel (e.g., 0.8) that
signifies congestion compared to the channel load. We atlgiehis bimodal effect and
detection latency is not responsive enough and too coags@tide accurate, timely and
efficient congestion control, especially in the case of edeiven sensor networks where
short-lived hotspots are likely to occur across differémetscales. Therefore, we pro-
pose augmenting buffer monitoring witthhannel load measuremefar fast and reliable
congestion detection in sensor networks.
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Fig. 4. Queuing performance of a real sensor network of Micaesot

2.2.2 Channel Loading.In CSMA networks, it is straightforward for sensors to liste
to the channel, note when the channel is busy, and calciiatetal fractional channel
load. SinceSnaxin Equation (1) gives the optimal utilization of the channibne senses
that the channel loading reaches a certain fraction of thamd capacity, this would indi-
cate a high probability of collision [Li et al. 2001].

Listening to the channel consumes a significant portion efgn[Xu et al. 2001] in
a node. Therefore, performing this operation all of the tis@ot practical in sensor
networks. In Section 3.1, we propose a sampling scheme ctigaies local channel mon-
itoring only at the appropriate time to minimize the energgtavhile forming an accurate
estimate of conditions.

Channel loading and buffer occupancy provide a good indicaif congestion detec-
tion for hop-by-hop flow control, but the scope of this cohisinherently local. Yet,
hop-by-hop flow control has limited effect, for example, iitigating large-scale conges-
tion caused by data impulses from sparsely located sounetgénerate high-rate traffic.
To understand this limitation in a practical sensor netwank study the channel load and
gueue performance using a simple two-hop Mica mote [HillleR&00] topology (see
Section 4.2). We generate data packets at different raagsltive the network to different
levels of congestion and measure the average queue size wbdes in a small neighbor-
hood that share the wireless medium. A plot of the measuredige queue size against the
channel load (utilization) is shown in Figure 4. The main fegghows a magnified view
of the knee of the entire curve (Inset A). Inset B shows a tagglot of the knee. We see
that the queue size is very smad(1) for all channel loads before the channel saturates at
a utilization of approximately 70%. Note that the curve mbkes a typical M/M/1 queue,
except that it saturates at a utilization far lower than evtgch is a limitation imposed by
the channel idle detection delay (this result is furtherficored when we measure tlfie
value in Section 4.1).

A complementary approach to both the queue occupancy amhehad monitoring
congestion detection techniques is proposed in [Tay e0@UR There the authors describe
Sift, a MAC protocol tailored for impulse-dominant traffi@ferns that draws backoff
durations from a non-uniform distribution to minimize thkeacice of collision. While
useful at avoiding collisions, Sift still needs help resotynetwork congestion.
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3. CODA DESIGN

Hotspots (i.e., congestion) can occur in different regioha sensor field due to different
congestion scenarios that arise. This motivates the need@®A's open loop hop-by-
hop backpressure and closed loop multi-source regulatErhanisms. These two control
mechanisms, while insufficient in isolation, complemertdteather. Different rate control
functions are required at different nodes in the sensoramtadepending on whether they
are sources, sinks, or intermediate nodes. Sources knopraperties of the traffic they
inject while intermediate nodes do not. Sinks are best pléaxenderstand the fidelity rate
of the received signal, and in some applications, sinks eneeful nodes that are capable
of performing sophisticated heuristics. The goal of CODAcisnaintain low or no cost
operations during normal conditions, but be responsiveiginéo quickly mitigate conges-
tion around hotspots once it is detected. In what followsgdigeuss CODA's backpressure
and multi-source regulation mechanisms.

3.1 Open Loop Hop-by-Hop Backpressure

Backpressure is the primary fast time scale control meshanvhen congestion occurs.
The main idea is to use the components mentioned in Sectibto2lo local congestion
detection at each node with low cost. Once congestion istitethe receiver will broad-
cast a backpressure signal to its neighbors and at the samaertake local adjustments to
prevent propagating the congestion downstream.

A node broadcasts backpressure signal as long as it detawgestion. Backpressure
signals are propagated upstream toward the source. In seeoféampulse data events in
dense networks it is very likely that the backpressure mapamate directly to the sources.
Nodes that receive backpressure signals could throttiesbeding rates (e.g., be silent for
a random period of time) or regulate data rates based on smaleclongestion policy (e.g.,
AIMD).

When an upstream node (toward the source) receives a baskpresignal, based on its
own local network conditions it determines whether or ndurther propagate the back-
pressure signal upstream. For example, nodes do not prepidigabackpressure signal if
they are not congested.

We use the terrdepth of congestioto indicate the number of hops that the backpressure
signal has traversed before a non-congested node is ercednhe depth of congestion
can be used by the routing protocol and local packet drogieslito help balance the en-
ergy consumed during congestion across different paths.simple schemes can be used:
(i) consider the instantaneous depth of congestion as agaiiod to the routing protocol
to select better paths, thereby reducing traffic over thagatiffering deep congestion,
(ii) silently suppress or drop important signaling messaagsociated with routing or data
dissemination protocols (e.g., interests [Intanagonwstal. 2000], data advertisements
[Heinzelman et al. 1999], etc.). The latter scheme woulg bepushevent flows out of
congested regions and away from hotspots without expliclipling congestion control
and routing. Further investigation of using depth of cotigasto assist routing is out of
the scope of this paper.

3.1.1 Receiver-based DetectioBoth a nearly overflowing queue and a measured
channel load higher than a fraction of the optimum utiliaatare good indications of
congestion. The latter provides a probabilistic indicatid congestion by observing how
closely the channel load approaches the upper bound.
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Monitoring the queue size comes almost for free except fitla processing overhead,
but it provides only a bimodal indication (see the abruphsition from < 1 to infinity
in Figure 4) with non-negligible latency. Listening to thieannel either to measure the
channel loading or to acquire signaling information forlisan detection provides a fast
and good indication but incurs high energy cost if perforraltdhe time. Therefore, it is
crucial to activate the latter component only at the appad@itime in order to minimize
cost.

Consider the typical packet forwarding behavior of a semgtwork node and its nor-
mal radio operational modes. The radio stays in the lisgeminde except when it is turned
off or transmitting. When a carrier is detected on the charthelradio switches into the
receiving mode to look for a transmission preamble and naes to receive the packet
bit stream. Before forwarding this packet to the next hopMBSequires the radio to
detect an idle channel which implies listening for a certaimount of time. If the channel
is clear during this period, then the radio switches intotth@smission mode and sends
out a packet. There is no extra cost to listen and measurenehbmading when a node
wants to transmit a packet since carrier sense is requingglegnbefore a packet transmis-
sion. Based on this observation, we conclude that the ptoperto activate the detection
mechanism is when a node’s send buffer is not empty. In otbedsya node’s radio might
be turned off most of the time according to some node cootidimgchemes (e.g., GAF
[Xu et al. 2001], SPAN [Chen et al. 2002], S-MAC [Ye et al. 20)0&c.), but, whenever
receiving or transmitting a packet, the radio must residédrlistening mode for a time.

Figure 2 illustrates a typical scenario in sensor netwarkgliich hotspots or congestion
areas could be created. In this example, nodes 1 and 4 eat&Béhtraffic that consumes
50% of the channel capacity through node 2 to node 3 and Sctgply. Packets that are
received by node 2 stay in its queue because of the very busyehand are eventually
dropped. This simple example shows that in a congested lp@igbod, a receiver’s (e.g.,
node 2, the forwarding node) buffer occupancy is high or astl@on-empty. A node
that activates the channel loading measurement during timemt when its buffer is not
empty is highly responsive with almost no cost. The chanpatihg measurement will
stop naturally when the buffer is cleared, which indicatéh wigh probability that any
congestion is mitigated and data flows smoothly around tighberhood. Based on this
observation, there is little extra cost to measure the oblaleading if a node activates
channel monitoring only when it is “receiving” a packet arekds to forward it later on.
The only time CODA needs to do this is when a node has sometbisgnd, and it has to
do carrier sense anyway for those situations.

3.1.2 Minimum Cost SamplingEach node uses a simple channel sampling scheme to
measure local channel load over a number of sampimachs where each epoch has a
lengthE equal to a small number of packet transmission times. A noitiates channel
sampling when it has a packet to transmit, and probes the MA&tfleast one epoch time
to measure the channel load. Within each epoch, a node uesasvasive probing of the
MAC states to determine when the fraction of time the radlouisy. The approach allows
the radio to be turned off at any time (e.qg., during the bddktérval) to save energy, and is
also more accurate and faster reacting than calculatingvitiage backoff per transmitted
packet. To calculate a longer term channel load averagé, made calculate® as the
exponential average @, (the measured channel load during epalvith parameten
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over the previou®N consecutive sensing epochs:
D1 =0aPp+ (1—a)Pp,(N€ {1,2,..,N}, By = Py).

If the packet transmit buffer is cleared befarecounts toN, then the average value is
ignored anchis reset to 1. The tupléN, E, a) offers a way to tune the sampling scheme to
accurately measure the channel load for specific radio astdmsyarchitectures. In Section
4.2, we describe and demonstrate the tuning of these thraenpters in an experimental
sensor network testbed comprised of Berkeley Mica motesclading that congestion
detection is not very sensitive to these parameter.

3.1.3 Backpressure Signaln CODA, the channel-measurement based congestion de-
tection is a preventive approach triggering a node to seneéssage as a backpressure
signal as soon as the sensed channel load builds above hdltr¢sefore the neighbor-
hood is heavily congested), or when the buffer occupanayhe=acertain high watermark
level. At the same time, the node’s local congestion pobdyiggered. This threshold can
simply beSnax as shown in later evaluation sections. Although there igusrantee that
all neighboring nodes will get this message, at least sordeswill get it probabilistically.
A node will continue broadcasting this message up to certgirimum number of times
with minimum separation as long as congestion persists.oVhehead of this method is
limited by this maximum suppression rate. Alternatively)ae can set aongestion bit
in the header of every outgoing packet [Hull et al. 2004]aast of sending explicit back-
pressure messages. However, this scheme requires all toodesrhear traffic from the
neighborhood, which may be difficult to realize with MACstidaty-cycle to save energy.

The backpressure message can also serve as an on-demaadTtCend” (CTS) sig-
nal, so that all other neighbors except a single sender fwdgald be picked randomly, or
a node can assign more chances to more desirable sendets} sdenced at least for a
single packet transmission time. This deals with hiddemitesls and supports an implicit
priority scheme in CODA. The “chosen node(s)” embedded enghppression message
can be selected based on data type (all nodes can shareity figbof data types) or other
metrics that essentially assign the chosen sender(s) arhigiority to use the bandwidth.

Because of the funneling effect in sensor networks, pdatibufor sparsely located
sources, congestion is most likely to occur at downstrearsass closer to the sink. There-
fore, upstream sensors located closer to the sources whjpropagation funnel (i.e., data
flowing from multiple sources toward a sink) are likely to exgnce lower channel load,
and hence a low queue occupancy according to Figure 4. Asult,ree backpressure
signal would most likely stop propagating before it reactiessources. Therefore, the
hop-by-hop backpressure mechanism alone is not enougttitgatei large-scale conges-
tion. To address this, a mechanism that resembles enddt@iesed loop control that
allows a user to control the desired reporting rate of aniegigbn is proposed in the next
section.

3.1.4 Impact on FairnessCODA is implemented as a shim in the link layer, directly
above the MAC and as such does not impact fairness of the lyimdgMAC. (The sup-
press message is broadcasted and has a fair chance to reagcn@de in the contention
region.) Further, CODA supplies an explicit priority ace@sechanism for different nodes
or application traffic types, as demonstrated in Figure 9Emand Bajcsy 2004], Ee and
Bajcsy propose the use of per-child queue to provide a haidmof fairness. Our “cho-
sen node” priority access scheme is currently used to peetraffic from a specific node
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but can also be used to provide a “soft fairness” in the falhgawvay: each node learns its
neighbors (e.g., the neighbor table maintained in SP [Relasal. 2005]) and randomizes
the “chosen node” among its neighbors across differentlepothis provides a notion of
fairness, without requiring per child queues.

3.2 Closed Loop Multi-Source Regulation

In sensor networks there is a need to assert congestiorotowér multiple sources from a
single sink in the event of persistent congestion, wheraithieacts as a 1-to-N controller
over multiple sources. Note that backpressure alone caesolve congestion under all
scenarios because our design does not propagate the dongagtal in cases where nodes
do not locally experience congestion - to do so would be vesglg in terms of power and
bandwidth consumption.

We conjecture that pure window-based end-to-end contiwérees like TCP are not
well suited to sensor networks. In addition to the excessito-end acknowledgment
overhead, the traffic model is mismatched with the appbeeti(i.e., the data traffic is
usually CBR in nature and might experience a sudden incrieate data rate when an
interesting event occurs). In TCP, since every incoming A@it¢eases the transmission
window size, low-rate CBR can inflate the window to a very éagige that could easily
overwhelm the network when an event-based burst of traffsesar To avoid this TCP
characteristic and the high cost of per-packet ACKs, we ggepan approach that would
dynamically regulate all sources associated with a pdaticdata event. Under normal
operation sources would regulate themselves at predefated ¢e.g., based on the data
dissemination protocol [Intanagonwiwat et al. 2000] [Hilman et al. 1999]) without the
intervention of closed loop sink regulation.

When the source event rate (s less than some fractiapof the maximum theoretical
throughput Gnhay) Of the channel the source regulates itself (e.g., baseth@muldta dis-
semination protocol [Intanagonwiwat et al. 2000] [Heimaeh et al. 1999]) without the
intervention of closed loop sink regulation. When this valiexceededr(> NSnay), a
source is more likely to contribute to congestion and theeetlosed loop control is trig-
gered. The thresholq here is not the same as the threshold that used in local ciimges
detection, in fact) should be much smaller because of the result suggested it fli
2001]. The source only enters sink regulation if this thoddlis exceeded. At this point a
source requires steady periodic feedback (e.g., ACKs) frensink to maintain its ratey
A source enacts sink regulation by setting the regulatentithé event packets it forwards
toward the sink. Reception of packets with the regulatediifarces the sink to send “ag-
gregated ACKs” (e.g., 1 ACK per 100 events received at thi) ssmregulateall sources
associated with a particular data event. ACKs could be sesm mpplication specific man-
ner. For example, the sink could send the ACK only along p#tivants to reinforce in
the case of a directed diffusion [Intanagonwiwat et al. 3@@plication. The reception of
ACKs at sources serves as a self-clocking mechanism altpthim sources to maintain the
current event rater].

When a source sets its regulate bit it expects to receive an @K the sink at some
predefined rate, or better, a certain number of ACKs over ddgfireed period allowing
for the occasional loss of ACKs (e.g., due to transient cetige). If a source receives a
prescribed number of ACKs during this interval it maintaitssrate ¢). When congestion
builds up ACKs can be lost, forcing sources to drop their evate ) according to some
rate decrease function (e.g., multiplicative decrease),. &ihe sink can stop sending ACKs

ACM Journal Name, Vol. V, No. N, January 2009.



Energy-Efficient Congestion Detection and Avoidance in Sensor Networks . 13

=
o

d=0.5,Wsink=50'
d=0.8.Wsink=50
d=0.8Wsink=25

Rate (pkt/s)

N W A e N ® ©
———————
o
*

100 150 200 250 300 350 400
Time (seconds)

o
[
o

Fig. 5. Closed loop control model. The impacMifi,x and the multiplicative decrease factbr

based on its view of network conditions. The sink is capabblmeasuring its own local
channel loadingd) conditions and if this is excessive £ ySnax) it can stop sending ACKs
to sources.

Because the sink expects a certain reporting rate for agjgits with periodic traf-
fic [Intanagonwiwat et al. 2000] and certain known impulsergutypes, it can also take
application-specific actions when this rate is consisyeleds than the desired reporting
rate (i.e., the fidelity of the signal [Tilak et al. 2002]). this case the sink infers that
packets are being dropped along the path due to persistegestion and stops sending
ACKs to sources. When congestion clears the sink can starnsrit ACKs again, and
as a result, the event rate of the source nodes will increas®a@ing to some rate increase
function (e.g., additive increase). Additionally, sinbe sink is a point of data collection
and in some networks is powerful in comparison to sensocgpitmaintain state informa-
tion associated with specific data types. By observing fdastkeams from sources at the
sink, if congestion is inferred the sink can send explicittcol signals to those sources
to lower their threshold valug to force them to trigger sink regulation even at a lower
rate than others, (i.e., other more important observenrsjs provides an implicit priority
mechanism as part of the closed loop congestion control amésim.

When the event rate at the sources is reset (e.g., via regnfanct [Intanagonwiwat et al.
2000]) to a valuer) that is less than some factqrof the maximum theoretical through-
put (Snax of the channel then the sources begin again to regulatesedees without the
need of ACKs from the sink. Such a multi-modal congestiortrmbischeme provides the
foundation for designing efficient and low cost control tbah be practically implemented
in sensor networks based on the Berkeley motes series [Hill 2000], as discussed in
Section 4. Overall, closed loop multi-source regulatiorrkgocloser to the application
layer and operates on a much larger (order of magnitude)dicate than its open loop
counterpart.

3.2.1 A Hybrid Window-based and Rate-based AlgoritHB©ODA's closed loop con-
trol can be realized as a combination of window-based amdbased schemes. We define
the drop rate (i.e., number of packets dropped in the netperkreceived packet at the
sink) as an energy metric called teeergy taxor Erax. The packet loss ratp is thus
HETTE;XM . With a source event rate of the expected number of event packets received at
the sink, which is a measure of application fidelityr (4 — p) or H%Tax The application
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fidelity is approximately inversely proportional B ax.

Recall a key objective of sensor networks is to maximize therational lifetime while
delivering acceptable data fidelity to the applicationsisTemands a mechanism to con-
trol the network so that the energy tax does not exceed amptdie value, which is an
application-specific choice. This is the rationale for CGD#osed loop control. Under
overload conditions, assume that the network does not d@isAfrom the sinks, (i.e.
ACKs are delivered through high priority queues), and thégonits of packet loss in the
network is due to congestion. We can then realize this algettirough a hybrid rate-based
and window-based algorithm. This algorithm governs thedaim sizes at both source and
sink with theEra« in the following equation:

Wsre = r(Tf + Tp) +Waink(1+ Etax) (2)

Wc is the window size or the number of event packets a sourcdawed to send at
the current rate without receiving an ACK from the sinkWsjnk is the window size or
the number of accumulated event packets a sink receivesebitfeends an aggregated
ACK. r is the source rate during the current observation cycle(ané 1) is the sum of
the forward and backward one-way delays between a sourcthaisthk. The algorithm is
such that, if a source does not receive an ACK after it hasmehs,; event packets at rate
r, it should decrease its rate franto d - r (d < 1 multiplicative decrease). If later an ACK
is received at the source within the next observation cyélg then the source increases
its rate fromr to r + b (additive increase). In other words, this control schensgss that
a source would cut its rate whenever the perceived energyidas beyond an acceptable
value Erax. Wisink determines the control overhead and the length of the decjsériod
that controls the convergence time of the rate control &lyor To understand the tradeoff
between the control overhead and the convergence time, menally evaluate Equation
(2), simulating a network that experiences congestion viheisource rate exceeds 3 pkt/s
but no congestion when the source rate is below 1.5 pkt/s.

In the simulation environment defined in Section 5.1, we wai& the impact of two
values of multiplicative decrease factband two values oWk In Figure 5, for a fixed
Wsink (e.9., equal to 50 or 2% control overhead for sending ACK®,0lbserve that the
source rate with a smallet (i.e., 0.5) drops more quickly than a source with a larger
value (i.e., 0.8). However, the rate with a smatlesscillates and thus takes a longer time
to restore and converge to an acceptable rate that avoidestion. Therefore, a smaller
d can reduce the energy tax but most likely will hurt the figebecause of the longer
convergence time. On the other hand, a lacyeould have a larger energy tax because of
the slower rate reduction, even though it could achievedriglata fidelity because of the
finer levels of granularity of rate reduction and thus carveoge faster to an acceptable
rate. Note that\iik controls the length of the “observation cycle” and thus alam¥;nk
can accelerate the rate reduction process. In Figure 5, weasmathat a small&¥s; (i.e.,
25) causes the rate of a source wdth- 0.8 to decrease as fastds= 0.5. This allows the
algorithm to achieve the same reduction in energy tax whintaining high fidelity, at
the expense of higher control overhead (i.e., an increase #% to 4%) because of the
smaller value of\;ik. We study these parameter tradeoffs in our mote testbedisodss
the result in Section 4.5 under real-world experimentabaomms.
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4. EXPERIMENTAL SENSOR NETWORK TESTBED

In this section, we discuss experiences implementing CODA eal sensor system using
the TinyOS platform [TinyOS 2007] on Mica motes [Hill et aD@)]. CODA is imple-
mented as a shim at the link layer, just above the MAC. We tepaaluation results,
including measuring thg value, tuning the parameters for accurate channel loadureas
ment, and finally, evaluating CODA with a generic data digsation application.

The sensor device has an ATMEL 4MHz, low power, 8-bit micrdgooller with 128K
bytes of program memory, 4K byte of data memory, and a 512KBreal flash serves as
secondary storage. The radio is a single channel RF tramsagerating at 916 MHz and
is capable of transmitting at 10 Kbps using on-off-keyingaing. All our experiments
use a Non-Persistent CSMA MAC on top of the Mica motes.

4.1 Measuring the B Value

An important decision that must be made when using CODAs1dpep control mecha-
nism described in Section 3.1 is the congestion threshaoldhi&h we should start applying
backpressure. In the following, we describe the first steméking this decision, a sim-
ple one-time procedure to determine the maximum chanrl&aition achievable with the
radio and MAC protocol being used.

As noted in Equation 1 in Section 2.1, for the CSMA MAC protih¢be channel uti-
lization in a wireless network depends on the propagatidaydeetween the nodes with
the maximum physical separation that can still interferdwach other’s communications,
and the channel idle detection delay. In sensor networksygximum physical separation
is typically tens of meters or less and as such the propagdstay is negligible for most
purposes. Thus, if the channel idle detection delay is atgigible, CSMA should pro-
vide almost 100% utilization of the offered load of the chalniowever, in practice, the
utilization is much less due to the latency in the idle chade¢ection at the MAC layer.
We can use the paramet@ras defined in Equation 1 to predict how much this latency
degrades the maximum channel utilization.

We measure thp value for the Mica mote using a simple experimental setuplinng
two motes both running TinyOS [TinyOS 2007]. Stopwatchssited in the MAC provide
the basis for the measurement®fFigure 6 illustrates the placement of the stopwatches
within the receive and transmit flows of the Mica MAC layertetanachine. Mote A starts
its watch when the MAC receives a packet to be sent from thermdpgers of the network
stack and stops its watch when it detects the start-symtasi afcoming packet from mote
B. The locations of the stopwatch trigger points in the mot®IBC are the same as in
mote A, but the operations are reversed. It starts the wakant receives a packet and
stops it when it starts to transmit.

A single iteration of the measurement consists of mote Aisgralpacket to mote B and
mote B immediately reflecting the packet back to mote A. Duthéosymmetry inherent
in the placement of the stopwatch trigger poiffitss proportional to half the difference be-

tween Stopwatch A and StopwatchB= (Z(itggg}’(aettcgg;é’:ﬁi’;"svgfhﬂ?w Over 50 iterations, we

measure an averaeof 0.030+ 0.003 (with confidence level of 95%) for the Mica motes.
SubstitutingB into Equation 1, the standard expression for CSMA througkitay), we
predict a maximum channel utilization of approximately 73%he same measurement
procedure executed on the Mica2 mote predicts a maximunughrut of approximately
36% with the default MAC in TinyOS-1.1.0. Note that the measuent off3 is simply a

ACM Journal Name, Vol. V, No. N, January 2009.




16 . Chieh-Yih Wan et al

Upper Layers Al B
Tx Byte ;
T_carrier sens¢
T_encode]

i Start Timer,

] T_preamble search
1] T_start symbol search
1 Start Timer, %
: i ] T_read bits
] T_decode
: Rx Byte
(Assuming T_prop ~ 0) Upper Layer:
Tx Byte,

i Stop Timer -
' i | T_carrier sense

| T T_encode
T_preamble search !
T_start symbol search | o
% 1 Stop Timer:
T_read bit§ ! :
T_decode]
Rx Byte

Upper Layers

Fig. 6. MAC layer stopwatch placement fBmeasurement. Diagram of receive and transmit state flows in the
TinyOS MAC component code. Placement of the stopwatch dtaptfsgger points are marked with an X.

way to provide theoretical rationale to determine a reasierthreshold. Alternatively, one
can always determine a suitable threshold experimentally.

4.2 Channel Loading Measurement and Utilization

Setting the channel loading threshold that will trigger Haekpressure mechanism re-
quires consideration of the tradeoff between energy savamgl fidelity. Conserving en-
ergy implies a strategy that senses the channel load spargghe (fewer timer interrupts
and processing). However, the channel load measuremerdssancurate when sensing
densely in time. As a compromise between dense and sparpdimginwe use the scheme
discussed in Section 3.1.2 where the channel load is maeh&urdl consecutive epochs

of lengthE (with some fixed channel state sampling rate within this &jpcend an expo-
nential average, with parametgy is calculated to represent the sensed channel load. The
problem then becomes to manipulate these three parantdtgEsa) so that the node’s
sensed channel load is as close as possible to the actualettaad.

To do this optimization experimentally, we use two motesing TinyOS with a CSMA
MAC. Mote S is a randomized CBR source that sends at 4 paclegtsgrond. Mote
R is the receiver that senses the channel load using the schramtioned in the pre-
vious paragraph. The channel is sampled once per milligeéoneach epoch E for
a total of N epochs. Using this setup we tested all combinatiof N € {2,3,4,5};

E € {100ms200ms 300ms} anda < {0.75,0.80,0.85,0.90}. A time series average, of
the exponential averages, is taken over 256 seconds foroemchination (1024 packets
are sent). Using this method we found that the combinaio®00ms 0.85) yielded the
average sensed channel load at mote R closest to the actuafjexchannel load calculated
by mote S with an accuracy of 0.46.07%. In general, we observe that the detection accu-
racy is not very sensitive (the difference is within 5%) tegh three parameters. Therefore,
manual calibration for each new CSMA-based radio might mobécessary. Our experi-
ences with the new generation of Mica2 mote, which uses ardift radio/MAC than
Mica, are consistent with this conjecture.

In order to address the more realistic case of a node thatlistehs to and forwards
packets, a third mote F is added to the previous experimsetap with all motes well
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Fig. 7. Alimit on measured channel load is imposed3®yWNominal load curve increases with constant slope as
the source packet rate increases, while the measured laadtsstat a value below 70%.

within the transmission range of each other. Mote F forwaratskets sent from mote S
with a small random jitter added for application phase stgfpurposes [Woo and Culler
2001], and also senses the channel load using the same sehnthe samgN, E, a)
parameters that mote R uses. There is now contention forhiduwene! since there are two
packet sources (motes S and F). To minimize the probabilitiapping packets from the
application layer because of buffer limitations, we use ffebsize of three packets at the
MAC layer. This decision is based on the queue performanoesin Figure 4, where the
average queue size g three before the channel saturates. Mote R remains as ameéer
to check the channel load sensed by mote F and also to trabk ofimber of packets sent
by motes S and F to calculate the delivery ratio.

With mote S sending 1024 packets, we measure the packeedeliatio and channel
load sensing accuracy using different source packet raited,(5, 6.25,7.69,9.09,10,16.67).
The average sensed channel load at R and F, along with thenabchiannel load (calcu-
lated based strictly on offered load), are plotted agaimstsiource packet rate in Figure
7.

Figure 7 shows th@-dependency of the CSMA MAC on the Mica mote. We can see
from the plot of the nominal channel load that the offereddl@amore than enough to
saturate the channel at points above 7.69 packets per séamunde packet rate). How-
ever, we can also observe that regardless of the sourcetpati&ethe measured channel
load/utilization saturates below 70%. This is in agreemdtit the limitation predicted by
B (as shown in Section 4.1), if we can assume that packeticolléd buffer limitation do
not contribute significantly to the observed reduced chiloael. To verify this assump-
tion, we analyze the packet delivery ratio at both the MAC apglication layer in Figure
7.

We define the MAC packet delivery ratio as the percentage cigia sent by the MAC
layer at motes S and F that are received by mote R. The apptica¢livery ratio is the
percentage of packets sent by the application layer (essqd down to the MAC queue) at
motes S and F that are received by mote R. Figure 7 shows tttaapplication and MAC
delivery ratios match each other closely, indicating thesriy every packet that gets into
the MAC queue is sent and received successfully, elimigatie effect of packet collision
and buffer overflowing in the reduced channel load.
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(a) (b)

Fig. 8. Experimental sensor network testbed topologieskd®a@re unicasted. In (a) nodes are well-connected,
representing a dense deployment of nodes; in (b), nodesramregad to capture the funneling effect in a larger
network with sparsely located sources.

4.3 Energy Tax, Fidelity Penalty, and Power

We define three metrics to analyze the performance of CODAengisg applications:

Average Energy TaxThis metric calculates (tot. num. of pkts. dropped in the ne
work)/(tot. num. of pkts. rcvd. at the sinks) over a givendiperiod. Since packet
transmission/reception consumes the main portion of tleeggrof a node, the number of
wasted packets per received packet directly indicatesribegg saving aspect of CODA
when compared to the case of systems without CODA.

Average Fidelity PenaltyWe define the data fidelity as the delivery to the sink of the
required number of data event packets within a certain timi (i.e., event delivery rate).
Fidelity penalty measures the difference between the geenamber of data packets re-
ceived at a sink when using CODA and when using the ideal sehdistussed in the
Appendix. Since CODA's control policy is to rate control theurces during periods of
congestion, fidelity is necessarily degraded on the averalis fidelity difference, when
normalized to the ideal fidelity obtained at the sink, intésathe fidelity penalty for using
CODA. A lower fidelity penalty is desired by CODA to efficiepthlleviate congestion
while attempting not to impact the system performance sgesehsing applications.

Power This metric calculates (data fidelity)/(energy tax). Ttadal end-to-end con-
gestion control schemes often define power as the throufgigtay where the objective
function is to maximize the power. We borrow the same ideantmiimize the power by
operating the network at minimize energy tax (thereby méiimg the operational life-
time of the network) while delivering acceptable data fityeldo the applications. This is
the objective of our closed loop control.

4.4 Open Loop Control

We create a simple generic data dissemination applicatiendluate our congestion con-
trol scheme in a wireless sensor network. The simple agpitanplements the open loop
fast time scale component of our scheme using TinyOS andomosr Mica mote testbed.
When an intermediate (non source/sink) node receives a padikeward, it enables chan-
nel load sensing. It disables sensing when its packet qsezraptied. If the channel load
exceeds a given threshold value (e.g., 73% as discussedtini®é.1) during the sensing
period or its buffer overflows, it transmits a backpresswaekpt. The sources use a multi-
plicative rate reduction policy. When a source receives &pr@ssure message, it reduces
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Fig. 9. Improvement in energy tax with minimal fidelity penaltyngsCODA. Priority of Src-2 evident from the
fidelity penalty results.

its rate by half. A minimum rate is imposed, such that a highés source that does not
hear a particular suppress message cannot shut off a lesgaatce. An intermediate node
stops transmitting for a small random number of packet trassion times (on the order of
N*E/pkt tx_time seconds) when it receives a backpressure messagevoladial queues
and priority upstream queues to drain, unless it is a “choseie” (c.f. Section 3.1.3). No
link-layer ACKs are used in any testbed experiments.

The experimental sensor network testbed topology is shavirigure 8.a. Packets are
unicasted, with the arrows in Figure 8.a indicating the asigaths. The topology rep-
resents a dense deployment of motes so that the contengimmseof many nodes in the
graph overlap in a time-varying manner (hidden terminals @est), nodes at the same
hop-distance from the sink are mutually interfering, arelgburces are isolated from the
sink. The local congestion policy of the intermediate notlsinclude the designation of
a “chosen parent” (i.e., the chosen node, as discussed ti$&c1.3) or set of parents,
such that a backpressure message sent by this node willdriieksuppression method at
its neighbors except for the chosen parent(s). This suppadfic prioritization. In Fig-
ure 8.a, the thick arrows show the “chosen paths”. Pathseluewvents toward the sink
node. The three source nodes provide a high traffic load to¢twork, representing a
data impulse. The source rates are chosen consideringaftelds bandwidth to engineer
congestion at each hop, allowing for the demonstration @fG®DA open loop priority
channel access feature (Src-1: 8pps (packets per secaod), &ps, Src-3: 7pps).

The sink node maintains received packet counters for eastteso Each source node
counts the number of packets it sends over the air and theerushpackets the application
tries to send. The difference between these last two caumeasures the number of
packets the MAC layer drops.

Using ten 120-second trials, we obtain average values éopaickets received, sent, and
attempted to be sent but failed (e.g., because of a busy ehadwrifer overflow, etc.) for
each of the three sources. From this measured data, weatalth energy tax and fidelity
penalty for each of the three sources. Figure 9 shows thdt ifsexperiments with and
without CODA enabled. We can see from the figure that with aldidality penalty com-
pared with a non-CODA system we can achieve a 3x reductionengy tax on average.
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Fig. 10. Time series traces that present the rate controlrdipseand the event fidelity/delivery performance of
CODA. CODA's rate control scheme does not increase the dedregiability to the event delivery performance.

We observe that without CODA the fidelity penalty is the saoreafl three sources. With
CODA the penalty for Src-2 is much less than the other twosirin contrast with the
other sources, the fidelity penalty for Src-2 is less with @Qban without CODA. The

data type of Src-2 has the highest priority; the CODA supgogsmechanism prioritizes
Src-2 packets.

4.5 Combining Open Loop and Closed Loop Control

We reuse the application described above but add more nwtée ttestbed to capture
the funneling effect in a larger network, as shown in Figuie §he topology provides a
bi-directional multi-hop environment (with time-varyiraparacteristics) between sources
and sink, and the sources are isolated from the choke paifram each other. The three
branches are mostly isolated from each other except witiénlthop neighborhood of
the choke point. We implement CODA's closed loop control poment, as discussed in
Section 3.2, into the application running in parallel witle topen loop component. The
first experiment examines the rate control dynamics of COBgure 10 presents time
series traces taken at one of the sources in the topology, Gircl in Figure 8.b)Wsink
is set to 25 (representing 4% of control overhead) and we exaour closed loop model
using two values for multiplicative factat, of 0.5 and 0.8, respectively. The two time
series traces (source rate) closely resemble the numexaaiple traces shown in Figure
5. We observe that the source rate oscillates when using kesmia= 0.5 and converges
more slowly when compared to its counterpart whlea 0.8. In the experiment, the open
loop control component is running in parallel and backpressignals are originated from
the mote closest to the sink (i.e. at the funnel neck). Howeve observe that none of
the signals propagated back to any of the sources, confirmingostulation regarding the
limitations of open loop control discussed in Section 2.2.2

To understand the impact of our rate control algorithm onstiadility of event deliv-
ery/fidelity at the sink, we plot the event delivery rate mead at the sink as time series
traces in Figure 10. While the traces exhibit a high degreedébility even without any
rate control (trace with no CODA), we observe that CODA rairtmol does not increase
the degree of variation. Rather, the trace with CODA is mtable after the rate converges
to a value that is determined by tBgax threshold in the closed loop model.
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Fig. 11. (a.) shows the tradeoff between fidelity and eneagytiat obtain the most benefit, i.e. maximum Power
for the network; (b.) shows the comparative Power betweemor&s with and without CODA enabled.

We next examine our closed loop control model that contlmsttadeoffs between the
perceived energy tax of the network and the perceived agifit fidelity. Recall (Section
3.2.1) that a smaller value af yields a larger saving of energy tax but negatively im-
pacts the data fidelity. Similarly, allowing a smaller vatfdéeT a4 threshold in the network
(Equation 2) would reduc@k,., hence a smaller observation cycle. This makes the control
algorithm more sensitive to packet loss, thus reducing aatkenergy tax more aggres-
sively, but would adversely affect the data fidelity. Aclirgya balance obtains the most
benefit from the closed loop control. We present resultsasdhe power metric defined
in Section 4.3, using different control parameters, in Fegll. The results clearly indicate
that a smaller value dEr4x almost always guarantees a higher power. Therefore, aemall
observation cycle can gain more in energy tax than it harefidelity. On the other hand,
with a smaller value odl the gain is less stable as observed in the high degree obildyia
(indicated by the error bars, which represent the corredipgro5% confidence intervals).

Finally, Figure 11 presents the performance gain of CODAgamed to the cases with-
out CODA under different network workload. CODA is able teyent the network power
from degrading exponentially when the workload increases.

5. SIMULATION RESULTS

We use packet-level simulation to study the effects of nétvesale on the performance
and dynamics of CODA.

5.1 Simulation Environment

We implemented both open loop backpressure and closed éguation in the ns-2 [The
network simulator - ns2. ] simulator in their simplest imdtation; that is, a simple AIMD
function is implemented at each sensor source by an applicagent. The reception of
backpressure messages at the source, or, in the case af opecontrol, not receiving
a sufficient number of ACKs from the sink over a predefinedqekof time, will cause
a source to cut its rate by half (i.el,= 0.5). For intermediate nodes (non source/sink),
local congestion policy is such that a backpressure mesgididmlt a node’s transmission
for a small random number of packet transmission times (erotbder ofN* E/pkt_tx_time
seconds) unless a node is the chosen node specified in theresslire message, to allow
local queues and priority upstream queues to drain.

In all our experiments, we use random topologies with d#fifernetwork sizes. We
generate sensor networks of different sizes by placing siogledomly in a square area.
Different sizes are generated by scaling the square siz&kesping the nominal radio
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Fig. 12. Network of 30 nodes. Sensors within the range of tleateepicentre, which is enclosed by the dotted
ellipse, generate impulse data when an event occurs. THe mresents the radio range (40m) of the sensor.

range (40 meters in our simulations) constant in order toamately keep the average
density of sensor nodes constant. In most of our simulatisastudy five different sensor
fields with size ranging from 30 to 120 nodes in incrementdofi@des. For each network
size, our results are averaged over five different genettaigalogies and each value is
reported with its corresponding 95% confidence interval.

Our simulations use a 2 Mbps IEEE 802.11 MAC provided in ng¥utator, with some
modifications. First, we disable the use of RTS/CTS exchauagel link-layer ARQ for
data packets. We do this for the reasons discussed in Se&ttiobhecause we want to
capture the realistic cases where reliable delivery of datat needed and the fidelity can
be compromised to save energy. Although we use IEEE 802.1Heisimulation, most
sensor platforms use simpler link technologies where th@Adnot enabled by default,
(e.g., Berkeley motes). Next, we added code to the MAC to aoreabe channel loading
using the epoch parametdis = 3, E = 200msa = 0.5), as defined in Section 3.1.2. The
choice of the parameters is not crucial because the ns-2awndoes not model the details
of the IEEE 802.11 physical layer. The MAC broadcasts baedgure messages when the
measured channel load exceeds a threshold of 80%. We haed adde to model the
channel idle detection delay withflof 0.01, which yields &yax of 80%. Closed loop
multi-source regulation is implemented as an applicatigena attached to source-sink
pairs.Wsink is set to 100 and thEr,x threshold to 2 for the closed loop control parameters,
modeling the desired energy tax parameters of a dummy apiplic

Finally, we use directed diffusion [Intanagonwiwat et &0R] as the routing core in the
simulations since our congestion control fits nicely inte tliffusion paradigm, and since
doing so allows insight into CODA's interaction with a restic data routing model where
congestion can occur.

In most of our simulations, we use a fixed workload that cdssi$ 6 sources and 3
sinks. All sources are randomly selected from nodes in tivwark. Sinks are uniformly
scattered across the sensor field. A sink subscribes to 2yfsa corresponding to two
different sources. This models the typical case in whichetlage fewer sinks than sources
in a sensor field. Each source generates packets at a diffaten An event packet is 64
bytes and an interest packet is 36 bytes in size [Intanageaiét al. 2000], respectively.
Nodes have queues of length ten.

5.2 Results and Discussion

We evaluate CODA under the three distinct congestion stendiscussed in the Intro-
duction section to best understand its behavior and dyrsimi@sponding to the different
types of congestion found in sensor networks. First we ldakd@ensely deployed sensor
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Fig. 13. Traces for densely deployed sources that geneigiiedte data.

field that generates impulse data events. Next, we exam@ambéehavior of our scheme
when dealing with transient hotspots in sparsely deploysatar networks of different
sizes. Last, we examine the case where both transient asteat hotspots occur in a
sparsely deployed sensor field generating data at a high rate

5.2.1 Congestion Scenario - Dense Sources, High R&¥e.simulate a network with
30 nodes, as shown in Figure 12, emulating a disaster-detatent (e.qg., fire, earthquake)
that occurs 10 seconds into the simulation. Each node witi@repicenter region, which
is enclosed by the dotted ellipse, generates at least 1¢@{sguer second sent toward the
sinks. shown as filled black dots in the figure.

Figure 13 shows both the number of packets delivered andatleeps dropped as time
series tracesy(axis is log scale). For the packet delivery trace, we couatribhmber of
data packets a sink receives every fixed interval of 500msghnindicates the fidelity
of the data samples. For the packet dropped trace, we coaimuttmber of data packets
dropped within the whole network every 500ms.

From the traces, it is clear that the difference in data dejifidelity) with and with-
out CODA is small, while the number of packets dropped is @eoof magnitude smaller
(hence the energy savings) when congestion control iseghplie can also observe that the
congestion is effectively relieved within 2 to 3 secondsvging the reactivity of CODA.
The delivery plot reflects the real system goodput, whichigblly dependent on the sys-
tem capacity, indicating the maximum channel utilizatiofWhen impulses happen, the
channel is saturated so it can deliver only a fraction of tenés data. CODA's open
loop backpressure (even with a very simple policy) adapts tweoperate close enough
to the channel saturation, as shown in Figure 13, while efiity alleviating congestion.
This greatly reduces the number of packets dropped thembggenergy, which is the
key objective function for CODA. The same simulation scemerrepeated 5 times using
different topologies of the same size. Overall, using CODfams packet (energy) saving
up to 88+ 2% while the fidelity penalty paid is only-811%.

5.2.2 Congestion Scenario - Sparse Sources, Low Radeexamine the ability to deal
with transient hotspots, in these simulations all six sesi®end at low data rates, at most
20 packets per seconds. Four of the sources are randomtyeskio that they are turned
on and off at a random time between 10 and 20 seconds intorthaation.
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Fig. 14. (a) Packet delivery and (b) Packet dropped time sé@aees for a 15-node network with low rate traffic.
The plots show the traces for three cases: when only operclmaipol (OCC) is used, both open loop and closed
loop control (CCC) are enabled and when congestion corgtdisabled (no CC).

Figure 14 shows the packet delivery and packet drop tragesni® of the simulation
sessions in a network of 15 nodes. We simulate three cas&s arily open loop control
is used, both open loop and closed loop control are enabkédvhen congestion control
is disabled. Observe in Figure 14(a), the difference in ifigéletween the three cases is
small, except for around 20 seconds in to the trace, whenapgy loop control is used.
Figure 14(b) shows a large improvement in energy savings fiacket drop reduction) es-
pecially when closed loop control is also enabled togethi#r @pen loop control. Again,
the figure shows that at around 20 seconds into the trace,lopgrontrol cannot resolve
congestion as there is no reduction in the number of droppelgts and with the OCC
priority mechanism disabled there is low delivery during fheriod. This is because tran-
sient hotspots turn into persistent congestion at aroursk&8nds into the trace until four
of the sources turn off after 20 seconds, after which the esiign eases, queues drain, and
packet delivery rebounds. Open loop control cannot dedl petsistent congestion unless
the hotspots are close to the sources, as discussed inrs8ci@. On the other hand,
the trace corresponding to closed loop regulation also shibat the fidelity is maintained
while effectively alleviating congestion with only a smalhount of additional signaling
overhead. Importantly, the signaling cost of CODA is lesnti% with respect to the
number of data packets delivered to the sink.

The same behavior can be observed in Figure 15, where the atric(i.e., energy
tax and fidelity penalty) are plotted as a function of the mekwsize. Note that when
using only open loop control, the energy savings has a laagetion, indicated by the
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Fig. 15. Average energy tax and fidelity penalty as a funobbiine network size when only CODA's open loop
control is used.
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Fig. 16. Performance at scale. (a.) shows energy tax as adoraftnetwork size for high and low rate data
traffic. The difference between the data points with and eutirCODA indicates the energy saving achieved by
CODA. (b.) shows fidelity penalty versus network size forthamd low rate data traffic.

error bars that represent 95% confidence intervals. Thisaheb that congestion is not
always resolved, especially for larger-sized networkss Thbecause in larger networks,
persistent hotspots, which localized open loop controhishle to resolve, are more likely
to occur given the long routes between source-sink pairs.iglesed loop control is also
enabled, the energy savings is large, up to 500% with a sraa#tion, and increases with
the growing network size, as shown in Figure 16(a).

Overall, the gain from using open loop control in larger nates is limited. Hotspots
are likely to persist when the sources are generating datdéost rate because of possible
long routes and the funneling effect. Enabling closed lomptiol even at low source rates
can improve the performance significantly, with the additis a small overhead for the
control packets from sinks. Note that the amount of overtieadly a small fraction (i.e.,
1%, of the number of data packets that the sink receives}k rEsult suggests that except
for small networks, always enabling closed loop control ésdficial, regardless of the
source rate. This is an important observation that guidesise of CODA's mechanisms
in sensor networks.

5.2.3 Congestion Scenario - Sparse Sources, High Rate .examine the performance
of our scheme in resolving both transient and persisterspod where sparsely located
sources generate high data traffic. In the simulationscalices generate 50 packets per
second data traffic over the 30 second simulation time. Bpt#ndoop and closed loop
control are used throughout the simulations. Figure 16(ayvs that CODA can obtain up
to 15 times energy savings. Figure 16(b) shows that CODA caintain a relatively low
fidelity penalty of less than 40% as compared to the idealraeheObserve that energy
tax increases as the network grows in general. However,gar€il6(a) we can see that
the energy tax actually decreases when the network gronenbethe size of 100 nodes
(the same can be observed in Figure 15). This is because affidked workload, which is
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the case in our simulations, a network’s capacity couldgase when the network grows
beyond certain sizes. This is because the data dissenminzths from the sources to the
sinks spread across a broader network and the funneling éffeessened.

For this and the other two congestion scenarios discussgddtion 5.2, in our simula-
tion environment we keep the node density constant by grtimfield size as we vary the
number of nodes. While we do not investigate high fan-in sgées#n this way, we conjec-
ture that as node density grows (and source density remansaime as discussed in our
three congestion scenarios) the packet delivery rate widtehse since more time (band-
width) is spent on contention resolution. Additionallyethacket drop rate will increase
due to more hidden terminal collisions.

6. RELATED WORK

There is a growing interest in the problem of congestion imsee networks. The need
for congestion avoidance techniques is identified in [Tidlkal. 2002] while discussing
the infrastructure tradeoffs for sensor networks. TilabuAGhazaleh, and Heinzelman
[Tilak et al. 2002] show the impact of increasing the densityg reporting rate on the
performance of the network. While the authors do not propagecangestion avoidance
mechanisms, they do note that any such mechanism must gemvera reporting rate that
is just sufficient to meet the performance or fidelity of thesieg application. This is an
important observation in the context of sensor networks.

Some existing data dissemination schemes [Intanagonwvétvat. 2000] [Wan et al.
2005] can be configured or modified to be responsive to coiogestor example, directed
diffusion [Intanagonwiwat et al. 2000] can use in-netwostadreduction techniques such
as aggressive aggregation when congestion is detectecer @btocols, such as PSFQ
(Pump Slowly Fetch Quickly [Wan et al. 2005], a reliable spart protocol for sensor
networks) can adapt the protocol (i.e., modulate its puetgtifratio) to avoid congestion.
However, such approaches involve highly specialized patantuning, accurate timing
configuration, and an in-depth understanding of the prd®adernal operations. There
is a need for a comprehensive set of congestion control mésha specifically designed
to best fit the unique constraints and requirements of seretarorks and their emerging
applications. These mechanisms should provide a gendraf semponents that can be
plugged into applications or the MAC in support of energyocédfit congestion control.

In [Woo and Culler 2001] a comprehensive study of carrierssenmechanisms for
sensor networks is reported. The authors propose an adaaté/control mechanism that
supports fair bandwidth allocation for all nodes in the ratw Implicit loss (i.e., failed
attempts to inject a packet into the network) is used as asimoil signal to adjust the
transmission rate of nodes. The paper focuses on fairnasssisn access control but not
congestion control. In [Hull et al. 2003] the authors assthm@ogeneous applications in
an indoor environment where sinks are sensor access p8ARs| that work collabora-
tively to collect data from a sensor field. The authors prepasing a combination of a
hop-by-hop flow control scheme and a SAP selection routinfjichat considers packet
loss probabilities, path load, and path length to selecgestion-free paths to SAPs, im-
proving the capacity of the network.

In [Sankarasubramaniam et al. 2003] an event-to-sinkiielimansport protocol (ESRT)
provides support for congestion control. ESRT regulateséporting rate of sensors in re-
sponse to congestion detected in the network. This papesgired, as our work is, by the
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observations of Tilak, Abu-Ghazaleh, and Heinzelman Ki@gal. 2002] discussed above.
ESRT monitors the local buffer level of sensor nodes and ae&tsngestion natification
bit in the packets it forwards to sinks if the buffer overflowa sink receives a packet
with the congestion notification bit set it infers congestamd broadcasts a control signal
informing all source nodes to reduce their common repoftieguency according to some
function. As discussed in [Sankarasubramaniam et al. 200@3%ink must broadcast this
control signal at high energy so that all sources in the gdiedd can hear it. Such a signal
has a number of potential drawbacks, however, particulardigrge sensor networks. Any
on-going event transmission would be disrupted by suchlapigvered congestion signal
to sources. In addition, rate regulating all sources in tle@amer proposed in [Sankara-
subramaniam et al. 2003] is fine for homogeneous applicatidmere all sensors in the
network have the same reporting rate but not for heterogengaurces. Even with homo-
geneous sources, ESRT always regulates all sources regmadiwhere the hotspot occurs
in the sensor field or whether the observed hotspot impacthalgetween a source and
sink. A collision-minimizing CSMA MAC [Tay et al. 2004], ojhized for event-driven
traffic, uses a non-uniform probability distribution forrgention slot selection, but does
not support adaptively adjustable traffic prioritizatiée believe there is a need to support
heterogeneous sources and only regulate those sourcesdlasponsible for, orimpacted
by, transient or persistent congestion conditions. Funtloee, we believe that closed loop
regulation of sources should not use high energy but instepdby-hop signaling that
does not interfere with on-going data dissemination.

More recently, Ee and Bajcsy study the fairness issues ajesiion control in sensor
networks [Ee and Bajcsy 2004]. They propose a distributegjestion control algorithm
in the transport layer of the traditional network stack mddeensure the fair delivery
of packets to a central node. In [Hull et al. 2004], Hetlal. experimentally investi-
gate the end-to-end performance of various congestiomaxoe techniques in a 55-node
sensor networks. They propose a strategy cdflesionthat combines three congestion
control techniques that operate at different layers of thditional protocol stack. The
first of these is a version of hop-by-hop flow control, simtaCODA's open loop control
[Wan et al. 2003]. However, Fusion uses only queue monigdign congestion detection,
while CODA uses both queue monitoring and channel sampting ffaster response to
congestion. Also, Fusion implements the backpressureabigging passive congestion
notification, while CODA uses an explicit notification. Atidnally, Fusion incorporates
a source rate limiting scheme (similar to the adaptive ratgrol mechanism proposed in
[Woo and Culler 2001], and similar in spirit to the aims of C&®&closed loop component)
that meters traffic being admitted into the network, and arfiized MAC layer that gives
a backlogged node priority over non-backlogged nodes foessto the shared medium.
Based on an extensive amount of experimental data fromMI&T testbed the authors of
[Hull et al. 2004] show the adverse effects of network cotigasand demonstrate that by
integrating congestion detection and signaling techrégui¢h source rate limiting and a
prioritized MAC layer, Fusion can greatly improve the sensetwork efficiency, beyond
the use of congestion detection and backpressure alone.

A number of other groups have looked at the issue of congestatrol in wireless
networks other than sensor networks. For example, WTCP §Sihal. 1999] monitors the
ratio of inter-packet separation for senders and recefeatstect and react to congestion in
wireless LANs. SWAN [Ahn et al. 2002] forces sources to rgat@ate end-to-end flows if
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congestion is detected in wireless ad hoc networks. RALM{Tand Gerla 2001] employs
TCP-like congestion and error control mechanisms for roagdti support in wireless ad hoc
networks. While multicast congestion control and congestiantrol in wireless networks

are of interest they do not address the same problem space@y efficient congestion

detection and avoidance for sensor networks.

7. CONCLUSION

In this paper, we have presented an energy efficient coogestintrol scheme for sensor
networks called CODA. The framework is targeted at CSMAedasensors and com-
prises three key mechanisms: (i) receiver-based congeséitection, (ii) open loop hop-
by-hop backpressure, and (iii) closed loop multi-souralaion. We have presented
experimental results from a small sensor network testbegdan TinyOS running on
Berkeley Mica motes. We defined three performance metnesage energy tax, average
fidelity penalty and power, which capture the impact of CODAsensing applications’
performance. A number of important results came out of awdysaind implementation. It
was straightforward to measuge channel loading at the receiver, and to evaluate CODA
with a generic data dissemination scheme. We have also derated through simulation
that CODA can be integrated to support data disseminatiberses and be responsive
to a number of different congestion control scenarios thatbelieve will be prevalent
in future sensor network deployments. Simulation resulticated that CODA can im-
prove the performance of directed diffusion by significamdducing the average energy
tax with minimal fidelity penalty to sensing applicationshelsource code for CODA is
freely available from the web (http://www.comet.colulml@du/armstrong).

APPENDIX

Experimentally determining the ideal network fidelity

Assume that there exists an ideal congestion control schibates capable of rate-
controlling each source to share the network capacity gquathout dropping packets.
We must then find the upper bound on the network’s capaciteg aldtual capacity of the
network is application-specific depending on several fadtecluding the radio bandwidth,
MAC operations, routing/data dissemination schemes, raffictpattern. Assume that the
network is homogeneous in the sense that all wireless lirksyanmetrical and equal.

Def: Cnaxi = Maximum data delivery rate of a path i associated with setirén which
the packet drop rate is minimum.

Consider that multiple distinct sources send data towahanton sink traveling along
different paths. These dissemination paths from the seumcthe sink share at least one
common link, the last hop to the sink. Therefore, the datsediisnation capacity for a sink
is limited by max{Cmaxi}. Thus we can experimentally determine this upper bound and
calculate the corresponding ideal fidelity.

Acknowledgment

This work was supported by the National Science Foundahi$H) Wireless Technology
under Award ANI-9979439, by the Army Research Office (AROJemAward W911NF-
04-1-0311, and by Intel Corporation.

3The two congestion control components are independent di&@ used and can work with scheduled-based
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