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I have chosen the subject of my address before the Congress from the field of 
the theory of numbers, the literature of which 1 had been examining minutely in 
the preparation and publication of the first two volumes of my History of the Theory 

of Numbers ('). I shall approach a few typical problems of the theory of numbers 
through the medium of other branches of mathematics. 

Accordingly I shall first apply geometrical methods to find all the rational solu­
tions of certain homogeneous Diophantine equations. I do not consider equations 
of the second degree since all their rational solutions can be found at once when 
one solution is known; in fact, we can evidently represent parametrically all the 
points of a quadric surface by making use of the secant lines through a chosen 
point on it. 

My second topic relates to the more difficult question of finding one or more 
formulas which give all the integral solutions when the parameters take only inte­
gral values. While seeking interesting material which would illustrate this topic, 
1 was led to the discovery of a very simple general method of finding explicit for­
mulas which give all the integral solutions of homogeneous quadratic equations in 
several variables. For equations in four variables, the method makes use of some 
simple properties of integral algebraic numbers; while for equations in six varia­
bles, use is made of properties of integral quaternious. Since it is the purpose of 
this address to point out applications of several branches of mathematics to the 
theory of numbers in its elementary sense, 1 take this opportunity to demonstrate 
the fact that the theories of algebraic and hypercomplex numbers provide effective 
tools for the treatment of Diophantine equations. 

Finally, I shall point out how invariants came to be employed quite naturally 
in the theory of numbers. 

(l) Carnegie Institution, Washington, D. C, 1919, 1920. 
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I. Geometrical methods of finding all the rational solutions of certain 
Diophantine equations. 

We shall indicate several methods of finding all the rational points on certain 
cubic surfaces, partly with the aim to show the intuitive character of the geome­
trical treatment of homogeneous Diophantine equations, but mainly with the aim 
to show why we should expect a variety of types of formulas each giving all the 
rational solutions of the equation, and also to point out that we can pass from one 
such formula to the others by means of birational transformations. 

To have a concrete illustration, take the equation 

(i) . x*y + y*z + zhi + u*x = o, 

which Hermite proposed as an exercise. The most evident geometrical method of 
solution makes use of the skew rulings (straight lines lying on the surface) 

Rt ; y = tt = o; R 2 : x = z — o. 

Any straight line L which intersects both Rt and R2 will meet the surface in an 
unique third point (unless L is a ruling), whose coordinates are therefore determi­
ned rationally. The general point on R4 is (a, o, 6, o); that on Ra is (o, c, o, d). 

The general point on the line joining these points is (ma, nc, mb, nd), which is on 
the surface (i) if and only if 

mn [ m(alc + b*d) + n(ad* + be*) j = o . 

From mn = o, we obtain the initial points. The final factor gives the desired 

solution 

C pas = — a(adi + 6c3), py = c(a*c + b*d), 

(?z= — b(ad* + be*), pu = d(a*c + b°-d). 

In case the above final factor is identically zero, we see that a =f= o and hence 
may take a= i, whence c = — b*d, 6B = — i. The resulting real points are 
(m, — nd, — m, nd), which lie on the ruling 

R8 ; z = — xy u = — y. 

Hence all real solutions, except those on this ruling R3, are given by formulas (2). 
Since the points of a surface depend upon the ratios of only three parameters, 

we may reduce by one the number of homogeneous parameters in our solution (2). 
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This is also evident since only the ratios a \ b and c \ d were essential in our initial 

points. First, let a and c be different from zero. Divide equations (2) by aV and 

write 

b [/. d v 
a h c k 

retaining the common denominator X so that also our final formulas shall be homo­

geneous. We obtain 

ax = — X\\\x + vs), ay = X(X" + f*2v), 

az = — X|JL(A(JL + v8), au = v(X8 + | A ) . 
(3) 

Next, if a = o and hence b 4= o, we may take 6 = 1 in (2) and obtain the points 
(o, cd, — e8, d1) on the conic y* -{- zu = o, which with R3 is the section of our sur­
face by the plane x = o. Finally, if c = o, we may take d= 1 and obtain the 
points (—aa, o, — ab, 6a) on the conic za -j- wc = o, which with R4 is the section 
by y = o. Hence all the real points on the surface (1) are given by formulas (3) 
together with the points on the preceding conies and those on the ruling R3. These 
three classes of points are actually exceptional, not being cases of (3). 

There is a second geometrical method of solving equation (1). Writing it in 
the determinantal form 

-x 

y 

z 

= 0, 

we see that the surface is the locus of the intersections of corresponding planes of 
three projective bundles of planes (each bundle being the totality of planes through 
a point) : 

°kz — \LX =0, 

\x + jxy — v t t = o, 

Xtt + [AZ + vy = o. 

Solving these for the ratios of the coordinates, we get 

y __ XM-[i.3v u_ {x3 — X*v z [X 

Hence we have the solution 

-MV + v2)' X -X(X|A + va) 

(4) 
?x = — X(Xfi. + v2), py = X3 + (/.%, 

pz = — (JL(X|JL + va), pa = |xa — X \ , 
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which was published by Hermite (*) without indication of his method. The above 
theory is applicable to any cubic surface (2). 

The algebraic equivalence of the two solutions (3) and (4) can be explained by 
use of a general principle. When, as here, we have two parametric representations 
of all the points of an unicursal surface, the two sets of parameters are connected 
by a birational transformation. In fact, either representation is a correspondence, 
which is one-to-one in general, betwen the points of the surface and the points 
X ; (X ; v of a plane. Hence the ratios of X, [j., V are expressible rationally in terms 
of the ratios of x, y, z, u. Inserting the values of the latter in terms of the para­
meters X4, JJL4, v4 of the second representation, we obtain the desired birational 
transformation. In our case, equations (3) give 

\J. z v u 
X x ' X y ' 

and two values for a which are consistent in view of the equation (i) of the surface. 

Inserting the values (4) of x, y, z, u expressed in terms of X4, f/.d, v4 we get 

[* jx4 v | ^ — X*v4 

x x / x x; + rfv4' 

The last equation is linear in v4. Solving, Ave get 

X4 X ' X4 X3 + f/.""v 

Hence the transformation is birational and is its own inverse (s). 
We can birationally transform our solutions into solutions of fifth and higher 

degrees in the parameters. But there exists no solution which is homogeneous 
and quadratic in three independent parameters, since (/) a cubic surface having this 
property is a ruled surface with a double line, whereas our cubic (i) has no singu­
lar point. 

The first of the above methods is not limited to cubic surfaces having two skew 

(*) Nouv. Ann. Math., sér. 2, lomc 6, 1867, p. 95. S. Realis, ibid., sér. 2, t. 18, 1879, 
pp. 3o2-4, stated a special homogeneous solution .of degree 4 in 2 parameters. M. Weill, 
ibid., sér. 3, t. 45 i885, pp. i84-8, gave an algebraic discussion requiring four cases. 

{*) H. Schröter, Jour, für Math., t. 62, i863, p. 265. A. Clebsch, ibid., t. 65, 1866, p. 359. 
L. Cremona, ibid., t. 68, 1868, p. 82, and Memorie Accad. Se. Istituto di Bologna, sér. 2, 
t. 6, t. 7 (German transi, by M. Curtze, Allgemeinen Theorie der Oberflächen, 1870). 

(3) This may be explained by noting that, if X = 1, the values of x, y, z are the same 
in (3) and (4), while the two values of u are merely the two roots of (1) regarded as a 
quadratic equation for u. 

(4) Salmon, Geometry of Three Dimensions, ed. 4, 1882, p. 556, § 585. 
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rulings with rational coefficients, but is applicable also when the surface has two 
skew rulings whose equations involve a single square root. For example, the sur­
face 

(5) f(x, y) =f(u, z), f(x, y) = A*3 + Bary + Cay2 + Dy8, 

contains the skew rulings 

R t ;. X = LOU, y = o}Z; R:i [ x = oyu, y = o*z, 

where OJ is an imaginary cube root of unity. The line 

L : x = ay + bz, u = cy + dz 

meets both R4 and R6 if and only if b = — c, d= a + c. Now L meets (5) in the 
points for which ay3 + • •. — ßz3 = o, where 

(6) *=f(a, i)—-Ac3, P=f(d, i) + Acs, d=a + c. 

But if y = OJZ, the equations for L give x = OJ«. Hence to discard the points 
which lie on Rt and R:i, we remove from ay3 4- . . . — ßz3 the factor (y— coz) (y— a>"z) 
and obtain ay — ßz = o for the unique third point in which L meets (5). Unless 
a = ß == o, the coordinates of this point are 

(7) pj = ß, pz = a, p# = aß — ca, pu = cp + (a + c)a. 

Finally, if the equations of a line L' are not solvable for x and u in ternis of y and z, 
and if L' meets both R4 and R8, we find that L' is y = z = o, which meets (5) 
in the single real point having also x = u = 1 (if A =|= o). Except for this point 

and the points on a possible ruling of the form L (with a = ß = o), all the real points 

on the surface (5) are given parametrically by formulas (7), in which a and ß are 

defined by (6). 

For the case f(x, y) = x* + y\ this method was given by Hermite (*). 

The same method yields an explicit formula for all the rational solutions of 

f(xi,xi,x3)=f(yl,yi,ys), 

where / is any ternary cubic form. We have only to use the two-dimensional 
« ruling » xi = i*>yi(i= 1, 2, 3) instead of B t , and a line L whose equations express 

#*> «v 7i> ya
 i n l e r m s o f xs> )V 

(*) Nouv. Ann. Math., sér. 2, t. 11, 1872, pp. 5-8; Œuvres, III, pp. 115-7. 
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The method was employed by G. Brunei (') to find the rational solutions of 

».' + *.' = 
o 

y. 

y, 

o 

y. y. 

where /) is an odd prime. 

There are of course unicursal surfaces other than the quad rie and cubic 
surfaces. As noted by A Clebsch(2), we can represent parametrically (map on a 
plane) the points of a quartic surface having a double conic by selecting any one of 
the 16 ruled lines (each of which meets the conic) and drawing through any point P 
on the surface a line L which meets both the conic and the selected ruled line; then 
if L meets the plane of representation at P', we have a one-to-one correspondence 
between the points P and P\ This problem can, however, be reduced to the one 
which we have been considering above, since Geiser ^3) proved that such a quartic 
surface can be transformed birationaily into a cubic surface. Clebsch also mapped 
on a plane quartic surfaces with a double line and quintic surfaces with a double 
skew cubic. Further references were given by Cayley (4). 

II. Application of algebraic and hypercomplex numbers to the complete 
solution in integers of certain Diophantine equations. 

We next present a new method which leads very simply to explicit formulas 
giving all the solutions in integers of certain quadratic equations such as 

x± + xa + xa — xk, x± + . . . + Xh — X0. 

Incidentally, we shall note the marked contrast between the problem of finding all 
the rational solutions and that of finding all the solutions in integers, in spite of 
the homogeneity of our equations. For each equation we transpose one square and 
express the difference of two squares as a product. 

Consider therefore the equation 

(0 x% + y* = zw. 

(*) Mém. Soc. Sc. Phys. Nat. Bordeaux, sér. 3, t. II, 1886, p. 129. 
(2) Math. Annalen, t. I, 1869, pp. 2Ö3-3i6. 
(3) Jour, für Math., t. 70, 1869, pp. 249-257. 
(*) Proc. London Math, Soc, t. 3, 1869-71, p. 192. 
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Its rational solutions are found at once. If z=|=o, we may write 

x n y r 
z m ' z ~~~ m' 

where m, n, r, are integers without a common factor > i. Then 

We may take z = pma, where p is rational. Then 

(2) x = pm/i, y = pmr, z = p/n2, w = p(n* + r). 

The rational solutions of (1) with z = o have x = y = o and hence are given by (2) 
for m = o. While therefore (2) gives all the rational solutions of (1) when p is 
rational and m, n,r are integers without a common factor, (2) does not give all 
solutions in integers when p is restricted to integral values. In fact, if the solution 
# = 1, y = 3, z = 2, w = 5 be of the form (2), we find by dividing the values of y 
and z by x that 3/i = r, 2/1 = m. Since n is therefore a common factor of r, m, n, 

we have /i = ± i , whence m = ±2, r = ± 3 , p = 1/2. Similarly, to obtain the per­
muted solution a ? = i , y = 3, z = b, w=2, we must take/i = ± i , m = ± 5 , r = ± 3 , 
P = i/6. 

To obtain a formula which gives all the integral solutions of equation (1) for 
integral values of the parameters, we have only to employ the well-known fact that 
the norm œa + ya of the product 

(3) x + yi = (m + qi) (n + ri) 

of two complex numbers equals the product of their norms. Thus (1) has the 

solution 

(4) x = mn — rq, y = mr + nq, z = mi + qs, w = n* + r". 

We shall restrict attention to integral values of m, nf q, r without a common factor. 
The products of the resulting numbers (4) by an arbitrary rational number 0 give 
all the rational solutions of (1), since these products reduce to (2) when q = o. 

We proceed to prove that we obtain all the integral solutions when we restrict 
the multiplier p to integral values. We have merely to show that, when the pro­
ducts of the numbers (4) by an irreducible fraction s/p are equal to integers, so that 
the numbers (4) are divisible by p, then the quotients are expressible in the same 
form (4) with new integral parameters in place of m,n,q,r. It is sufficient to 
prove this for the prime factors (equal or distinct) of p, since after each of them 
has been divided out in turn, p itself has been divided out. 
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Let therefore p be a prime number which divides the four numbers (4). If p 

divided both m and n, it would divide also q and r, in view of z and w, which is 
contrary to hypothesis. But if we interchange m and n, as well as q and r, we see 
that x and y remain unaltered, while z and w are interchanged. Hence we will be 
treating one of two entirely similar cases if Ave assume that m is not divisible by p. 

We now make use of the fact that complex integers m + qi, where m and q are 
ordinary integers, obey the laws of divisibility of arithmetic. Hence, since p divides 
the product z of m + qi and m — qi, without dividing either factor, we conclude 
that jo is not a complex prime, but decomposes into 

(5) P = (* + ti)(s — ti)9 

where s±H are complex primes (since otherwise p would be a product of three 
factors and its norm pa would be a product of three integers each > i). By choice 
of the sign of t, we may assume that s + ti is that one of the prime factors s±ti 

of p which divides m + qi, and write 

(6) m + qi = (s + ti) (M + Qi), z = m* + cf = p(W + Q2), 

where M and Q are integers. Since x and y are divisible by p, while m + qi is 
divisible by s + ti but not by the product (5), it follows from (3) that n + ri is 
divisible by s — ti : 

(7) n + ri = (s — ti) (N +- Ri), w = rv + r = jo(lV + R2), 

where N and R are integers. Comparing the product of (6) and (7) with (3), Ave 

have 

» + y*=P(S + 7)i), 5 +vii = (M + Q0(N + Ri). 

Hence the integral quotients Ç = x/pf rt = y/p, z/p, w/p, are of the form (4) 
Avith m, n, q, r replaced by the integers M, N, Q, R. Thus all the integral solutions 

of x~ + y*=zw are obtained by multiplying an arbitrary integer into the numbers (4) 
in which m, n, q, r are integers without a common factor. In brief, the equation 
is solved by the formula Avhich expresses the fact that the norm of the product of 
tAvo complex integers equals the product of their norms. 

We have presented this proof in great detail partly on account of its simplicity 
and elegance, and partly to be able to point out the minor alterations necessary to 
extend the proof to a variety of important Diophantine equations. 

We deduce at once all the integral solutions of 

Xl -f- X2 -f- X3 "==• x^. 
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After removing the greatest common divisor of xlt xa, xA, we may assume that xy 

is odd. Then x^ and xA are even, since every square is of the form Un or Un + i. 

We may therefore write 

X0 = 2X, Xs-=2y, Xi — Xi = 2Z, X% + Xi = 2W, 

Avhere x, y, z, w are integers satisfying (i), and hence are equal to products of num­
bers (4) by an arbitrary integer. 

The preceding discussion continues to hold true after Ave replace x + yi 

by x + yO, Avhere 0 is a root of any one of the following eight equations : 

0a = ± 2 , 0 a = 3 , 63 + 0 + /f=:O (fc = ± i , 2, ± 3 ) , 

since the numbers x + yO, where "cc and y are integers, obey the laAVS of divisibility 
of arithmetic. For the final quadratic equation, the norm of x + yft is œa — xy + ky*\ 

Hence the formula which expresses the fact that the norm of a product equals the 
product of the norms of the tAvo factors leads to all the integral solutions of 

(8) cc3 — xy + fey2 = zw. 

We readily deduce all the integral solutions of 

( 9 ) * : + ( 4 f t - I K + * * = * : • 

We may assume that one of xi and xn is congruent to x% modulo 2 and then, 
by permuting them if necessary, assume that xi = xs (mod 2). For, otherwise, 
xi = xz = x„ + 1 (mod 2); then, according as x± is odd or even, the left member 
of (9) is = 2 or — 1 (mod 4) and hence is not a square. Hence we may write 

x=-(xi + x„), y = œt9 z = -(xì+x3), w=^(œt — œj, 

where x, y, z, w are integers. Then (9) reduces to (8) and is completely solved in 
integers. Hence/or m= 1, 2, — 2, 3, — 3, — 5, 7, 11, —13, all the integral solutions 

of x\ + mx\ + xl = xl are given by a single formula obtained by the norm theorem. 

HoAvever, if Ave attempt to apply our method to find all the integral solutions 
of x\ + 5x\ + x\ = x\, and hence of 

(10) a?2 4- 5ys = zw, 

Ave must take into account the fact that the numbers x + yO. Avhere x and y are 
integers and 6 = \J—5, do not obey the laAvs of divisibility of arithmetic. In fact, 
there are here two classes of ideals, one being composed of all the principal ideals 
and the other being composed of the ideals equivalent lo a prime ideal factor of 

7 
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the principal ideal J2J. Thus in removing a common prime factor from the 
solutions 

x~mn — 5r$, y = mr-\-nq, z = m* + 5q-, w = n~ + 5r* 

of (10), furnished by the norm theorem, the quotients need not be of this same 
form, but may be of a neAv form obtained by cancelling the common factor 2 
from 

2# = MN—-òrq, 2y = Mr + Ng, 2Z = M2 4-5g\ 2iu = Na + 5 r \ 

Avhere M= 2m + q, N = 2n 4- r. In general, Ave obtain as many sets of formulas 
for the integral solutions as there are classes of ideals. We cannot enter here upon 
the details of this more technical application of our method, Avhich will be pub­
lished in a mathematical journal. 

Moreover, our method is applicable to further types of equations such as 
x\ 4- . . . 4- xl = x2

0, Avhose complete solution in integers is easily seen to reduce to 
that of 

(11) tf + y ' + s ' + u ^ Ç v 

We employ the theorem that the norm x* + y2 -f- z2 4- w% of the product 

(12) x + yi + zj 4- wk = AB 

of two quaternions 

(i3) k = a + bi + cj + dk, B = a + ßi + yj 4-8ft 

equals the product of their norms. Thus (11) has the solutions 

(x = ax — 6ß — cy — dà, y = aß -f- 6a + c8 — ay, 

(i4) < z = ay — 68 + ra 4- d$, w = al + by — cß 4- aa, 

( ? = a 3 + // + r2 + d\ 7i = «1 + p- + y1 + 82. 

The products of an arbitrary rational number p by these six numbers (i4), in 
which a, ..., 8 are integers without a common factor, give all the rational solu­
tions of (11), since this is readily verified to be the case Avhen ß = y = 8 = o by 
the method used for (1). To shoAv that all the integral solutions are obtained by 
multiplying the numbers (i4) by integers p, it remains to prove thai, if these num­
bers (i4) are all divisible by a prime /), the quotients are expressible in the same 
form (i4) with a, ..., 8 replaced by new integral parameters. 
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On the proof, Ave shall need the fact, proved by A. Hurwitz (*), that there exists 
a right-hand (as Avell as a left-hand) greatest common divisor of any two integral 
quaternions. Here a quaternion is called integral if its four coordinates are either 
all integers or all halves of odd Integers. The latter possibility Avould seem to 
present a difficulty (a) in applying such an arithmetic of quaternions to the study 
of the integral solutions of our Diophantine equation; but Ave shall see that this 
difficulty is easily overcome, partly by giving a separate treatment for the case 
p=2. 

Since the norm q of the quaternion A Avith integral coordinates Avas assumed to 
be divisible by the prime p (p > 2), and since p equals the product PP' = P'P of 
two conjugate prime quaternions with integral coordinates, Ave have A = QP, after 
choice of the notation between P and P'. Here the integral quaternion Q must 

have integral coordinates, since otherwise Q = - q, Avhere q has odd integral 

coordinates, and 
2 

A TV l l 

would not have integral coordinates, in contradiction with the fact that A and P 
have integral coordinates. 

Since x, y, z, w are by hypothesis divisible by p, Ave have AB = pC by (12), 
where G has integral coordinates. Either B has P' as a left-hand divisor, so lhat 
B = P'q, where as above q has integral coordinates, or else the left-hand greatest 
common divisor of B and P' is unity, so that 1 = BD -j- P'E, where D and E are 
integral quaternions. In the latter case, 

A = A . BD 4- A . P'E = p C . D + Q(PP')E =p(CD + QE), 

where CD 4- QE is an integral quaternion, so lhat its double is a quaternion R with 
integral coordinates. Hence 2A = pR, whereas the coordinates of A may be assu­
med to be not all divisible byp. For, if a, b, c, d are all divisible by p, then a, ß, y, 8 
are not all divisible by p and me may employ from the outset the conjugate B'A' 

(') Göttingen Nachrichten, 1896, pp. 3n-34o. 
(•) A second method is to restrict the term integral quaternion to one whose coordi­

nates are all integers. A quaternion whose norm is odd is called an odd quaternion. 
I have succeeded in obtaining a direct prooof of the fact that any two integral quater­
nions A and B, at least one of which is odd, have a righl-hand greatest common divisor D 
Avhich is uniquely determined up to a unit factor (+ 1, + i, ±_j, + k), and that D = E A 4 FB, 
Avhere E and F are integral quaternions. The further theory proceeds as Avith Hurwitz. 
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of AB in place of AB. Hence we have the first case B = P'q. Thus 

A = QP, Q = ai + bj + cj + d±k, s = N(A) = p(aï + . . , + cÇ), 

B = P'g, g = «4 4- ß4i + yj + 84ft, vj = N(B) = ; > « + . . . + 8;), 

where N(A) denotes the norm of A. By multiplication, 

AB = QPP'g= jpQ#. 

By comparaison with (12), we see that x/p, y/p, z/p, w/p, ç/p, rjp are of the 
form (i4) Avith a, . . . 8 replaced by the eight neAV integral parameters aif . . , 84. 
This completes the proof for any odd prime p. 

Next, let p = 2. Since i; is divisible by 2, a + b 4- c + d is even. Hence at least 
one of a -f 6, a 4- c, a + d is even. These three cases differ only in notation since 
the substitution T = (bcd) (ßy8) (yzio) leaves the system of equations (i4) unal­
tered (*). Hence we may assume that a + 6 is even, so that c + d is even. Since 

A = a —64-6(1 + i) + (c — d)j + dk(i + i), 2 = (i — i)(i +i), 

A = QP, where P = 1 4 i and Q has integral coordinates. Similarly, if a + ß is 
even, B = P'g and the final part of the proof given above for p >> 2 yields the 
same result here. But if a + ß is odd, y 4- 8 is odd and either a -f. y or a 4- 8 is 
even. These sub-cases are interchanged when Ave replace a by 6, 6 by — a, y by —8, 
and 8 by y, Avhence z and w remain unaltered, Avhile x is replaced by y, and y by — x. 

Hence let a + y be even. Since also a + b and c -\-d are even, while a + ß and y + 8 
are odd, we have 

o = ai = aa + a ( a + 1) — cy -f- c(y + i)==a + c (mod 2). 

Applying the inverse substitution T -1, we are led to the former case in which a 4- 6 
and a + ß are even. 

Thus all the integral solutions of (11) are given by the products of the numbers (i4) 
by an arbitrary integer, and hence are given by the formula which expresses the fact 

that the norm of the product of two quaternions equals the product of their norms. 

(*) This is due to the fact that T corresponds io the cyclic substitution (ij k) on the 
units, Avhich leaves unaltered their multiplication table. 
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III. Modular invariants. 

I shall indicate briefly and concretly the nature of modular invariants, the 
theory of Avhich has been investigated extensively in the United Slates in recent 
years (*). In Avhat folloAvs, p denotes a prime number. Lagrange proved that all 
of the coefficients in the expansion of 

xp — x — x(x + i)(x + 2) . . . (x + p — 1) 

are divisible by p, and deduced the well-known theorems of Fermât and Wilson. 
By replacing x by x/y, Ave may express Lagrange's theorem in the homogeneous 
form 

p—1 

(0 < yJJiin + ky) ' (modp). 
k=o 

The right member is the product of all the incongruent linear forms having 
unity as leading coefficients. Apart from numerical factors, these linear forms are 
evidently merely permuted by any linear substitution 

00 x- •-ax.+.by^ y = cxi + dyi, 

with integral coefficients, provided Ave omit multiples of p. Hence their product (1) 
is a (relative) invariant modulo p. We can prove independently that the determi­
nant is a relative invariant modulo p. For, since ap==a (mod p), (a) gives 

œp = ax-/ + &y1", 

«,* y." 

*. y, 

a 

b 

/ = 

c 

d 
= 

ex/ + dyp 

xli yp 

x y 

(modp), 

(mod p) 

Since the determinant is an invariant having the factor y, it has as a factor every 
linear form, since our substitutions replace y by each linear form. Finally, each 
member of (1) contains the term xpy Avith the coefficient unity. This completes the 
proof that (1) is a congruencial identity. 

Evidently the same argument leads to the generalization 

(3) 
x1 y 

xp yp 

x y 

^ p—i p—i 

—z TI (y + kzi - IT (x + l y + mz) (mod /*) • 
fc=o ls 771=0 

(4) References to the literature doAvn to 1913 are given in the Avriter's Madison Collo­
quium Lectures, American Mathematical Society, 1914. 
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and to the corresponding congruencial identity in n variables. The earliest proof 
of these results did not employ modular invariants and Avas quite complicated. 

Returning to the case of two variables, Ave note that also 

(4) 
XPZ yP2 

x y 

is an invariant modulo p . It is congruent to the product of all the incongruent 
linear and irreducible quadratic forms having unity as leading coefficients. We 
omit the proof, which employs the imaginaries of Galois. The quotient Q of (4) by 
the product L of the linear forms (i) is therefore a modular invariant. 

It is superfluous to consider similarly the products of the irreducible cubic 
forms, quartic forms, etc., since it can be readily proved that L and Q form a funda­
mental system of binary invariants modulo p. On the contrary, Ave can deduce 
important conclusions concerning cubic and higher forms by means of the 
invariants 

/ = L P ( P - . ) / ^ g==Q<P+*V' (d=2\îp>2, d=l\iP = *)9 

in terms of which we can express the product -K)H of all the binary forms xm 4- ••• 
which are irreducible modulo p. For p > 2 , we have ir3 = a2 — f, so that irreducible 
cubic factors of q — / are all equivalent, as are also those of q + I, while no factor 
of q—I is equivalent to a factor of q 4- /; here two forms are called equivalent if one 
of them can be transformed into a constant multiple of the other modulo p by a 
linear substitution with integral coefficients of determinant unity. 

There are similar invarianti ve criteria for the equivalence of two irreducible 
forms of any degree. For forms in m variables, a great variety of analogous theo­
rems have been established by means of the m fundamental invariants, one of Avhich 
is the generalization of determinants (i) and (3), and the others are obtained by 
dividing it into determinants generalizing (4). 

Hitherto I have spoken only of the modular invariants of a group. However, 
there is the larger subject of the invariants and covarianls modulo p of any ground 
form or system of ground forms; these modular covariants evidently include all the 
algebraic covariants of the ground forms. The modular invariants of which I Avas 
speaking in detail are merely the universal covarianls, in the same sense as 
ulxi 4- utx% 4- ... in the algebraic theory. 

A simple, complete theory of the modular invariants of any system of forms 
has been constructed by means of the theory of classes of forms under linear trans­
formations of determinant unity. For example, if p > 2 , all binary quadratic forms 
which are congruent to squares of linear forms modulo p form a class with the 
representative form x*. Again, there is a class represented by vx2, where v is a 
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particular quadratic non-residue of p. Also, for D = i, 2,.. . , p — 1, there are classes 
represented by a;3 4- Dy2. Finally, there is the class of forms all of whose coeffi­
cients are divisible by. p. A single-valued function of the coefficients of the general 
binary quadratic form / is a modular invariant of / if and only if the function has 
the same value modulo p for all the forms in the class represented by x*, the same 
(new) value for all the forms in the class represented by vac3, and so on for each of 
the p + 2 classes. The number of linearly independent modular invariants is 
always equal to the number of classes. The theory based upon classes is far simpler 
than a theory based upon methods in vogue for algebraic invariants. In the 
modular theory, the group of linear transformations is used solely to separate the 
classes, and is not used to furnish any test for invariance. 

IV. Algebraic invariants. 

There is an interesting application by Mordell (*) of the theory of algebraic inva­
riants to the problem of finding the integers x and y for which a given binary cubic 
form shall equal a square. We take the cubic in the reduced form 

( 0 4œ3 — g^xf — gj* = z\ 

This form was suggested by the syzygy 

(2) tft — g%ha% — g,a* = g* 

which connects the invariants aa and a3 of the quartic 

/ = axx -f 46os3y + 6coty* + Udxf + ef, 

and its seminvariants a, h = 63 — ac,g = a*d — 63 -f- 36A. Given integral solutions 
of (2) in which a is odd and relatively prime to h(h=^o), we can find inte­
gers a,..., e such that / has the invariants aa and g3, and such that 6 is prime to a. 

The converse is evidently true. Hence to find all solutions of (1) in which y is odd 
and prime to x, we take a representative / of each of the classes (finite (8) in number) 
of binary quartics with integral coefficientsJand assigned values of the invariants ga 

and ga; then apply to / such a linear substitution (^ J with integral coefficients 

of determinant unity that we obtain a new quart ic / ' for Avhich ar is odd and prime 
to 6', whence 

y = a '==/(p ,a) , x = h' = — H(p,q). 

(*) Quar. Jour. Math., t. 45, 1914, pp. 170-186. 
(*) Hermite, Jour, far Math., vols. 36, 4i, 5a; Œuvres, I, pp. 84, i64, 35o. 
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Avhere H is the Hessian of/. Hence the complete solution of (i) in relatively prime 
integers x,y is given by a finite number of pairs of quartic forms in tAvo para­
meters p,q. 

Mordell discussed also the solution of f=w*, where / is a binary quartic Avith 
the invariants #2 and a3, under the assumption that one set of rational solutions is 
given. Then we can evidently transform/into a quartic whose leading coefficient 
is w;3. The syzygy (2) becomes 

4/i3 — gahwk— ~gzw
a = g%, 

so that s = h/w*,t = g/w* give rational solutions of 

4 s 3 - 0 3 s - a 3 = f. 

He proved that a knoAvledge of all the rational solutions of the latter cubic leads to 
all the rational solutions of the quartic / = it;3. 

This method may be applied to find the rational solutions of F = o, given one 
solution, where F is a ternary cubic form. By means of a linear substitution Avith 
rational coefficients of determinant unity, Ave can transform F = o into 

S^3 + 2S aÇ4S3 = o, 

Avhere S,. is a function of v),<p of degree j . The discriminant f=$l—S4S3 is a 
binary quartic whose invariants are numerical multiples of the invariants S and T 
of F. If St = 6v) 4- Cf, then / is a square S* for TJ = — c, 0 = 6. Hence if Ave can 
find all the rational solutions of 

4s3 + io8Ss — 27T = f, 

Ave can deduce all the rational solutions of F = o . 


