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MATHEMATICAL LOGIC: CONSTRUCTIVE 

A N D NON-CONSTRUCTIVE OPERATIONS 

By S. G. K L E E N E 

1 . Mathematical logic 

Early in the century, especially in connection with Hubert 's treatment 
of geometry (1899), it was being said tha t the theorems of an axiomatic 
theory express truths about whatever systems of objects make the 
axioms true. 

In the simplest case, a system S consists of a non-empty set D (the 
domain), in which there are distinguished certain individuals, and over 
which there are defined certain %-place functions (or operations) taking 
values in D, and certain w-plaee predicates (or properties and relations), 
i.e. functions taking propositions as values. 

The elementary (or first-order) predicate calculus provides a language 
for discussing such systems. To a preassigned list of (non-logical) 
constants for the distinguished individuals, functions and predicates, 
we add the propositional connectives -> ('implies' or ' if . . . t hen . . . ' ) , 
& ( 'and') , v ( 'or'), —« ( 'not ') , the universal quantifier {a) ('for all a (in 
D) ' ) , and the existential quantifier {Ea) ('(there) exists (an) a (in D 
such that) ' ) . 

For example, when 8 is the arithmetic of the natural numbers 0, 1, 2, 
..., with 0, 1, + , - , = , > in their usual senses, 

(a) a = b+1, (ß) {Eb){a = 6 + 1), (y) a > 0, 

{8) a > 0 -> (Eb) (a = 6 + 1), (e) (a) [a > 0 -> {Eb) {a = 6 + 1)], 

are formulas. Formula (a) (containing a, 6, free) expresses a 2-place 
predicate (relation), {ß)-(8) (containing a free) express 1-place predicates 
(properties), and (e) (containing no variable free, i.e. a sentence) expresses 
a proposition. 

When {a, 6) are (3,2), (a) is true. Hence when a A-+B 
is 3, (ß) is true, also (y); and hence by the t ru th A\B True False 
table for -» (right), {d) is true. Similarly, for any True 
other a, (S) is true. Hence (e) is true. Truth False 
tables, which in principle go back to Peirce (1885) 
and Frege (1891), were first fully exploited by 
Lukasiewicz (1921) and Post (1921), and t ru th definitions generally by 
Tarski (1933). 

True 

True 

False 

True 
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We need one elementary technical result of logic. In any formula, 
the quantifiers can be advanced (step by step) to the front, preserving 
the truth or falsity of the proposition, or of any value of the predicate, 
expressed. (For example, 

[(a)A(a)]->(a)B(a) 

is equivalent to (Ea) (6) [A(a) -> B(b)].) 

The resulting formula we call a prenexform of the original. 

a sentence Ais } p 

AAA • £rae of a 
sentences A0, Al9 A2,... are J 

true of a system S± with countable 

I. If-Löwenheim (1915) 
Skolem(1920). 

given system 8, then -I , 77 

* * {they are all 
domain Dv 

Proof. Say a prenex form of A is 
(Eb) (c) (Ed) (e) (/) (Eg)A(b, c, d, e, f, g) (i) 

(all quantifiers shown). This being true of S with domain D, there are 
an individual ß and (by the axiom of choice) functions S(c) and y(c, e, f) 
such that (c) (e) ( / M ( A cd{cl e> / ; r ( C ; e> / } ) ( ü ) 

is true. Now (ii), and hence (i), will remain true if we cut down the 
domain (without otherwise altering the functions and predicates) from 
D to its least subset Dx containing ß (and the distinguished individuals 
of 8) and closed under S, y (and the functions of 8). The new domain 
Dx is countable; indeed all its members have names in the list t0, tl912,..., 
of the distinct terms without variables formable using ß, d, y and the 
symbols for the distinguished individuals and functions of 8. (We can 
always arrange to have at least one individual, and one function, symbol.) 
For the version with AQ, Al9 A2,..., we use different symbols in the role 
of ß, S, y with each prenex form. 

Continuing the example, (i) will be true of a system $x with domain Dx 

whose members are named by tQ9tl9t29...9 if each of the expressions 
A(ß, tc, S(tc), te, tf, y(tc, te, tf)) (c, e, f = 0,1,2,...) is true; enumerate these 
(or for AQ,A1}A2,..., the expressions arising similarly from the various 
prenex forms) as A0, A1, A2,.... 

For the next theorem we simply try in all possible ways to make 
A0, A1, A2,... simultaneously true. We obtain the greatest freedom to do 
this by interpreting each term ti as representing a different individual, 
say i. Thereby we can choose the value of each expression P(tCi, ...>£Cw) 
(P an n-place predicate symbol) as true or false independently of the 
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others. Enumerate these (without repetitions) as Q0, Ql9 Q2,.... Choosing 
their values successively can be correlated to following a path (indicated 
by arrows) in the tree (right) ; e.g. if we choose QQ true, Qx false, Q2 false,..., 
we follow the path W0V01V01l.... As soon as 
the values already chosen make any one of <r"^r Vn 

< i ^"*Ss—^ 1/ 

^ ir • • • 

false, we are defeated for that sequence of ^ vQ0 

choices, and terminate the path. 
Now by König's Unendhchkeitslemma (1926) (= a classical version 

of Brouwer's fan theorem, 1924), if (Case 1) arbitrarily long finite paths 
exist, there is an infinite path. (We follow such a path by choosing each 
time an arrow belonging to arbitrarily long finite paths.) Thereby we 
obtain the first alternative of: 

II. Either (1) all of A0,A1,A2,... (and hence l n * A A A )) 
\ {all of AQ,A1,A2, ...j/ 

are true of some system 8± with the domain Dt = {0,1,2,...}, or else (2) 
some 'Herbrand conjunction ' Ah & ... & A*™ 

(and hence I > I 

\someAki&...&AkJJ 
is false of every system 8. 

If (Case 2) there is a finite upper bound 6 + 2 to the lengths of paths, 
then for each of the 2b+1 ways of choosing the values of QQ,..., Qb some 
particular A* will be false. The conjunction Ah So ...&Ai™ (m < 2Ô+1) 
of these Aj,s will be false for all 26+1 ways, and thus of all systems 8. 
Likewise A itself (or the conjunction Aki & ... & Akn of those A0, Ax, A2,... 
from which A^9...,A

j™ arise); for were A true of an S, we would be led 
as under I to values of Q0,..., Qh making Ah,..., A^ all true. (Here we 
need S and y for only finitely many arguments, symbolized by terms 
occurring in Aji & ... & A*™, so I is reproved without using the axiom 
of choice.) 

I I includes as much of Gödel's completeness theorem for the pre­
dicate calculus (1930), and of Herbrand's theorem (1930), as we can 
state in model theory. The theory of models concerns 'mutual relations 
between sentences of formalized theories and mathematical systems 
[models] in which these sentences hold' (Tarski, 1954-5). 

Gödel's completeness theorem (IIG) has (2G) { . . 0 _ . . 
G'\some-n(Aki&...&Akn) 

is provable in the predicate calculus in place of (2), and Herbrand's 
theorem (!!#) gives the equivalence of (2G) to (2). 
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However, if we agree here that a c proof ' of a sentence should be a 
finite linguistic construction, recognizable as being made in accordance 
with preassigned rules and whose existence assures the ' truth' of 
the sentence in the appropriate sense, we already have (II ), since 
the verification of (2) for a given Ah&mm.&A*m is such a con­
struction. 

What usual proofs of Gödel's completeness theorem add is that the 
proof of —iA (or -^(Aki& ...&Akn)) for (2G) can be effected in a usual 
formal system of axioms and rules of inference for the predicate calculus 
as given in proof theory. 

Proof theory is a modern version of the axiomatic-deductive method, 
which goes back to Pythagoras (reputedly), Aristotle and Euclid. Since 
Frege (1879), it has been emphasized that, in order to exclude hidden 
assumptions, the axioms and rules of inference should be specified by 
referring only to the form of the linguistic expressions (i.e. not to the 
interpretations or models); hence the term 'formal system'. 

With Hilbert since 1904 appeared the idea of proving in a metatheory 
or metamathematics theorems about formal systems (cf. Hübert-Bernays, 
1934, 1939; Kleene, 1952). Thus we can talk of proving (metamathe-
matically) that in (2G) there is a (formal) proof of —*A. 

In Hilberths metamathematics it was intended that only safe ('con­
structive' or 'finitary') methods should be used. That certain methods 
outrun intuition and even consistency, the mathematical public was 
forced to recognize by the paradoxes in which Cantor's set theory cul­
minated in 1895. Hilbert hoped to save ' classical mathematics ' (including 
the usual arithmetic and analysis and a suitably restricted axiomatized 
set theory), which he acknowledged to outrun intuition, by codifying it 
as a formal system, and proving this system consistent (i.e. that no 
' contradictory ' pair of sentences G and —i G are provable in it) by finitary 
metamathematics. Kronecker earlier (in the 1880's), and others later, 
proposed rather a direct redevelopment of mathematics on a less or 
more wide constructive basis, such as the intuitionistic (Brouwer, 1908; 
Heyting, 1956) or the operative (Lorenzen, 1950, 1955). 

In a model 8X as constructed above for II, = may not express equality 
(identity). (For I, it will if it does for 8.) But ifA0, Ax, A2,... include the 
usual axioms for equality, then the relation {x = y is true of the above S^ 
will be an equivalence relation under which the equivalence classes will 
constitute the domain (countably infinite or finite) of a new model 8X 

with — as equality (Godei, 1930). For our applications, we may take II 
to be thus strengthened. 
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A p p l y i n g ( I I o ) w i t h ^ ^ o ^ K } as the ( ^ ^ ^ J : TO. 

r j£Ae predicate calculus Ì 
\̂ eorie«5 formalized by the predicate calculus with axioms B0, Bv B2,... | ' 

eacA sentence C which is true of 

(every system S Ì 
[every system S which makes B0, Bv B2,... true) 

is provable as a theorem. This confirms that the predicate calculus fully 
accomplishes (for 'elementary theories') what we started out by con­
sidering as the role of logic. But what is combined with this in Gödel's 
completeness theorem (including Löwenheim's theorem) is more than 
was sought, and makes the theorem as much an incompleteness theorem 
for axiom systems as it is a completeness theorem for logic. 

Thus the Löwenheim-Skolem theorem I shows that the axioms of an 
axiomatic set theory have a countable model (if they have any model 
at all), despite Cantor's theorem holding in the theory (the Skolem 
'paradox', 1922-3). 

Furthermore, I I entails: (II") / / the sentences of each finite subset 
Ak 9 ...,Akn of A^,AX,A2,... are true of a respective system 8, then there 
is a system 8l9 with countable domain, of which A0, Al9 A2,... are all true. 
This gives the following theorem, found by Skolem (1933, 1934) using 
another method (and partially anticipated by Tarski, 1927-8). 

III. Say the constants include 0, + 1 , = , and suppose B0, Bl9 B2,... are 
true of the system S0 of the natural numbers. Then there is a system Sl9 

with countable domain, not isomorphic to SQ of which BQ, Bl9 B2,... are 
also true. 

Proof. hetA0,A1,A2,...beB0,B1,B2,...,—10 = n,—^l = n, —i2 = n,... 
where n is a new individual symbol. Each Aki, ...,Akn is true of an 8 
obtained from SQ by interpreting n as a natural number different from 
each n for which —m = n is among Akl,..., Akn. 

Applications of Gödel's completeness theorem to algebra were noted 
about 1946-7 by Tarski, Henkin and A. Robinson, and have been culti­
vated since. We have been supposing the number of symbols at most 
countably infinite, as must be the case of any language in actual use. 
However, Malcev (1936) extended the completeness theorem to languages 
with arbitrarily (possibly uncountably) many constants, and Henkin 
(1947) used such languages to represent the complete addition and 
multiplication tables, etc., of algebraic systems in the set of formulas for 
application of the extensions of I-II. 
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Returning to countable languages, we may consider ones with more 
than one type of variables, e.g. a second-order predicate calculus with 
variables ranging over a domain D of individuals and also variables 
ranging over a collection M of subsets of D. A standard model for a set 
of sentences AQ, Av A2,... is one with M = {the set 2D of all subsets of D}. 
The above results do not extend when only standard models are used, 
in view of the categoricity of Peano's axioms for the natural numbers 
(using a variable over 2D to express induction). However, Henkin 
(1947, 1950) introduced the notion of a general model in which M may 
be an appropriate subset of 2D, and with which he obtained an exten­
sion of Gödel's completeness theorem. Thus we are still unable to 
characterize the natural numbers, except by reading into the axioms the 
notion of all possible subsets, which is hardly simpler. 

We have given the foregoing model theory as part of the familiar 
classical mathematics, and for the classical 'two-valued' form of the 
predicate calculus. The negative results obtain all the more from the 
constructive standpoints. The axiomatic method cannot provide an 
autonomous foundation for mathematics. The rules of the language of 
the axioms must (at some level) be understood, and not merely described 
by more axioms; and this amounts to presupposing the natural numbers 
intuitively. 

2 . Cons t ruc t ive and non-cons t ruc t ive opera t ions 

The awareness that some mathematical operations are 'constructive', 
and others are not (at least directly) such, must go far back in mathe­
matical history; witness the word 'algorithm'. A computer cannot 
tabulate the t ruth or falsity of (Ex)B(a,x), where the variables range 
over the natural numbers, unless for the particular B he has some theory 
which gives him an equivalent 'constructive' definition oî (Ex)B(a,x). 
Say triples bQ, bl9 b2 are mapped constructively into single numbers b, 
with constructive inverses (6)0, (6)1? (b)2. Such a theory is known for 
B(a,x) = (a)0(x)0 + (a)1(x)1 = (a)2, using Euclid's algorithm; but not 
today for B(a,x) = ((x)0+ 1)^3+ ( ( ^ + 1 ) ^ 3 = ((x)2+ l)«*>s do (x)z>a, 
where the value just for a = 2 would 'decide' Fermat's 'last theorem'. 

In 1936 the claim was made, by Church first and independently by 
Turing and by Post, tha t a certain class of functions definable mathe­
matically (in one of several equivalent ways) includes all that are 
'computable' or 'effectively calculable' or 'constructively defined' 
(Church's thesis), and conversely that all the functions of this class are 
'computable' (Converse of Church's thesis). 
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The definition of this class of functions is not itself constructive. I t 
consists in specifying constructively a type of computation procedure. 
But a given such procedure may or may not terminate for all arguments, 
so as to compute a (completely defined) function. (Otherwise, by Cantor's 
diagonal method one could get constructively outside the class, so 
Church's thesis could not hold.) 

The converse of Church's thesis constructively interpreted means that , 
whenever one has a constructive proof that the computation procedure 
always terminates, the function is computable. I t is hardly debatable 
then. A possibility for skepticism remains to one who wishes com-
putability to include constructive provability that the computation 
procedure always terminates, while allowing the condition tha t it 
always terminate to be understood classically; he may imagine that there 
might be cases when the procedure does always terminate but without 
there being any constructive proof of that fact. 

Much work has been done, especially by Péter since 1932, on special 
classes of computable functions, for which classes proofs are known 
that all the computation procedures always terminate. 

To Church's thesis itself, the only suggested counterexamples involve 
'computation procedures' in which the computer is to perform steps 
depending on some unpredictable future state of his mind, or in which 
the 'procedure' is somehow to vary with the argument of the function. 
But for the thesis, ' computation ' is intended to mean of a predetermined 
function independent of the computer, by only preassigned rules 
independent of the argument. 

We shall now present (essentially) Turing's definition of the class of 
the 'computable' functions. (Among the equivalents that appear in 
the literature are the Church-Kleene À-definable functions, 1933-5, the 
Herbrand-Gödel general recursive functions, 1934, and definitions using 
Post's canonical systems, 1943, and Markov's algorithms, 1951.) 

Instead of a human computer subjected to preassigned instructions, 
we can speak of a machine. Turing's theory is about ideal (digital) 
computing machines, unhampered by finiteness of storage space or 
fallibility of functioning. More recently the notion of an automaton 
has been used, by von Neumann (1951); the automaton should not be 
finite (Kleene, 1956), but potentially infinite (Church, 1957). We want 
a fixed finite amount of structure (or information) to establish the com­
putation procedure for a function <j)(a), while an unbounded amount of 
space and time must be available to accomodate the argument a and the 
computation. 
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The machine or automaton shall accordingly consists of ^ 0 cells, each 
adjacent to at most a given finite number of other cells; but only a finite 
diversity of structure shall be built into it, the rest of the infinity con­
sisting of identical repetition. Here we use the idea from information 
theory that information is conveyed only when the signal is not pre­
dictable. In order to simplify our brief discussion, we can specialize to 
the case when the cells are c0, cl9 c2,..., in the order type of the natural 
numbers, each ci (except c0) being adjacent to exactly two others ci_1 

and ci+1. The general defense of the Church-Turing thesis then requires 
arguing that no other arrangement of the cells (with only a finite diver­
sity of structure) would make a function computable that is not com­
putable in this space. 

Discrete moments of time 0,1,2,... are distinguished. States sQ, ...,si 
are given, in one of which each cell shall be at each moment. At moment 
0, all but a finite number of the cells shall be in the passive state sQ. 
A table is given which determines the state of each cell ci at moment t + 1 
from its state and the states of the adjacent cells (for i = 0, sQ replacing 
the state of ĉ _x) at moment t; the output of this table shall differ from 
sQ only when an input does. 

To set the problem, say of computing <j>(a) for a as argument, we can 
take the states at t = 0 of the cells c0, cv c2,... to be 

s0 Si . . . s1 s2 SQ S0 SQ . . . . 

a times 

The answer shall be receivable by the states being 

SQ SX . . . S1S1SQ SX . . . 5 X S3 SQ SQ SQ . . . 

a times ^ (a) times 

at a later moment t — x when sz first occurs. (The fundamental repre­
sentation of a natural number b is by b successive marks, so it can be 
argued that a computation problem is solved only when it is possible to 
present the solution in this representation.) 

One may for example imagine the cells c09cl9c29... as representing 
sheets of paper, each admitting one of finitely many symbols on each of 
finitely many squares, and one of them carrying as part of its state a 
human computer in one of finitely many states of mind (cf. Kleene, 1952). 

Machines can be used similarly to compute w-place functions 
<f>(av ...,an); and they can be used to 'decide' predicates P(ax, ...,an) 
by computing 0 to represent truth and 1 falsity. 
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The behavior of a machine is completely described by its table, which 
can be written in code form as a natural number, its index. 

Let T(i, a, x) = {i is the index of a Turing machine Mi9 which, when 
applied to compute for a as argument, first at moment x has computed 
a value ç^(a)}. 

Here <j>i(a) is an incompletely defined function of i and a, its condition 
of definition being (Ex) T(i, a,x). 

We can constructively decide whether a given i is the index of a 
machine Mi9 and if so given also a and x imitate M/s behavior for a as 
argument at moments 0, ...,x successively. Thus, given i, a, x, we can 
decide whether T(i, a, x) is true or false. (So there is by Church's thesis, 
and in a detailed treatment of the subject we would actually construct, 
a machine that decides T(i, a,x).) 

IV. The function 
Ma(a) + 1 if (Ex)T(a,a,x), 

f(a) = \ (A) 
[0 otherwise 

is uncomputable. 
Proof. Were fr(a) computable, it would be computed by a machine 

Mq; so for each a, (B) i/r(a) = $a(a) and (C) (Ex)T(q,a,x). Substituting 
q for a in (C) and using (A), i/r(q) = <pa(q) + 1, which contradicts (B) with 
q substituted for a. 

V. The predicate (Ex) T(a, a, x) is undecidable. 
Proof. Were (Ex) T(a, a, x) decidable, we could compute i/r(a) by first 

deciding (Ex) T(a, a, x), and according to the answer, either imitating 
machine Ma applied to a as argument to compute <f>a(a) and adding 1, or 
writing 0. This is Church's theorem 1936, but with a different example 
of an absolutely undecidable predicate. 

In a standard formal system N of arithmetic (or 'number theory'), 
each decidable predicate, such as T(i, a, x), can be expressed; hence also 
(Ex)T(a,a,x), by a sentence Ca (constructively obtainable from a). 
Now, for particular a, (Ex) T(a, a, x) when true can be 'proved ' by doing 
the computation that shows T(a, a, x) to be true for the appropriate x. 
This intuitive proof is available formally in a standard N. Thus 

(Ex) T(a, a, x) -> {Ca is provable}. (a) 

Also we are assuming of N that only true formulas are provable in it, so 

{Ca is provable} -> (Ex) T(a, a, x). (b) 
Now V gives: 

VI. There is no procedure for deciding whether a given sentence is 
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provable in a formal system N of arithmetic; briefly, N is 'undecidable' 
(Church 1936). 

Continuing, could we in N also prove —>Ca whenever (Ex) T(a, a, x) 
is false, besides only then so 

{—>Oa is provable} -> —> (Ex) T(a, a, x), (c) 

we would be able, by searching for Ca or —*Ca among the provable 
sentences, to decide (Ex) T(a, a, x). So, again from V: 

VII. In a formal system N of arithmetic, there is a sentence Cq such that 
Cq and —iCq are both unprovable, though —>Cq is true (i.e. —i(Ex) T(q, q, x)). 

This gives Gödel's famous incompleteness theorem (1931), generalized 
to apply to all formal systems N satisfying very general conditions, and 
with the 'formally undecidable' sentence Cq expressing the value, for 
an argument q depending on the system, of a preassigned predicate 
(Ex)T(a,a,x). The above proof is indirect, the existence of q being 
inferred from the absurdity that —*Ca is provable for all a for which it is 
true. But we can make it direct, by taking as q the index of a machine 
Mq which, given a, searches through the proofs in N for one of —><7a, and 
if one is found writes 0 (but otherwise never computes a value), so 

(Ex) T(q, a, x) = {-n(7a is provable}. (d) 

Substituting q for a in (b)-(d), the three conclusions of VII follow. 
Here we have used the feature of formal systems, essential for the 

purpose which they are intended to serve, that a proof of a sentence can 
be constructively recognized as being such (and also that Ca can be con­
structively found from a). Without this feature, we would have a trivial 
counterexample to VII by taking all the true sentences as the axioms 
of N. With it, by Church's thesis we conclude the existence of an Mq to 
any such system. Here the computability notion can be applied directly 
to the linguistic symbolism, or the latter can be converted to natural 
numbers as we have already done with machine tables (by a 'Godei 
numbering'). 

The application of Church's thesis by which we obtain VII for all 
systems N can be avoided for a particular system by actually con­
structing the Mq for it. This in effect Godei did in proving his theorem for 
a particular system before Church's thesis had appeared. 

In retrospect, Skolem's theorem III on the existence of unintended 
models 8X of systems of sentences BQ, Bl9 B2,... intended to describe the 
natural numbers suggests Gödel's theorem VII. (Compare the example 
of Euclid's fifth postulate.) Indeed, for an N based on the elementary 
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predicate calculus, (II#) shows that Cq is false of such an Sv However, 
I II applies even when BQ, Bv B2,... are all the true sentences, unlike VII. 

I do not consider that VII means we must give up the emphasis on 
formal systems. The reasons which make a formal system the only 
accurate way of saying explicitly what assumptions go into a proof are 
still cogent. Rather VII indicates that, contrary to Hubert's program, 
the path of mathematical conquest (even within the already fixed 
territory of arithmetic) shall not consist solely in discovering new proofs 
from given axioms by given rules of inference, but also in adducing new 
axioms or rules. There remains the question whether mathematicians 
can agree on the validity of the new methods. 

In VII, no sooner are we aware that —>Cq is unprovable than we also 
know that —>(7ff is true, so we can extend N by adding —*Gq as a new 
axiom. This process can be repeated, finitely often, and indeed trans-
finitely often within the limits of structural constructiveness. 

It is illuminating to consider wherein the intuitive proof of —*Cq 

transcends N. We only conclude the truth of —>Og when we accept (c). 
By (a), (c) reduces to the consistency of N, which is expressible in N via 
Godei numbering by a sentence 'Consis'. The rest of the reasoning that 
—*Cq is true is elementary, though tedious when executed in full detail; 
so we may expect (as has been confirmed by Hilbert and Bernays (1939) 
for the usual systems as N) that it can be formalized in N. So Consis 
cannot be provable in N, or —»Ca would be, contrary to VII. Thus: 

VIII. In a usual formal system N of arithmetic, the sentence Consis 
expressing the consistency of N is unprovable (Gödel's second incom­
pleteness theorem, 1931). 

Thus a system N formalizing classical mathematics cannot be proved 
consistent, as Hilbert hoped, by a ' subset ' of the methods formalized in N. 

Gentzen (1936, 1Ö38) gave a proof of the consistency of a system iV" of 
arithmetic, in which the method transcending N is a form of transfinite 
induction over the ordinal numbers < Cantor's first epsilon-number e0; 
and other such proofs have appeared since. It is a rather subjective 
matter whether this should make us feel safer about N than we already 
feel on the basis of its axioms being true, and its rules of inference pre­
serving truth, under an interpretation ('truth definition') that as 
classical mathematicians we presumably accept. By a reduction of 
classical to intuitionistic logic given by Kolmogorov (1925), Godei 
(1932-3), Gentzen (1936) and Bernays, the consistency proof by a truth 
definition can even be managed intuitionistieally. 

Kreisel (1951-2, 1958) finds the significance of the consistency proofs 
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using e0-induetion in by-products. When a sentence (a)(Eb)B(a,b) 
(B decidable) is proved, then (a) B(a, ß(a)) will be true for certain func­
tions /?, including ß(a) = {the least b such that B(a, b) is true}, which is 
computable. It is clear that in a given system N only a subclass of the 
computable functions can thus be proved to exist; indeed Kleene (1936) 
gave a proof of Gödel's incompleteness theorem from this idea. Kreisel, 
however, extracts from Ackermann's consistency proof (1940) a different 
characterization (not directly from N) of this subclass of the computable 
functions. The possibility thus appears that some true formula 
(a) (Eb) B(a, b) might be shown to be unprovable in N because no ß 
for it is in this subclass. 

From Church's theorem other undeeidability results follow. The 
theory of (Ex) T(a, a, x) can be formalized in a system Nx consisting of 
finitely many axioms Bl9 ...,Bk adjoined to the (elementary) predicate 
calculus. So (Ex) T(a, a, x) = {Ga is provable in JVJ = {Bx & ... & Bk -» Ca 

is provable in the predicate calculus}. Thence from V: 
IX. The elementary predicate calculus is undecidable (Church, 1936a; 

Turing, 1936-7). 
Various formal systems obtained by adjoining axioms for algebraic 

systems to the predicate calculus have been shown undecidable by 
Tarski and others using a method of Tarski (1949) (cf. Tarski et al. 1953). 

Negative solutions to the problems of the existence of various algebraic 
algorithms have been obtained by Post (1947), Markov since 1947, and 
others; in particular, Novikov (1952, 1955) showed the word problem 
for groups unsolvable. 

Turing (1939) introduced the notion of a function ç5(a) computable from 
another function i]r(a) (or predicate Q(a)). A simple plan under the above 
treatment is to print the values of ^ into the space, in this respect alone 
violating the demand that only a finite amount of information be in­
corporated, by accenting successions of ^(0)+1,^(1)+ 1,^(2)+ 1,... 
cells, preceded and separated by single unaccented cells. In effect, we 
double the number of states from s0,..., sz to sQ,..., sl9 s'Q,..., sz. 

When the theory is thus relativized to a given predicate Q(a), the 
decidable predicate T(i,a,x) becomes a predicate TQ(i,a,x) decidable 
from Q, and IV, V assume relativized versions IV*, V*. 

X. / / BQ(a, x) is decidable from Q, there is a computable function 6(a) 
such that (Ex)B®(a,x) = (Ex)T^(6(a),6(a),x). 

Proof. Given a, let Me(a) be a machine which tries to compute from Q 
the constant function whose value is the least x such that BQ(a,x), by 
testing successively x = 0,x = l,x = 2,.... 
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Thus (Ex) BQ(a, x) is decidable from (Ex) TQ(a, a, x) by first computing 
6(a). In particular (taking BQ(a,x) = Q(a)&x = x), Q(a) is decidable 
from (Ex)TQ(a,a,x); but by V*, not conversely. This Post (1948) 
expressed by saying (Ex)TQ(a,a,x) is of 'higher degree (of unsocia­
bility)' than Q(a). Predicates and functions are of the 'same degree' 
when each is decidable (or computable) from the other. A decidable 
predicate is of the lowest degree ('solvability'). Starting from say 
H(Q)(a) = a = a, and for each n defining Hn+1(a) = (Ex)THw(a,a,x), 
we obtain predicates H(n)(a) (n = 0,1,2,...) of ascending degrees. These 
predicates, together with those decidable from them, turn out to be 
exactly the predicates (called arithmetical by Godei, 1931) expressible 
in the usual system of arithmetic. Thus the arithmetical predicates fall 
into a hierarchy, first described by Kleene (1943) and Mostowski (1946) 
in terms of the numbers of quantifiers necessary to define them in 
prenex form from decidable predicates. 

The hierarchy can be extended into the transfinite (Davis, Kleene, 
Mostowski, Post, about 1950; cf. Mostowski, 1951; Kleene, 1955). One 
method is to consider H(n)(a) as a predicate H(n,a) of both variables; 
this is of higher degree than each H(n)(a), and thus is non-arithmetical. 
'Contracting' H(n,a) to a one-place predicate H((a)1,(a)0), which we 
write H((û)(a), we can proceed as before to HiûJ+1)(a),Hiù)+2)(a),.... In 
general, at a limit ordinal £ of Cantor's second number class approached 
through an increasing sequence {^}, we consider H^n)(a) as a predicate 
of n, a, and contract. 

However, we have no uniform method, or justification, for picking 
a particular increasing sequence {gj- for £. So a diversity of predicates 
H(g arise, for each transfinite £, depending on the selections of increasing 
sequences. Worse than this, even for £ = co, the use of arbitrary increasing 
sequences {£J- with limw £n = £ (above we used £w = n) will give pre­
dicates of arbitrarily high degree. This suggests restricting the sequences 
{£J- to be computable, after rendering ordinals accessible to the above 
notion of eomputability by representing them in a suitable system of 
notations, which can be natural numbers (Church-Kleene, 1936; Kleene, 
1938). This being done, the diversity in predicates at a given transfinite 
level £, which remains due to the possibility of using different computable 
increasing sequences, was shown by Spector (1955) to be confined always 
within a degree. The predicates thus definable corresponding to con­
structive ordinals, together with all predicates decidable (and functions 
computable) from them, we call hyperarithmetical (Kleene, 1955 a). 

It was noticed, about 1957, by Addison, Buchi, Grzegorczyk, Kleene, 
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Kuznecov and Myhill (cf. Grzegorczyk et al. 1958) that the hyperarith-
metical predicates are exactly the predicates expressible unambiguously 
by a formula of the elementary predicate calculus, when the domain is 
the natural numbers. 

Kleene (1957) formulated eomputability from higher-type objects, 
such as from the existential quantifier (Ex) considered as a functional 
E which operates on a predicate to produce a truth value (or on a func­
tion ijr to produce the number 0 if (Ex) (^r(x) = 0) and 1 otherwise). The 
hyperarithmetical functions <j)(al9 ...,an) are exactly those computable 
from E; thus, operating constructively, except for using a number 
quantifier, we obtain not merely the usual predicates of arithmetic but 
the hyperarithmetical predicates. 
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