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Overview
With the availability of today’s new convergence technology, more and more people are
planning to deploy voice traffic over existing data networks. The practice of bandwidth
sharing between voice and data traffic over a single network is not new. In the 1980’s,
time division multiplexing (TDM) made short work out of this task by carving up the
bandwidth required to share a single, wide area network (WAN) connection between
multiple locations. Although statistical multiplexing or packet-based networking was more
effective for transporting voice, you still needed to maintain independent networks – one
for data-/LAN-based traffic and one for voice.

With the Internet explosion and advanced PC applications that use more and more
bandwidth, the data network volume has increased dramatically and is now the dominant
bandwidth consumer. Therefore, it now makes sense to use the data network to transport
voice instead of the voice network to transport data traffic.  

This IP Design and Audit Guidelines document covers the issues related to designing an
IP telephony or voice over IP (VoIP) network for transporting voice and data over a
common LAN or WAN infrastructure. 

Understanding the underlying technology used to transport voice traffic is important when
designing an IP telephony network. For example, design principles used to deploy a
successful LAN-based VoIP network will not necessarily work when you apply them to a
WAN configuration. This document discusses the major hurdles that need to be
addressed when designing either a LAN or WAN based VoIP network. It also contains
important sections on the recommended procedures for conducting a VoIP network test
and post-implementation troubleshooting guidelines. This document is intended to assist
with all aspects of deploying a VoIP network from a basic design, implementation, to
troubleshooting. 

IP Telephony vs. VoIP
Let’s define what IP telephony and VoIP mean in this document. IP telephony is the
combination of voice, data, video, and wireless applications into an integrated enterprise
infrastructure that offers the reliability, interoperability, and security of a voice network,
the benefits of IP, and the efficiencies, mobility, and the manageability of a single
network. IP telephony is based on circuit-switched and TCP/IP technologies and
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protocols; it removes the limitations of proprietary systems, and provides increased productivity,
scalability, mobility, and adaptability. 

Voice over IP is the technology that is used to transmit voice over an IP network, which can be
either a corporate network or the Internet.

Voice Bandwidth Requirements
In the traditional voice world, a single T1 leased line is used to carry 24 toll-quality telephone
calls from the Public Switched Telephone Network (PSTN). Those with a private point-to-point T1
connection can compress the voice to less than 8 Kbps for more efficiency, but the quality may
be sacrificed. The three most common modulation schemes for encoding voice are:

• 64 Kbps (PCM) / 1.544 Mbps = 24 simultaneous calls on a T1

• 32 Kbps (ADPCM) / 1.544 Mbps = 48 simultaneous calls on a T1

• 8 Kbps (CELP) / 1.544 Mbps = 120 simultaneous calls on a T1

Efficiency is the primary WAN connection issue. Bandwidth use and voice compression play
an important role in provisioning the WAN.

Voice over IP Bandwidth Requirements
What does it take to support traditional voice on data networks? The concept of combining
voice on the data network is simple because voice traffic uses a lot less bandwidth than
traditional LAN based computer networks. A single, toll quality phone call over the public
network uses 64 Kbps in each direction, that’s only 0.0625% of a 100 Mbps full duplex link. 

On a 100 Mbps Ethernet network, each voice call takes up to 85.6 Kbps (64 Kbps + IP
header + Ethernet header) in each direction supporting up to 1,160 calls over a full duplex
link. On a Gigabit backbone, up to 11,600 simultaneous calls can be handled.

If bandwidth were the only issue, LAN-based IP telephony networks would have been deployed
years ago. However, other elements such as bandwidth hungry business applications,
advancements in telephone technology, and network congestion, have been major obstacles.
Most of those issues have been resolved with newer VoIP technology, QoS, and the use of
bandwidth managers or complex queuing schemes deployed on the LAN and WAN.
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Voice Quality
Over the years, what determines the quality of voice has been very subjective – picking
up the phone and listening to the quality of the voice. With two different people on the
same call, the quality report could vary. After years of research, human behavioral
patterns have been recorded and scored, establishing an objective measurement of 
call quality. 

The leading subjective measurement of voice quality is the Mean Opinion Score (MOS)
as defined in the International Telecommunications Union (ITU) recommendation P.800.
Mapping between network characteristics and quality score make MOS valuable for
doing network assessments and tuning. 

A MOS score can range from 5 (very satisfied) to 1 (not recommended), but keep in mind
that each voice codec has a benchmark score based on several factors, including
packetization delay and the inherent degradation that occurs when converting the voice
to a digital signal. The highest MOS rating any codec could receive is 4.5. Each codec is
given a MOS value based on any known impairments for the speed of the conversion,
speech quality, and data loss characteristics. Below is a listing of the most common
codecs used today for VoIP and their theoretical maximum MOS value.
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Codec

G.711u

G.711a

G.729a

G.723.1
MPMLQ

G.723.1
ACELP

Packetization
delay

1.5 ms

1.5 ms

15.0 ms

37.5 ms

37.5 ms

Default data
rate

64 kbps

64 kbps

8 kbps

6.3 kbps

5.3 kbps

Time between
packets

20 ms

20 ms

20 ms

30 ms

30 ms

Theoretical
maximum MOS

4.4

4.4

4.07

3.87

3.69

Default jitter
buffer delay

2 datagrams
(40 ms)

2 datagrams
(40 ms)

2 datagrams
(40 ms)

2 datagrams
(60 ms)

2 datagrams
(60 ms)

Source: Voice Over IP 2nd edition



Each network will have a different MOS value based on QoS, delay, and codec that is
deployed in the IP network. When deploying an IP telephony network the goal is to get
the network to support the maximum MOS value and to achieve the best quality for voice
traffic. All MOS values above 4.0 are considered to be toll-quality speech.

Converting Voice into Data Packets
Digital signal processors (DSP) – the engines for voice coders – are making their way into
IP telephony systems. The DSP is a specialized processor that has been in use for many
years in other telephone applications such as mobile wireless networks. The DSP needs to
be very fast due to the computation intensive operations required to process a typical
telephone call. In essence, the DSP is what converts analog voice signal into data packets
so they can be transported over an IP-based network. 

In this document, DSP refers to the combined efforts of DSPs and codecs to perform the
conversion of analog and digital signals into IP communication flows. DSP works by
clarifying or standardizing the levels or states of a digital signal. A DSP circuit is able to
differentiate between human-made signals, which are orderly, and noise, which is
inherently chaotic. 

Typically, the voice-coding algorithm used for IP telephony or VoIP network in a LAN
environment is G.711, which divides a voice stream up into 64 Kbps packet increments.
It is regarded as toll quality. Some of the other more widely available voice coding
algorithms/compressors on the market are the G.729a and G.723 codecs. The G.729a
and G.723 codecs are normally used for WAN connections where bandwidth is at a
premium and voice compression is a requirement. The majority of vendors who support IP
telephony recommend the G.729a codec due to its superior quality over G.723, making
it the de facto standard for WAN connections running IP telephony. The chart on the
following page shows the bandwidth calculation for each codec.
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Voice coder

Voice
bandwidth

Kbps MOS Codec delay
Packet size

(bytes)

IP/UDP/RTP
headers
(bytes) cRTP

L2 header
(bytes)

Total BW
(One Way)

BW 
(One Way)
with silent

suppression

Ethernet

PPP

G.711 64 4.1 1.5 160 40 14 85.6 42.8

G.711 64 4.1 1.5 160 2 14 70.4 35.2

G.729 8 3.9 15 10 40 14 29.6 14.8

G.729 8 3.9 15 10 2 14 14.4 7.2

G.711 64 4.1 1.5 160 40 6 82.4 41.2

G.711 64 4.1 1.5 160 2 6 67.2 33.6

G.729 8 3.9 15 10 40 6 26.4 13.2

G.729 8 3.9 15 10 2 6 11.2 5.6

G.723 6.3 3.9 37.5 30 40 6 16 8

G.723 6.3 3.9 37.5 30 2 6 8 4

Frame Relay
G.711 64 4.1 1.5 160 40 4 81.6 40.8

G.711 64 4.1 1.5 160 2 4 66.4 33.2

G.729 8 3.9 15 10 40 4 19.7 9.9

G.729 8 3.9 15 10 2 4 9.6 4.8

G.723 6.3 3.9 37.5 30 40 4 15.5 7.8

G.723 6.3 3.9 37.5 30 2 4 7.6 3.8

ATM
G.711 64 4.1 1.5 160 40 5 cells 106 53

G.711 64 4.1 1.5 160 2 4 cells 4 42.4

G.729 8 3.9 15 10 40 2 cells 2.3 14.1

G.729 8 3.9 15 10 2 1 cell 14.1 7.1

G.723 6.3 3.9 37.5 30 40 4 22.3 11.1

G.723 6.3 3.9 37.5 30 2 4 11.1 5.6

Table 1 - Bandwidth calculation by voice codec.



Buffering and Error Checking
Due to the bursty nature of business applications, data networks have large buffers built
into them to sustain large bursts of traffic over a short period of time. 

Large buffers in a voice network will only increase the delay of time sensitive traffic and
cause poor call quality. Voice is very similar to constant bit rate (CBR) traffic – it requires a
predictable, reliable throughput.

The majority of the LAN protocols used to transport data traffic include end-to-end error
checking. If a packet is delayed or lost, the originating station will retransmit a copy of the
frame. The end station will wait for the acknowledgement, then reassemble the packet
stream, and pass it on to the application. This is usually transparent to the user.

Voice transmissions on the other hand are very time sensitive. The originating station does
not copy the transmitted frame into a buffer, since it would only increase the delay and
degrade quality. With voice, if you lose a frame, it is lost. Both error and frame sequence
checking is done at the upper level of the Real Time Protocol (RTP), but due to the time
sensitive nature of the voice stream, if the frame is out of sequence it will be discarded and
the next frame will be processed, thus affecting the quality of the call.

The majority of voice codecs can support minor frame loss, but the conversation will be
choppy and of poor quality. Some of the IP telephony equipment manufacturers have tried
to compensate for poor line quality by playing the preceding voice frame a second time,
but this does not resolve the issue, it only makes it tolerable. This is why it is so important
to understand the inherent behavior of voice running on a data network and the additional
requirements like QoS and predictive delay that a network must meet.

Bandwidth Management
If the MOS value is not in an acceptable range after completing the IP audit and tweaking
the installed vendor’s suggested parameters, a bandwidth manager may be needed for a
successful installation. Bandwidth managers allow the end user to define how much
bandwidth is going to be used by each application and guarantee what percentage of the
WAN bandwidth is going to be used by voice applications. 
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What is QoS and why is QoS needed?
Voice quality is directly affected by many factors that can be divided into five QoS dimensions
that affect the end user experience: 

1) Availability 
2) Throughput (both committed and burst) 
3) Delay or latency 
4) Delay variation, including jitter and wander 
5) Packet loss 

Availability

Availability is the percentage of time that the network is up. The traditional benchmark for a
voice network is 99.999% ("five 9s"), or about 5.25 minutes of downtime per year. Availability
is achieved through a combination of equipment reliability and network survivability. Availability
is a probability calculation, so it is not simply calculated by summing the MTBF figures.

Throughput

Throughput is the amount of traffic – or bandwidth – delivered over a given period of time.
Generally speaking, in the LAN environment, more throughput is better. 

For the majority of WAN users, throughput depends on the amount of money paid to lease
carrier facilities. This means that efficiency, compression, and bandwidth management play key
roles in designing an IP telephony network.

Delay

Delay or latency is the average transit time of a service from the ingress to the egress point of
the network. Many services – especially real-time services such as voice communications – are
highly intolerant of excessive or unnecessary delay. Interactive conversation becomes very
cumbersome when delay exceeds 100-150 ms. When it exceeds 200 ms, users find it disturbing
and describe the voice quality as poor. To provide high quality voice, the VoIP network must be
capable of guaranteeing low latency. The ITU-T G.114 recommendation limits the maximum
acceptable round trip delay time to 300 ms between the two VoIP gateways (150 ms one-way
delay).



There are many components of delay in a network that must be understood, including
packetization delay, queuing delay, and propagation delay. 

• Packetization Delay is the amount of time it takes the codec to complete the analog
to digital conversion. Realize that IP telephony/VoIP always creates some measure
of delay, as the algorithm specifies to “listen” or sample the voice for a specified
period, followed by packetization. 

• Propagation Delay is the amount of time it takes information to traverse a copper,
fiber, or wireless link. It is also a function of the speed of light, the universal
constant, and the signaling speed of the physical medium. For example, if a call
has to pass through a transit node more delay is introduced.

• Queuing Delay is imposed on a packet at congestion points when it waits for its
turn to be processed while other packets are sent through a switch or wire. For
example, as previously stated ATM mitigated queuing delay by chopping packets
into small pieces, packing them into cells, and putting them into absolute priority
queues. Because the cells are small, the highest priority queue can be serviced
more often, reducing the wait time for packets in this queue to deterministic levels.
At gigabit speeds, however, the waiting time for high-priority traffic is very small
even under the worst conditions, due to the speed of the links and available
processing power. 

Delay Variation

Delay variation is the difference in delay exhibited by different packets that are part of the
same traffic flow. High-frequency delay variation is known as jitter, while low-frequency
delay variation is called wander. Jitter is caused primarily by differences in queue wait times
for consecutive packets in a flow, and is the most significant issue for QoS. Certain traffic
types—especially real-time traffic such as voice, are very intolerant of jitter. Differences in
packet arrival times cause choppiness in the voice. All transport systems exhibit some jitter.
As long as jitter falls within defined tolerances, it does not affect service quality. 

Excessive jitter can be overcome by buffering, but this increases delay, which can cause
other problems. With intelligent discard mechanisms, IP telephony/VoIP systems will try to
synchronize a communication flow by selective packet discard, in an effort to avoid the
"walkie-talkie" phenomenon caused when two sides of a conversation have significant
latency. Jitter must be less than 60ms (60ms = average quality, 20ms = toll quality).
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Packet Loss 

Loss – either bit errors or packet drops – has a bigger impact on IP telephony/VoIP services than
on data services. During a voice transmission, loss of multiple bits or packets of stream may cause
an audible pop that will become annoying to the user. In a data transmission, loss of a single bit
or multiple packets of information is almost never noticed by users. In contrast, during a video
broadcast, consecutive packet loss may cause a momentary glitch on the screen, but the video
then proceeds as before. However, if packet drops become epidemic, then the quality of all
transmissions degrades. Packet loss rate must be less than 5% for minimum quality and less than
1% for toll quality.

Class of Service

The main objective of Resource Reservation Protocol (RSVP) is to guarantee end-to-end QoS
throughout the network by reserving bandwidth unicast and multicast applications on an individual
flow basis.

Differentiated Services (DiffServ) is designed to group all flows with the same service requirement
into a single aggregate. For example: RSVP would reserve bandwidth for a single VoIP call, while
DiffServ would group all VoIP traffic together in the same flow. This aggregated flow would then
receive its class of service based on the application priority.

When a QoS mechanism like DiffServ is enabled, it will provide complete flexibility in defining
service classes that can be provisioned in a converged voice and data network. This means that
the network management system provides access to the mechanisms that allow the end user to
create customized service classes for each application. 

Most networks are deployed with some level of QoS at layer 3 that supports the following classes
of service:

• Expedited forwarding (EF) for control frames like RTCP
• Assured forwarding (AF) for VoIP traffic
• Best Effort (BE) for all other data traffic

It is possible to map different QoS parameters to one another (i.e., 802.1p to ToS or ToS to
DiffServ) to enable the network designer to provision an "end-to-end" class of service for voice,
video, and data traffic. 



Deploying IP Telephony in a Converged Alcatel Network
Today's business depends on scalable network communications that allow future
expansion of business options and facilities. The groundbreaking OmniSwitch family
(6600 series, 7000 series, and the 8800) and OmniPCX Enterprise voice products target
that future networking and business solution. The OmniSwitch family series is a new line
of data infrastructure switches that spans the core, edge, and desktop of networking. The
design combines Alcatel's experience and expertise building carrier and enterprise
network equipment with all of the company's cutting-edge convergence technologies. 

e-Business solutions must provide availability, security, intelligence, and manageability.
These values are both essential to successful modern business and fundamental to
appropriate new technology. 

The OmniSwitch family offers carrier-class availability throughout all networking
components to deliver the infrastructure mandatory for IP telephony and mission-critical
applications. A multi-layered approach to security is offered, securing traffic to, through,
and between switch nodes, preventing unauthorized access to business traffic and
ensuring privacy. Intelligence mandates that all switching decisions are distributed and
performed at wire-rate. Alcatel's implementation is wire-rate into, through the backplane,
and out all network interfaces without performance bottlenecks. Manageability involves
both networking and management system features. OneTouch QoS means that complex
QoS policies are implemented consistently with a simple point-and-click interface. 

Deploying IP Telephony and VoIP in a Multi-Vendor Environment
Even though IP telephony and VoIP technology have made some vast reliability and
quality improvements over the past couple of years, customers and network designers still
struggle with implementing the technology in a multi-vendor network. There are many
reasons for this such as: inter-operability issues, proprietary protocols, and just plain old
finger pointing. Please check with the manufacturer of your installed equipment for their
recommendations on how to design and deploy an IP telephony or VoIP network in a
multi-vendor setting. 
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IP Telephony/VoIP Audit
An IP telephony/VoIP audit should be performed for every proposed LAN/WAN segment before
adding IP telephony traffic. The key to designing an IP telephony network is an understanding of
the underlying technology used to transport the IP telephony traffic. The design principles used to
deploy a successful LAN based VoIP network will not necessarily work when you apply them to a
WAN configuration, due to a number of factors including limited bandwidth. QoS and traffic
isolation are the key factors for the LAN, but bandwidth, priority, and delay are important to the
WAN. This can make a significant impact on the installation. 

The most common cause for poor voice quality during a VoIP installation is inadequate WAN
bandwidth to support both voice and data traffic. If an audit was performed before installation,
corrective action could have been taken to resolve the issue before deployment. 

In some cases, a poorly designed WAN can be fixed by lowering the delay with fewer router
hops, setting up QoS on the routers or increasing the amount of available bandwidth prior to the
installation of voice. In other cases, the solution may be too expensive or too complex and other
products like bandwidth managers must be deployed before the addition of voice.  

Design Recommendations
One of the most important recommendations that can be made is to pay close attention to the
infrastructure that the VoIP network is built on. The foundation must be solid otherwise there will
be ongoing quality issues until the network design issues are resolved. The more time spent
upfront investigating and verifying the design of the LAN and/or WAN will make a more
successful ending. Verification is critical, and although it may seem reasonable to believe that the
"network is new and should support QoS" it’s important to check. In some cases, like running
VoIP over a WAN, an audit is mandatory. For example, the total end-to-end delay to support a
quality voice conversation must not exceed 200 ms and can only be verified by an IP audit.
Remember, the longer the delay the worse the quality. 

After a VoIP audit is preformed, the designer must engineer the network to support the worst-case
scenario, even if it happens only 1 % of the time. Engineering the network for peaks, not
averages, maintains the highest quality of voice traffic while the network is performing at its
maximum potential. 
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When designing a VoIP WAN, the designer is required to calculate the amount of
available bandwidth for all applications required to transit the link. In most cases, the link
traffic is miss-calculated or the IP audit is not performed before installation and the quality
of the VoIP calls suffers. As previously stated, a guide for a WAN link is to keep at least
25% of the bandwidth available for routing table and administrative updates. 

As in most architecture, the more redundancy and availability options designed into the
network, the better the odds are for a successful installation. The designer must also
understand that engineering all of the redundancy options available into the system could
adversely affect the performance of the network. For example, adding IP redundancy into
the network could increase the jitter because the VoIP packets might take multiple paths to
reach the end point. This is not a major concern, but it must be evaluated before deploying
the VoIP network. 

Redundancy features cost real money, so the main task of the design engineer is to make
sure the product meets the customer’s requirements and at the same time keeps the
proposal price competitive. In some cases, this could be the difference between winning
and losing the opportunity.  

The following is a list of questions, thoughts, and ideas that should be considered and
reviewed with customers/prospects when designing a VoIP network. It is unlikely that a
network configuration will implement every feature on this list, but it’s a good checklist to
review before completing the final design. 
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VoIP Design Guide Check List

Is the LAN equipment designed to support 99.999% availability?

• Is the LAN configured with the following redundancy options?
– Management modules

– Links 

– Protocols (i.e., Fast Spanning Tree)

– Power supplies

– UPS system (in the event of a power outage) in the wiring closet

• How are the IP phones going to be powered?
– Does the LAN switch support in-line power (802.3af)? 

- Is it connected to a UPS system?
- Does the IP phone model support in-line power? 

– Is an external power patch panel required?

- Is it connected to a UPS system?
– Are you using local power?

- Is it connected to a UPS system? 
- What is the ratio of IP phones with UPS to IP phones without UPS?
- Are digital/analog terminals intermixed with the IP phones in geographic layout to

provide for "emergency dialing" in the event of power or network outages?

• Is the PBX configured with the following redundancy options?
• Management modules

• Redundant IP modules 

• Are the VoIP links connected to multiple LAN switches?

• Is the switch configured to support battery back-up power?

• Is there a back-up signaling path configured for all networked sites?

Does the installed LAN equipment support QoS?

• Do you know the speed and performance of the installed equipment?
• Manufacturer

• Product type

• Link speeds and WAN protocols

• Routing Protocols
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• What is the QoS design strategy?
• 802.1p/Q

• DiffServ 

• Is the priority set and respected on every LAN switch in the network?

• ToS (type of service) or CoS (class of service) for the WAN 

• Do you have a current local area network diagram? This is mandatory.
• When was the network diagram last updated? 

If it’s older then 45 days, ask for an up to date diagram.

• Has the cable plant been verified to support 100 Mbps Ethernet? (i.e., Cat 5 cable)

Isolation

• Do you have an isolated VLAN configured just for VoIP phones? 

• Has the excess broadcast traffic been removed from VoIP VLAN 
• Is IP multicast support enabled on the LAN?

Does the installed WAN support QoS?

• Do you have a current wide area network diagram? This is mandatory.

• Has the packet forwarding latency and jitter been verified not exceed the
maximum tolerance of the 200 ms. An IP audit is a requirement for all WAN
connections.

• Is guaranteed bandwidth, packet forwarding rate, and capacity specified for
all WAN links? A good rule of thumb is to have a 25% available for
overhead and routing table updates. Please refer to Table 1 for the
bandwidth required for each codec.

• Let’s look at a simple calculation using the 25% rule, using a T1 (1.536 Mbps) 
as the line speed.

- 1.536 Mbps – 25% = 1.152 Mbps, so this means that both voice and
data must share the available bandwidth.

- Is a bandwidth manager required? 
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VoIP Network Test Procedure
The data network being tested should reflect the same state of VoIP readiness as it would in
production. Testing should take place during normal business hours with normal traffic flows, off
hours testing will not give you a true indication of the network under normal loads.  

For example, if you are running a VoIP audit on a school district’s network and you perform the
test after hours (after the students go home), the test results could give you a false reading on
true performance of the network. This is why we recommend the testing be performed during
normal school hours when the network is performing at its highest peak.

Here are some of the steps that should be performed before starting a VoIP audit.

The customer should be presented with a complete list of their responsibilities to prepare for
before the scheduled test. The customer should be prepared to provide information about the
current network configuration including a detailed network diagram depicting the LAN, WAN,
switches, routers and closet lay-out are critical for a successful VoIP audit.

The network diagram should include:

1. Local area network configuration including make and model of each LAN switch or router.  

2. If there are WAN connections between the locations, or remote IP telephones connected by a WAN,
what is the total number of connections? The customer should also be prepared to provide details
on what type of link it is and how much bandwidth is provisioned between each location.

The customer should be prepared to provide the following information about the proposed 
VoIP network.

1. What is being tested: IP trunks, IP telephones or both?

2. How many phones will be present, in any particular data switch? 

3. What QoS is being proposed in the design and what are the capabilities of the data switches and
routers to provide QoS?

4. What VoIP algorithm is being proposed for the system and is it the same on all links, including
WAN links? (It does not have to be the same, but the resource performing the audit needs to know
what is being tested).

5. What is the current VLAN proposal for the network and is voice on a separate VLAN? This is the
recommended configuration, for running VoIP.
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6. Is layer-2 QoS running (i.e. 802.1p), and layer-3 DiffServ implemented on routed links?
Has the data switch programmer verified this all as working? It is important that QoS be
enabled end-to-end.

7. Are ALL of the switch ports set up as they would be in production?

8. Has the customer identified the periods of peak activity for each segment/department?  For
example, a school will be busy from early morning through the afternoon. A call center
may be busy all the time, so a longer test is required to cover all peak periods.

Once all of the information is collected and analyzed, the following steps
should be completed:

1. Set up the test equipment (endpoint or whatever test device) at the data switch where the
PCX will be plugged into, and verify that it belongs to the voice VLAN.

2. Set up the remote endpoint in the first data switch remote to the location to be tested. This
can be a local LAN connected switch or remote WAN, based on the above information.

3. Run the test, minimally, according to the durations specified by the periods of peak activity
– it is recommended to allow for several hours. Run this test using the maximum number of
channels (phones or trunks) that is projected for that end switch. 

4. Ensure that the correct DiffServ values are programmed into the endpoint and the layer-2
QoS is enabled on the endpoint PC (on the interface NIC options, if available); or that the
port where the endpoint is connected, is forced into the correct VLAN. 

5. If initial results prove to be unsatisfactory, check to see if there are incremental errors on
the port connected to the endpoints of the data devices. This may be a duplex mismatch,
an issue with the data switch, or test equipment, and will need to be corrected before
proceeding.

6. If possible, stress the network (e.g., using Alcatel’s VoIP assessment tool, Aviso). Some test
programs have the ability to run simultaneous throughput tests to maximize bandwidth
demand. 

If this is not available in the tool being used, an MIS person can simulate stress on the
network by downloading a large file at the same time the audit is performed. Stressing the
network is important in order to verify that QoS is working.

7. Continue testing all remaining segments and switches, as described in the preceding steps. 

8. Perform at least one test with the maximum number of trunks, or phones, from the PCX
segment. This may be the best way to see if the PCX connected segment can handle the
traffic load in a large LAN installation.

These steps may vary depending on the testing tool being used. 
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Post-Implementation Troubleshooting Guidelines
Assuming the Business Partner followed the pre-sales design checklist and network test
procedure, but still needs to troubleshoot the system after it goes live, the following guidelines
can be followed.

The Data Network 

• Check the category of cabling used. Category 5 is recommended and is mandatory
for networks running over 100Mbps on copper.

• Ensure all IP telephony components are connected to switch ports, as opposed to
shared media. Additionally, check that the voice traffic is separated into its own
VLAN. By ensuring that the IP voice components are connected to switch ports in a
separate VLAN, collisions and broadcast traffic, which could adversely affect voice
quality, will be avoided.

• Check the speed (10/100 Mbps) and half/full duplex configuration settings of the
Ethernet ports on the switches and routers:  This is a common problem that can easily
be avoided.

• Ensure that the connection to the OmniPCX IP interface boards, CPU, IP phones, etc. is
plugged into the proper data switch ports that are configured for the VoIP VLAN.

1. Make sure that the speed and half / full duplex mode must be consistent with the characteristics of
the Ethernet interface of our equipment. 
For Example: The LIOE boards will only operate in 10 Mbps half-duplex mode, 
the INT-IP will operate at 100 Mbps full-duplex mode.

2. All of the Alcatel V1 Reflexes IP phones must be connected on 10/100 switch ports configured with
auto negotiation enabled. If auto negotiation is not possible on the data switch, configure the port
connected to V1 Reflexes IP phones, in half-duplex (using full-duplex mode will generate voice
quality problems). This limitation does not apply to the Alcatel V2 Reflexes IP phone.

• On the ports linking the switches and routers.

1. When using data switches from different manufacturers, the recommended best practice to hard set
the speed and duplex of the inter switch ports, as opposed to using Auto negotiation. 

For example: If you want to use 100 Mbps / full duplex on the data network, all the ports used to
interconnect the routers and switches should be forced to 100 Mbps full duplex. This rule alleviates
any problems that may be caused by a mismatched speed / duplex mode setting during the
configuration of these independent data products.
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On the LAN, this type of misconfiguration is one of the most common problems because
of the auto-sensing / auto-negotiation problems between different vendor equipment.

This type of configuration error can lead to transmission problems, high collision rates,
etc., and will affect the quality of the voice.

• VLAN Segmentation/Broadcast Containment

1. Ensure the data traffic being received in the OmniPCX IP interface is voice only. Using a
protocol analyzer capture the data frames on the VLAN where the OmniPCX IP interface is
connected to the LAN. Verify that minimal broadcast traffic is present on the VoIP VLAN,
excess broadcast traffic will severely affect the voice quality.

Possible actions:

a. Isolate the VoIP traffic to a single segment of the LAN by configuring a VoIP VLAN to
support your voice application.

b. If you can’t configure a VLAN for your voice traffic, deactivate applications on the PCs
connected on the LAN. Applications, like the Microsoft "netbeui" protocol installed by
default on Windows workstations, sends many broadcasts that can adversely affect the
quality of a voice application.

• Network Availability

1. While using a network management tool, observe the availability of the data network. The
stability of the data network will severely affect the performance of the voice running over
your network.

2. Ensure that in the event of a primary link failure that the redundant link is configured for the
same speed as the primary. If the capacity of the back-up link is not the same as the primary
link the number of calls that it can support will lead to temporary degradation of the voice,
as the OmniPCX is not informed of the established back-up link. 

In-depth Data Network Analysis

• Statistics on switches and routers

Identify any congestion areas of the LAN. Simple calculations on how much bandwidth will be
required to support the number of VoIP sessions over a single link will have to be performed.
Verify that the link is able to support the required bandwidth used by theVoIP codec that’s been
chosen for deployment.

For example, you want to build a simple point-to-point VoIP network with 100 IP
phones, your LAN backbone is currently running at 100 Mbps full duplex at 40 %
utilization during its peak with QoS and a voice VLAN enabled. You have chosen to
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use the G.711 voice coder for the best quality. To figure out how much bandwidth is required
to carry all of the VoIP calls at the same time use the following formula:

Voice codec (total bandwidth) multiplied by the maximum number of calls over that link. 
85.6 Kbps (G.711) x 100 (maximum number of calls) = 8.56 Mbps (one way)

To figure out how much bandwidth is available on the point-to-point link use the following
formula:

• Link speed – peak utilization

• 100 Mbps – 40 Mbps = 60 Mbps

As you can see from the simple math equation only 8.56 Mbps is required to support the
voice over the data network and during its peak it has 60 Mbps free, so this link has the
capacity to carry the required 100 VoIP calls.  

Some other considerations should be taken to reduce or eliminate the number of dropped
packets and collisions in the LAN. By using the embedded statistics of the data equipment you
will be able to identify all ports that are experiencing errors, packet loss or collisions. Listed
below are some simple configuration errors that will assist you with resolving these issues.

• Mismatch of half / full duplex configuration could be detected through abnormal level of collisions,
transmission errors, or packet drops.

• Transmission problems on a WAN link could be detected through abnormal volume of data
transported on the link.

• Packet drops could show a wrong behavior of the QoS policy.

• Excessive dropped frames could indicate an abnormal number of broadcast frames in the network. 

Using a protocol analyzer

Place the protocol analyzer into various points in the data network, especially on the segment of
the LAN where the OmniPCX IP interfaces are connected; and do a quick capture to verify that
minimal broadcast is impacting the VoIP traffic (port mirroring must be supported by the LAN
switches of the data network). If port mirroring is not supported on the data switch, use a hub to
connect the LAN switch, OmniPCX, and the protocol analyzer to the network.
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Check if there are transmission errors on the network, look for excessive:

• CRC errors

• Collisions

• Analyze multicast and broadcast traffic on the network; determine if the traffic flow is VoIP
only. If not please refer to the VLAN segmentation / broadcast containment section of this
document for possible solutions to this problem.

This can help to isolate the switch or router that is malfunctioning.

On the LAN, the most common problems are:

• Physical-level errors caused by faulty cables or interfaces (faulty ports on switches, etc.)

• Misconfiguration of port speed, or 

• Duplex mismatch.

A more detailed analysis can be performed with tools like "snifferpro for voice", on
established calls:

• Trace the RTCP messages

• Use the RTCP alarms in order to check whether jitter or packet losses are over the defined
thresholds

• Analyze "snifferpro for voice" VoIP statistics

• Trace RTP packets to view loss of packets and jitter

QoS on the data network

Verify that the QoS configuration is set and enabled. Using a priority VLAN or 802.1p
are the simplest ways of setting up QoS on the data network. Complex QoS
configurations can be used like UDP port priority, but they are very difficult to configure.  

Verify the effectiveness of the QoS policy by making simultaneous voice and data
simulations with tools like Alcatel’s VoIP Assessment Tool (Aviso) or Chariot (NetIQ). 
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VoIP Audit

Perform a VoIP audit with tools like Alcatel’s Aviso or Chariot VoIP Assessor and analyze the
VoIP criteria, and apply a MOS score, if applicable. Place the PC endpoints on various points in
the network where VoIP traffic will be present. Determine the duration of the test and ensure that
it includes the network peak load times. Run the test and review the results.

If the VoIP audit confirms there are problems with delay, jitter or packet loss, the problem is most
likely in the data network. Possible causes could be the lack of a properly configured QoS
implementation or improperly configured VoIP VLAN. In the worst case, a network re-design
maybe required to improve the voice quality of the network.

As the data network evolves and new applications like e-commerce or data warehousing are
implemented, the results of the VoIP audit could drastically change. An annual or semi annual
VoIP audit may be required to ensure the best possible voice quality over the data network.

In a few severe cases, an objective speech quality analyzer like OPERA from Opticom may be
required to measure the voice quality. These tools assist with:

• Objectively measuring end-to-end voice quality (PESQ, PSQM, etc.) via analog or digital interface
based on real world speech signals

• Measuring the end-to-end delay

• Measuring the jitter

Excessive Call Drops

In some network configurations, excessive call drops may be caused by the Call Admission
Control software in the OmniPCX. The software was designed to control the maximum amount of
concurrent calls on a single link at any given time, to reduce the degrading of the voice quality
on the network. The theory behind this control mechanism was to prevent:

• Bandwidth over-provisioning or link saturation.

• Complex QoS implementations on external links.

• Call Admission Control can be used to protect against too many concurrent calls to an external
device due to limited available resources.

Call Admission Control can be utilized in a network where multiple IP Domains are required or
when an external H.323 Gatekeeper is present. 

IP Telephony Design & Audit Guidelines

June, 2003



Additional information
Additional information on troubleshooting and analyzing a VoIP network can be found on
the Alcatel’s eService web site. You may also refer to the following technical tips for
troubleshooting help on:

Tech Tip Number 1732: Troubleshooting Echo in a VoIP Environment

Tech Tip Number 1733: Troubleshooting Audio Quality in VoIP environments
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