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#### Abstract

Infinite trees naturally arise in the formalization and the study of the cemantic, of progamming languages. This paper investigates some of their combinatorial and algebraic properities that are especially relevant to semantics.

This paper is concerned in particular with regular and algebraic infinite trees, mot with regular or algebraic sets of infinite trees. For this reason most of the properties stated in this woris become trivial when restricted either to finite trees or to infinite words.

It presents a synthesis of various aspects of infinite trees, investigated by difteront authors in different contexts and hopes to be a unifying step towards a theory of infinite trees that could take place near the theory of formal languages and the combinares. of the free monom.
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## Introduction

Infinite trees naturally arise in mathematical investigations on the semantics of programming languages. They arise in essentially two ways: when one unloops or unfolds a program undefinitely. One obtains then either a tree of execution paths (infinite in general) in the case of a program written in an imperative language like FORTRAN or an expression tree in the case of a program written in an applicative language like LISP. In the latter case, the expression tree is usually infinite although
its value can be finitely computed in each case; this is possible by the use of if-then-else as a base function (like the addition of integers) and not as a piece of control structure. Once again, the infiniteness of the tree corresponds to the infiniteness of the set of possible computations.

In both cases, the semantics of the program is completely defined by the associated tree. Hence two programs ale equivalent if the associated trees are the same the converse being not true). Roughly speaking. this allows to distinguish between the equivalence of programs which is only due to the control structure (loops, recursive calls. etc. . . ) from the equivalence which also depends on the properties of the domains of computation and the given 'base' functions on these domains.

It should be noted that these infin.te trees are finitely defined. Hence we are lead to try to decide whether two infinite trees defined in some finitary way are equal.

Two types of infinite trees will be considered: the regular trees which are defined by unlooping FORTRAN-like program or flowcharts and the algebraic trees which are defined by unfolding recarsive program schemes more or less derived from LISP programs.

We shall introduce operations on trees: the first-order substitution which corresponds (roughly) to the sequential composition of flowcharts (by the operator; of Al.GOL) or to functional application (in the case of an applicative language). We shall also introduce the second-order substitution which corresponds to the replacement ol a function symbol in an expression tree by some expression tree intended to denote the corresponding finction.

The theory of regular ant algebraic trees will be developed for itself. The relevance to semantics will be shown with examples only in Sections 1.7 and 1.8 .

Here is a brief survey of the content of the paper which is intended to be a synthesis of several aspects of intinite trees usually defined and studied separately for different pt poses:
(1) Sopological (i.e. metric) and order-theoretical properties of infinite trees are investigated in parallel in order to enlighten similarities and differences.
(2) First- and second-oricr substitutions are investigated in the two above frameworks.
(3) Regular trees, rational expressions defining them are studied. The concept of a iterative theory, due to C.C. Elgot, is one of the possible algebraic frameworks where to study intinite trees; the set of regular trees forms the free iterative theory. Regular trees also arise as mosi general first-order unifiers in a generalized sense.
(4) Algehraic tree's play a similar role with respect to second-order substitutions as regular trees with respect to tirst-order ones. Their combinatorial properties are sufficiently complicated to yield an open problem equivaient to the DPDA equivalence problem.

The following text gives pre ise, unifying definitions of all the above topics. Many proofs are omitted either if they are too long and complex or if they are mere verifications from the definitons. Some of the given proofs are simpler than the
original ones. Some of the stated results are 'new' in the sense that they have never been published before (to the author's knowledge) but are not really difficult to establish and were probably known from the specialists. (The present paper aims to be a reference for these technical lemmas and to facilitate future publications.) Other ones can be really claimed to be new: for instance Proposition 3.5.\% concern ing second-order substitution and Theorem 5.9 .1 saying that if the mo.t general unifier of two algebraic trees exists, then it is algebraic.

This text has been written for the International Summer School on Theoretical Foundations of Programming Methodology, Marktoberdorf, West-Germany, August 1981, and a shortened version will appear under the same title in the proceedings to be published by D. Reidel Publishing Company, Dordrecht, Holland.

## 1. Basic definitions and examples

In this section we make precise some mathematical notations, we define finite and infinite irees over a ranked alphabet and we show informally how intinite trees can be associated with program schemes of various types.

### 1.1. Mathematical notations

We denote by $\mathbf{N}$ the set of non-negative integers and by $\mathbf{N}$, the set of positive ones. We denote by $[n]$ the inter $11\{1,2,2, \ldots, n ;$ for $n \geqslant 0$ (with $[0]=0$ )

For sets $A$ and $B$ we denote bv $A-B$ the set $\{a \in A \mid a \in B\}$.
The domain of a partial mapping $f: A \rightarrow B$ will be denoted by Dom( ${ }^{f}$ ). The restriction of $f$ to a subset $A^{\prime}$ of $A$ will be denoted by $f \upharpoonright A^{\prime}$.

If $f$ is a mapping $B^{\prime \prime} \rightarrow C$ and $g_{1}, \ldots, g_{n}$ are mappings $A^{\prime \prime \prime} \rightarrow B$, we denote by $f \circ\left(g_{1}, \ldots, g_{n}\right)$ the mapping $h: A^{\prime \prime \prime} \rightarrow C$ such that $h\left(a_{1} \ldots, a_{m}\right)=$ $f\left(g_{1}\left(a_{1}, \ldots, a_{m}\right), \ldots, g_{n}\left(a_{1}, \ldots, a_{m}\right)\right.$.

The set, 'otal mappings: $A \rightarrow B$ will be dencied by $(A \rightarrow B)$ or by $B^{\prime}$.

### 1.2. Definitions

In order to define trees, we shall :se ranked alphabits. A ranked alphabet is a pair $(F, \rho)$ consisting of a set $F$, not necessarily finite, and a riapping $\rho: F \rightarrow \mathbf{N}$ which defines th: rank of any symbol $f$ in $F$.

For such a $F$, we denote by $F_{i}$ the set $\left\{f \in F_{i}^{\prime} \rho(f)=i\right\}$, tor $i \geq 0$.
In many ca .s the symbols in $F$ will be considered as function symbols; the rank of a function symbol is called its arity and a symbol of arity 0 is called a constant symbol (or a constant).

Following [41, 42, 62] we define a tree over a ranked a!phabet $F$ (the rank function vill always be $\rho$ ) as a partial mapping $t: \mathbf{N}_{+}^{*} \rightarrow F$ such that its domain is a tree-domain ie. satisfies the following conditions:
$\operatorname{Dom}(t)$ is prefix-closed (i.e. if $\alpha, \beta \in \mathbf{N}_{+}^{*}, \alpha \beta \in \operatorname{Dom}(t)$ then $\left.\alpha \in \operatorname{Dom}(t)\right)$
and not empty,
if $\alpha \in \mathbf{N}^{*}, i, j \in \mathbf{N}, 1 \leqslant i \leqslant j$ ard $\approx j \in \operatorname{Dom}(t)$ then $\alpha i \in \operatorname{Dom}(t)$.
Furthermore we require the following condition which concerns the rank function:

$$
\begin{gather*}
\text { if } t(\alpha)=f \text { of arity } k \geqslant 0 \text { then, for } i \in \mathbf{N}_{+}, \\
\alpha i \in \operatorname{Dom}(t) \text { if and only if } 1 \leqslant i \leqslant k . \tag{1.2.3}
\end{gather*}
$$

We shall use the following terminology and notations:
$=M^{*}(F)$ for the set of all trees over $F$.

- $M(F)$ for the set of finite trees over' $F$, i.e. of trees $t$ having a finite set of nodes $\operatorname{Dom}(t)$.
- First $(t)$ for $t(\varepsilon)$, the label of the root of $t$,
- Oce $f, f$ for $\{\alpha \in \operatorname{Dom}(t) \mid t(\alpha)=f\}$, the set of ocr arrences of $f$ in $t$,
- $t / a$ for the subtree of $t$ issued from node $\alpha$, i.e. the tree $t^{\prime}=\lambda \beta \in \mathbf{N}_{+}^{*} . t(\alpha \beta)$,
- Subtree(t) $=\{t / \alpha \mid \alpha \in \operatorname{Dom}(!)\}$,
$-\boldsymbol{l}=\operatorname{Card}(\mathrm{Dom}(t))$ (an element of $\left.\mathbf{N}_{+} \cup\{\infty\}\right)$ is the size of a tree $t$.


### 1.3. Framples

L.et $F=\left\{c, f, g, h, k, a, b, v_{1}, v_{2}\right\}$ with $\rho(c)=3, \rho(f)=\rho(g)=2, \rho(h)=\rho(k)=1$, $\rho(a)=\rho(b)=\rho\left(c_{1}\right)=\rho\left(c_{2}\right)=0$.

11 Iets he defined as follows:

$$
\begin{aligned}
& s(f)=f, \\
& s(1)=s(11)=k, \quad s(111)=a, \\
& s(2)=h, \quad s(21)=b .
\end{aligned}
$$

It is depicted in Fig. 1.


Fig. 1.
12) Let now t be defined by

$$
\begin{array}{ll}
H E \|=f . & n!=a, \\
H 2^{\prime \prime} & H 2^{\prime \prime} 11=h \quad \text { for all } n \geqslant 1 .
\end{array}
$$

This infinite tree is shown in Fig. 2. The subtree $t / 2$ consists of all the $g$ 's and $b$ 's of $t$.


Fig. 2.
(3) The tree $u$ such that $u\left(1^{n}\right)=h$ for all $n \geqslant 0$ consists of one infinite branch. We identify it with the infinite word $h^{\omega \prime}$. See Nivat [54] and section 5.10.
(4) Our last example will be the tree $w$ of Fig. 3. It can be defined as follows:

$$
\begin{aligned}
& w\left(3^{n}\right)=c, \quad \dot{w}\left(3^{n} 1\right)=v_{1}, \\
& w\left(3^{n} 21^{n}\right)=v_{2}, \quad w\left(3^{n+1} 21^{m}\right)=h \quad \text { for all } n \geqslant m \geqslant 0 .
\end{aligned}
$$



Fig. 3.
$v_{2}$

If we consider $F$ as a set of function symbols, the finite trees over $F$ can be identified with well-formed terms over $F$ and written linearly with commas and parentheses. For instance, the tree $s$ of Fig. 1 can be written

$$
f(k(k(a)), h(b))
$$

From such a notation, one can infer the arities of the symbols $f, k, a, h, b$.
We shall also omit the parentheses surrounding the arguments of monadic (i.e. of arity 1) function symbols; the above tree can also be written

$$
f(k k a, h b) \text { or } f\left(k^{2} a, h b\right) .
$$

Within a proof or a theorem, we shall only write down well-formed trees and terms; hence when declaring "let $t$ be of the form $f\left(t_{1}, t_{2}, \ldots, t_{n}\right) \ldots$ " we also declare that $f$ is of arity $n$. And this allows $n$ to be 0 (in this case $\left(t_{1}, \ldots, t_{n}\right)$ is the empty sequence, i.e. $t=f$ ).

### 1.4. F-magmas, F-algebras

The standard operation defined by a symbol $f$ of $F_{k}, k \geqslant 0$ is the mapping $\bar{f}: M^{*}(F)^{k} \rightarrow M^{x}(F)$ such that $\bar{f}\left(t_{1}, \ldots, t_{k}\right)=t^{\prime}$ where

$$
\begin{aligned}
& f^{\prime}(f)=f, \\
& f^{\prime}(i(x)=t,(\alpha) \quad \text { if } 1 \leq i \leq k,
\end{aligned}
$$

$r^{\prime}(\alpha)$ is undefined otherwise.
The mapping $\bar{f}$ maps $M(F)^{k}$ into $M(F)$. The notation of finite trees with commas and parentheses allows us to write

$$
f\left(t_{1}, \ldots, t_{k}\right)=f\left(t_{1}, \ldots, t_{k}\right),
$$

i.c. to identify $f$ with $f$.

We shall do the same for infinite trees and specify finite or infinite trees by "let $t=f\left(t_{1}, \ldots, t_{k}\right)$ for $\left(t_{1} \ldots, t_{k}\right)$ in $M^{x}(F) \ldots .$.
The definition of the $\bar{f}$ s makes $\boldsymbol{M}(F)$ and $M^{\star}(F)$ into $F$-magmas (equivalently F-algebras [41] but we prefer the former terminology since the terms 'algebra', algebraic are overused in mathematics). We shall not distinguish between the sets of trees M(F) or $M^{x}(F)$ and the associated magmas, and we shall frequently do the same for arnitrary $F$-magmas.
We shall talk of F-homomorphism to specify that the magma structure under consideration is relative to $F$ when this is not completely clear from the context.
If is well known that $M(F)$ is an initial $F$-magma hence the initial $F$-magma. We whall denote by eval, the unique morphism of $M(F)$ into an $F$-magma $A$ (we consider $t$ as a syntactic object denoting the element eval $A_{A}(t)$ of $A$ ).
We shatl refer to the $\bar{f}$ s as the $F$-operations on $M(F)$ (and on $M^{\text {x }}(F)$ ) to conitrast them with other operations to be introduced below.

### 1.5. Basic lemmas

Let us point out some basic facts upon which most proofs and definitions concerning trees are based.

Lemma 1.5.1. Let $t$ and $t^{\prime}$ be trees in $M^{\infty}(F)$ of the forms $t=f\left(t_{1}, \ldots, t_{k}\right), t^{\prime}=$ $g\left(t_{1}^{\prime}, \ldots, t_{l}^{\prime}\right)$. They are equal if and only if $f=g$ (whence $k=l$ ) and $t_{i}=t_{i}^{\prime}$ for all $i=1, \ldots, k$.

The next lemmas hold for $M(F)$ only and follow from its initiality p operty; they will be extended to $M^{\infty}(F)$ in the next section by means of topological and order-theoretical considerations.

Lemma 1.5.2 (Proof by structural induction). In order to prove a property of the form $\forall t \in M(F) . P(t)$, it suffices to prove:
(1) $\forall t \in F_{0} . P(t)$,
(2) $\forall k>0, \forall f \in F_{k}, \forall t_{1}, \ldots, t_{k} \in M(F) . P\left(t_{1}\right)$ and $\ldots$ and $P\left(t_{k}\right) \Rightarrow P\left(f\left(t_{1}, \ldots, t_{k}\right)\right)$.

Lemma 1.5.3 (Definition by structural induction). There exists one and only one' mapping $\varphi: M(F) \rightarrow A$ such that
(1) $\varphi(f)=a(f)$ for all $f \in F_{0}$,
(2) $\varphi\left(f\left(t_{1}, \ldots, t_{k}\right)\right)=b\left(f, \varphi\left(t_{1}\right), \ldots, \varphi\left(t_{k}\right)\right)$ for all $k>0$, all $f \in F_{k}$, all $t_{1}, \ldots, t_{k}$ in $M(F)$ where $a$ and $b$ are given mappings: $F_{0} \rightarrow A$ and $F_{1} \times M(F)^{1} \cup \cdots \cup F_{k} \times M(F)^{k} \cup$ $\cdots \rightarrow$ A respectively.

Proofs. Immediate application of the initiality property to the $F$-magmas $\{u \in$ $M(F) \mid P(u)$ is true $\}$ equipped with the standard operations for Lemma 1.5.2 and $A$ equipped with $F$-operations obviously constructed from $a$ and $b$ for Lemma 1.5.3.

Notations 1.5.4. For $T \subseteq M^{\infty}(F)$ and $G \subseteq F$ we denote by $G(T)$ the set of trees of the form $f\left(t_{1}, \ldots, t_{n}\right)$ for $f \in G$ and $t_{1}, \ldots, t_{n} \in T$ and by $M(G, T)$ the least sub- $G$-magma of $M^{\infty}(F)$ which contains $T$.

### 1.6. Representations of trees by languages

The definitions given in Section 1.2 show that a tree $t$ can be represented i.e. completely defined by an indexed family of languages ( $\operatorname{Occ}(j, t))_{f \in F}$ which reduces to a tuple if the number of symbols of $F$ occurring in $t$ is finite, or by the single language $L(t)=\{\alpha f \mid \alpha \in \mathbf{O c c}(f, t), f \in F\} \subseteq \mathbf{N}^{*} F$.

Another representation bas been defined by Rosen [63], and investigated in depth by Courcelle [15]. One represents a tree $t$ by the language Brch(t) of its branches which is defined as follows.

A new alphabet $\bar{F}$ is associated with $F$ by

$$
\bar{F}=\{[f, i] \mid f \in F, 1 \leqslant i \leqslant \rho(f)\} \cup F_{0} .
$$

Let $t$ be a tree in $M^{\infty}(F)$.
For every $a \in F_{0}$, every $\alpha \in \operatorname{Occ}(a, t)$, let $\bar{\alpha}$ be the word

$$
\overline{\boldsymbol{a}}=\left[f_{1}, i_{1}\right]\left[f_{2}, i_{2}\right] \ldots\left[f_{n}, i_{n}\right] a
$$

where

$$
\alpha=i_{1} i_{2} \ldots i_{n}, \quad f_{i}=t\left(i_{1} i_{2} \ldots i_{j-1}\right) \quad \text { for } 1 \leqslant j \leqslant n
$$

Then we define Brch(!) as the set of all such words $\bar{\alpha}$.
Note in particular that $\operatorname{Brch}(t)=\emptyset$ if $t$ has no occurrence of any symbol in $F_{0}$.
Hence Breh(t) does not represent all infinite trees, but only the locally finite ones lin the sense of [15]). The set

$$
\begin{gathered}
M^{1 s c}(F)=\left\{t \in M^{\alpha}(F) \mid \text { for all } \alpha \text { in } \operatorname{Dom}(t),\right. \text { there exists } \\
\left.\beta \text { such that } t(\alpha \beta) \in F_{0}\right\}
\end{gathered}
$$

is the set of locally finite trees.
Note that $M(F) \subsetneq M^{10 c}(F)$.
In certain circumstances, it is useful to be able to describe the infinite branches of treos.

If $\ell \in M^{x}(F)$ and $\alpha$ is an infinite word in $N_{+}^{\omega}$ every finite prefix of which is in Dom( $t$, then we associate with $\alpha$ the infinite word $\bar{\alpha}$ of $\bar{F}^{\omega}$ such that

$$
\begin{aligned}
& \dot{\alpha}=\left[f_{1}, i_{1}\right]\left[f_{2}, i_{2}\right]\left[f_{3}, i_{3}\right] \ldots\left[f_{n}, i_{n}\right] \ldots, \\
& \alpha=i_{1} i_{2} i_{3} \ldots i_{n} \ldots, \\
& f_{1}=t\left(i_{1} i_{2} \ldots i_{i-1}\right) \quad \text { for all } j \geqslant 1
\end{aligned}
$$

Wi let Bree:"'(t) denote the set of all such infinite words $\bar{\alpha}$ and we let

$$
\operatorname{Brch}^{x}(t)=\operatorname{Brch}(t) \cup \operatorname{Brch}^{\omega}(t) .
$$

Proposition 1.6.2 below shows that $\operatorname{Brch}^{\infty}(t)$ uniquely defines $t$ in all cases.
Those who do not like infinite words can use instead of $\operatorname{Brch}^{\infty}(t)$ the language PBrcht $t$ ) consisting of all the finite prefixes of all words in $\operatorname{Brch}^{\infty}(t)$ (so that Brchitic PBrchif).

Example 1.6.1. Let us use the trees of Example 1.3.

$$
\text { : } \begin{aligned}
\text { is } \quad & I: s)=\{f, 1 k, 11 k, 111 a, 2 h, 21 b\}, \\
& \operatorname{Brch}(s)=\left\{f_{1} k k a, f_{2} h b\right\}
\end{aligned}
$$

"We use $f$, for $[f, i]$ when $\rho(f) \geqslant 2$ and $f$ for $[f, 1]$ when $\rho(f)=1$ in our examples for move clarity.

$$
\text { Brch }{ }^{\prime \prime \prime}(s)=0 .
$$

$$
\begin{equation*}
\operatorname{Brch}(t)=\left\{f_{1} a, f_{2} g_{2}^{n} g_{1} b \mid n \geqslant 0\right\} . \tag{2}
\end{equation*}
$$

Note that $t$ is locally finite. Its language of branches is regular. We shall see that $t$ is a regular tree.

$$
\begin{align*}
& L(u)=\left\{1^{n} h \mid n \geqslant 0\right\},  \tag{3}\\
& \operatorname{Brch}(u)=\emptyset \\
& \operatorname{Brch}^{\infty}(u)=\operatorname{Brch}^{\omega}(u)=\{h h h \ldots\}=\left\{h^{\omega}\right\} .
\end{align*}
$$

This tree is not locally finite. It is also a regular tree.

$$
\begin{equation*}
\operatorname{Brch}(w)=\left\{c_{3}^{n} c_{1} v_{1}, c_{3}^{n} c_{2} h^{n} v_{2} \mid n \geqslant 0\right\} . \tag{4}
\end{equation*}
$$

This tree is locally finite. Its language of branches is context-free. We shail see that $w$ is an algebraic tree.

Proposition 1.6.2. For $t, t^{\prime}$ in $M^{\infty}(F)$ :
(1) $t=t^{\prime}$ if and only if $L(t)=L\left(t^{\prime}\right)$,
(2) $t=t^{\prime}$ if and only if $\operatorname{Brch}^{\infty}(t)=\operatorname{Brch}^{\infty}\left(\dot{\xi}^{\prime}\right)$,
(3) $t=t^{\prime}$ if and only if $\operatorname{PBrch}(t)=\operatorname{PBrch}\left(t^{\prime}\right)$,
(4) if $t \in M^{\operatorname{loc}}(F)$, then $t=t^{\prime}$ if and only if $\operatorname{Brch}(t)=\operatorname{Brch}\left(t^{\prime}\right)$.

It follows that each family $o^{i}$ languages $\mathscr{C}$ naturally defines three families of trees:

$$
\begin{aligned}
& L(\mathscr{C})=\left\{t \in M^{\infty}(F) \mid L(t) \in \mathscr{C}\right\}, \\
& P(\mathscr{C})=\left\{t \in M^{\infty}(F) \mid \operatorname{PBrch}(t) \in \mathscr{C}\right\}, \\
& B(\mathscr{C})=\left\{t \in M^{\operatorname{loc}}(F) \mid \operatorname{Brch}(t) \in \mathscr{C}\right\}
\end{aligned}
$$

Certain classes of trees can be characterized in this way (see Sections 4.11 and 5.5 and Damm [30]).

### 1.7. Flowchart schemes and infinite trees

Consider the flowchart scheme $S$ of Fig. 4. Its infinite unlooping yields the tree of Fig. 2.

An interpretation $I$ for $S$ is an object $\mathbf{I}=\left\langle D_{\mathbf{I}}, f_{\mathbf{1}}, g_{\mathbf{1}}, a_{\mathbf{I}}, b_{\mathbf{1}}\right\rangle$ consisting of - a nonempty set $D_{\mathbf{1}}$,

- partial mappings $a_{1}, b_{1}: D_{1^{m}} D_{1}$,
- partial mappings $f_{1}, g_{1}: D_{1}-D_{1} \times\{1,2\}$ (the 1 and 2 correspond respectively to the left and right exits of actions $f$ and $g$ ).
There corresponds to $S$ and I a partial mapping $S_{1}: D_{1} \rightarrow D_{1}$ defined by $S_{1}(d)=d^{\prime}$ if and only if there exists a sequence $d_{0}, d_{1}, d_{2}, \ldots, d_{n}$ of elements of $D_{1}$ with $d_{11}=d$, $d_{n}=d^{\prime}$, which corresponds to a computation of $S$ in I.


Fig. 4.
We do not formally define a computation but we give a typical example for the above scheme $S$ :

$$
\left(d_{0}, d_{1}, d_{2}, d_{3}, d_{4}, d_{5}\right)
$$

where

$$
\begin{array}{ll}
f_{\mathbf{1}}\left(d_{0}\right)=\left(d_{1}, 2\right), & g_{1}\left(d_{1}\right)=\left(d_{2}, 2\right) \\
g_{\mathbf{1}}\left(d_{2}\right)=\left(d_{3}, 2\right), & g_{\mathbf{1}}\left(d_{3}\right)=\left(d_{5}^{\prime}, 1\right),
\end{array} \quad b_{1}\left(d_{4}\right)=d_{5} .
$$

Note that $f_{\mathbf{I}}$ and $g_{\mathbf{I}}$ are not only 'tests' since they can modify their data (see the interpretation I defined below).

Let $P$ be the following program (with integer variables):

```
begin \(x \leftarrow x+3\);
    \(y \leftarrow 2 x+7 ;\)
    if \(x \leqslant y\)
    then \(y \leftarrow 27 x+3\);
    else begin do \(x \leftarrow x-8\);
        \(y \leftarrow 10 x ;\)
            until \(x \leqslant 0\)
            od;
            \(x \leftarrow 82 y\);
            \(y \leftarrow 0\);
        er.d
    fi
end
```

We do not claim that $P$ computes anything interesting, but we chose it only as an example.

It 'corresponds' to the pair ( $S, I$ ) consisting of flowchart scheme $S$ and interpretation I defined as follows:

$$
\begin{aligned}
& \boldsymbol{D}_{\mathrm{I}}=\mathbf{Z}^{\mathbf{2}} \text {. } \\
& a_{1}((x, y))=\left(x^{\prime}, y^{\prime}\right) \quad \text { with } y^{\prime}=27 x+3 \text { and } x^{\prime}=x \text {, } \\
& b_{1}((x, y))=\left(x^{\prime}, y^{\prime}\right) \quad \text { with } x^{\prime}=82 y \text { and } y^{\prime}=0, \\
& f_{1}((x, y))=\left(\left(x^{\prime}, y^{\prime}\right), i\right) \quad \text { if } x^{\prime}=x+3, y^{\prime}=2 x^{\prime}+7 \text { and } i=1 \text { if } x^{\prime} \leqslant y^{\prime}, i=2 \text { if } \\
& y^{\prime}<x^{\prime}, \\
& \text { equivalently, if } x^{\prime}=x+3, y^{\prime}=2 x+13 \text { and } i=1 \text { if } \\
& x \geqslant-10, i=2 \text { if } x<-10 \\
& g_{\mathbf{1}}((x, y))=\left(\left(x^{\prime}, y^{\prime}\right), i\right) \quad \text { with } x^{\prime}=x-8, y^{\prime}=10 x^{\prime} \text { and } i=1 \text { if } x^{\prime} \leqslant 0, i=2 \\
& \text { if } x^{\prime}>0 \text {, } \\
& \text { equivalently if } x^{\prime}=x-8, y^{\prime}=10 x-80 \text { and } i=1 \text { if } \\
& x \leqslant 8, i=2 \text { if } x>8 \text {. }
\end{aligned}
$$

By 'corresponds’ we mean in particular that the function computed by $P$ is $S_{\mathbf{1}}$.
The tree of Fig. 2, let us call it $t(S)$, can also be seen as an 'infinite' flowchart scheme from which a partial function $t(S)$ can be defined as for finite schemes.

The two main facts are the following ones:
(1) $S_{1}=t(S)$, for all interpretations I,
(2) for any two schemes $S$ and $S^{\prime}: S_{1}=S_{1}^{\prime}$ for all interpretations I, i.e. $S$ and $S^{\prime}$ are equivalent, if and only if $t(S)=t\left(S^{\prime}\right)$.

This model of computation has been introduced by Elgot [32, 33]. Infinite trees have been used by Cousineau [28, 29], Casteran [13] and Enjalbert [36] in order to study programs, their proofs and transformations in terms of program schemes.

### 1.8. Recursive program schemes and infinite trees

Let us consider the following (fancy) recursive definition:

$$
K\left(x_{1}, x_{2}\right)=\text { if } x_{1}=x_{2} \text { then } x_{1}+3 \text { else } 18 \cdot K\left(x_{1}, x_{2}-1\right)
$$

It can be considered as an instance of the following recursive program scheme:

$$
\varphi\left(v_{1}, v_{2}\right)=c\left(v_{1}, v_{2}, \varphi\left(v_{1}, h\left(v_{2}\right)\right)\right)
$$

for the interpretation $I=\left\langle D_{1}, c_{1}, h_{1}\right\rangle$ consisting of a domain $D_{\mathbf{I}}=\mathbf{Z} \cup\{\perp\}$ ( $\perp$ means 'undefined') and functions

$$
\begin{aligned}
& c_{1}=\lambda x, y, z \in D_{1}[\text { if } x=y \text { then } x+3 \text { else } 18 z], \\
& h_{1}=\lambda x \in D_{1} \cdot[x-1]
\end{aligned}
$$

which give meaning to the function symbols $c$ and $h$.
A formal computation of $\varphi$ i.e. a infinite unfolding of the recursion leaving $c$ and $h$ unevaluated yields the infinite tree of Fig. 3, let us denote it by $t\left(\varphi\left(v_{1}, v_{2}\right)\right)$.

We can consider it as an infinite well-formed expression denoting the function computed by $\varphi$ in every interpretation. As in the case of flowcharts:
(1) $K=\varphi_{1}$, the function computed by $\varphi$ in I and this function can be defined from $t\left(\varphi\left(v_{1}, v_{2}\right)\right)$,
(2) for any two recursive program schemes $\varphi\left(v_{1}, v_{2}\right)$ and $\varphi^{\prime}\left(v_{1}, v_{2}\right)$, the functions $\varphi_{1}$ and $\varphi_{I}^{\prime}$ are the same for all interpretations I, i.e. $\varphi$ and $\varphi^{\prime}$ are equivalent, if and only if $t\left(\varphi\left(v_{1}, v_{2}\right)\right)=t\left(\varphi^{\prime}\left(v_{1}, v_{2}\right)\right)$.
These facts are investigat $\epsilon$ in depth in many works by Courcelle, Nivat, Guessarian [24, 25, 44, 53).

It is useful to relativize the equivalence of program schemes to classes of interpretations in order to get closer to the equivalence of programs. Classes of interpretations for these kinds of program schemes are investigated in [11, 18, 22, $24,25,39,44]$.

## 2. Topological and order-theoretical properties of trees

We show that the set of infinite trees can be considered as a compact metric space and also as a complete partial order. In both cases an infinite tree can be considered as the limit (in some sense) of a sequence of finite trees and this allows to extend 'continuous' mappings from finite trees to infinite ones.

Hence a double theory of infinite trees can be developed either in the framework of topology or in that of the theory of ordered sets. In particular two universal characterizations of the $F$-magma of infinite trees can be given.

Since the intreduction of infinite trees has been motivated by studies in semantics of programming languages (via program schemes) the order-theoretical approach has been developed first. It seems better suited for semantics (but this was not the opinion of Elgot since his theory of monadic computations [32] avoids orderings: Arnold and Nivat also avoid orderings in [2]).

In the present paper where we investigate sintactical properties of trees, both of them are useful.

### 2.1. Contracting magmas

Let $(E, d)$ be a metric space. For $f: E \rightarrow E$ let us denote by $\|f\|$ the least upper bound of $\left.d\left(f(x), f\left(x^{\prime}\right)\right) / d\left(x, x^{\prime}\right) \mid x, x^{\prime} \in E, x \neq x^{\prime}\right\}$. A mapping $f: E \rightarrow E$ is contracting if there exists a real number $c, 0 \leqslant c<1$ such that, for all $x, x^{\prime}$ in $E$,

$$
d\left(f(x), f\left(x^{\prime}\right)\right) \leqslant c \cdot d\left(x, x^{\prime}\right)
$$

i.e. if $\|f\|<1$.

A contracting mapping is uniformly continuous. For $k \geqslant 2$ we shall also denote by $d$ the distance on $E^{k}$ which is defined by

$$
d^{\prime}\left(\left(t_{1}, \ldots, t_{k}\right),\left(t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right)\right)=\boldsymbol{\operatorname { M a x }}\left\{d\left(t_{i}, t_{i}^{\prime}\right) \mid 1 \leqslant i \leqslant k\right\} .
$$

An $F$-magma $A=\left\langle A,\left(f_{A}\right)_{r \in F}\right\rangle$ is contracting if
(1) $\boldsymbol{A}$ is a complete metric space with distance $d_{A}$,
(2) $d_{A}(x, y) \leqslant 1$ for all $x, y \in A$,
(3) $f_{A}$ is contracting for all $f$ in $F$ and
(4) $\left.\|A\|=\operatorname{Sup}\| \| f_{A} \| \mid f \in F\right\}<1$.

A morphism of contracting $F$-magmas is a morphism of $F$-magmas which is uniformly continuous.

We recall a well-known theorem which justifies our interest in contracting mappings:

Fix-point Theorem 2.1.1. Let E be a compicte metric space. Every contracting mapping $f: E \rightarrow E$ has a unique fix-point.

Proof. We are to show the existence and unicity of $x$ in $E$ such that $f(x)=x$.
Assume we have two such fix-points $x$ and $x^{\prime}$. Then $d\left(x, x^{\prime}\right)=d\left(f(x), f\left(x^{\prime}\right)\right)$ since $x$ and $x^{\prime}$ are fix-points and $d\left(f(x), f\left(x^{\prime}\right)\right) \leqslant c . d\left(x, x^{\prime}\right)$ since $f$ is contracting. Hence $d\left(x, x^{\prime}\right)=0$ and $x=x^{\prime}$. For the existence, let $x_{0}$ be any element of $E$. Let $x_{n}=f^{\prime \prime}\left(x_{0}\right)$. We have

$$
\begin{aligned}
d\left(x_{n+1}, x_{n}\right) & \leqslant c^{\prime \prime} \cdot d\left(x_{1}, x_{0}\right) \\
d\left(x_{m+n}, x_{n}\right) & \leqslant c^{\prime \prime}\left(c^{\prime \prime-1}+c^{\prime \prime}=+\cdots+1\right) d\left(x_{1}, x_{0}\right) \\
& \leqslant c^{\prime \prime}(1-c)^{\prime} \cdot d\left(x_{1}, x_{0}\right)
\end{aligned}
$$

hence $\left(x_{n}\right)_{n-0}$ is a Cauchy sequence. 't has a limit $x$ and $x=f(x)$, by continuity. $\square$

## 2.2. $M^{x}(F)$ as a metric space

Let $t$ and $t^{\prime}$ be two elements of $M^{\infty}(F)$. Let us define

$$
\delta\left(t, t^{\prime}\right)= \begin{cases}\infty & \text { if } t=t^{\prime}, \\ \operatorname{Min}\left\{\mid \alpha \| \alpha \in \operatorname{Dom}(t) \cap \operatorname{Dom}\left(t^{\prime}\right), t(\alpha) \neq t^{\prime}(\alpha)\right\} & \text { if } t \neq t^{\prime}\end{cases}
$$

Finally we let

$$
d\left(t, t^{\prime}\right)= \begin{cases}0 & \text { if } t=t^{\prime} \\ 2 & \text { n. } \left., t^{\prime}\right) \\ \text { if } t \neq t^{\prime}\end{cases}
$$

It is easy to show that $d$ is a distance on $M^{\infty}(F)$ making it into a complete metric space $[3,9,5]$. This distance is even ultrametric. It is essentially the same as the distance that one puts on the ring of formal power series.

Note that $d\left(t, t^{\prime}\right) \leqslant 1$ for all $t, t^{\prime}$ in $M^{\infty}(F)$.
It can be shown that $M^{\infty}(F)$ is compact if and only if $F$ is finite, that $M(F)$, the set of finite trees is a dense subset of $M^{\infty}(F)$ and that $M^{\infty}(F)$ is the topological completion of $M(F)$ (Mycielski and Taylor [52], Arnold and Nivat [3]).

Proposition 2.2.1. Every uniformly continuous mapping: $M(F)^{k} \rightarrow E$ where $E$ is complete extends uniquely into a uniformly continuous mapping: $M^{\infty}(F)^{k} \rightarrow E$.

Remark. This also applies to a property $P(t)$ for $t$ in $M^{\infty}(F)$ such that
(1) $\quad \forall t \in M(F) \cdot P(t)$
(see Lemma 1.5.2) and which is continuous in the sense that
(2) if $t=\operatorname{Lim}_{n \rightarrow \infty} t_{n}$ where $t, t_{0}, \ldots, t_{n}, \ldots, \in M^{\infty}(F)$ and $\forall n \in \mathbf{N} . P\left(t_{n}\right)$ holds then $P(t)$ holds too.
(i.e. which defines a continuous mapping from $\boldsymbol{M}^{\infty}(F)$ into the discrete space \{true, false\}).

From (1) and (2) one can conclude that $P(t)$ holds for all $t$ in $M^{x}(F)$.
Let us now consider the $F$-operations on $M^{\infty}(F)$.
The mappings $\bar{f}: M^{\infty}(F)^{k} \rightarrow M^{\infty}(F)$ are contracting (with $\|f\|=\frac{1}{2}$ if $\rho(f) \geqslant 1$, $\|f\|=0$ if $\rho(f)=0)$ hence

Proposition 2.2.2. $M^{\infty}(F)$ is a contracting $F$-magma.
Let us answer to the natural question:
Proposition 2.2.3. $M^{\infty}(F)$ is the initial contracting F-magma.
Proof. See Bloom and Patterson [9] where a very similar result is proved. 7
Remark 2.2.4. The hypothesis that $\operatorname{Sup}\left\{\left\|f_{A}\right\| \mid f \in F\right\}<1$ that we made in the definition of a contracting $F$-magma is essential to insure Proposition 2.2.3.

This hypothesis is not made in [9]. It follows that $M^{\infty}(F)$ is initial (in the corresponding category) if and only if $F-F_{0}$ is finite and that there is no initial object if $F-F_{0}$ is infinite.

Proposition 2.2.3 says that a tree $t$ in $\boldsymbol{M}^{x}(F)$ can be seen as a syntactic object denoting an element of $A$, where $A$ is a contracting $F$-magma. We denote it by eval $_{A}(t)$. Hence we also denote by eval ${ }_{A}$ the unique uniformly continuous extension to $M^{x}(F)$ of the mapping eval $: ~: M(F) \rightarrow A$ defined in Section 1.4).

### 2.3. Complete magmas

An $\omega$-complete $F$-magma $A$ is an $F$-magma equipped with a partial order $\leqslant A$ such that
(1) $A$ has a least element.
(2) every countable directed subset $B$ (equivalently every increasing sequerce) has a least upper bound $\operatorname{Sup}(B)$, and
(3) the functions $f_{A}$ 's are monotone and $\omega$-continuous (i.e. preserve the Sup's of countable directed subsets).

Hence this concept coincides with that of $\omega$-continuous $F$-algebra introduced in [41].

We call $\boldsymbol{A}$ complete if the least upper bounds are taken with respect to arbitrary directed sets in (2) and (3).

All properties we shall state below hold for both completeness concepts. The $\omega$-completeness will be sufficient for dealing with trees.

We refer the reader to $[26,70]$ for more details about partial orders and other possible concepts of completeness.

It is certainly not necessary to give the proof of the following well-known theorem:
Tarski fix-point theorem 2.3.1. Let $E$ be an $\omega$-complete partial order with least element $e$; let $f: E \rightarrow E$ be $\omega$-continuous. The element $u_{0}=\operatorname{Sup}\left\{f^{\prime \prime}(e) \mid n \geqslant 0\right\}$ of $E$ is the least fix-point of $f$ in $E$ and also, the least solution in $E$ of the inequation $f(u) \leqslant u$.

We shail denote $u_{0}$ by $\mu x . f(x)$.
This applies to systems of equations since a system $S=$ $\left\langle x_{i}=f_{i}\left(x_{1}, \ldots, x_{n}\right) ; 1 \leqslant i \leqslant n\right\rangle$ where $x_{i} \in E_{i}$ for $1 \leqslant i \leqslant n$ can be considered as a single equation $x=f(x)$ to be solved in $E_{1} \times E_{2} \times \cdots \times E_{n}$ with $f\left(\left(d_{1}, \ldots, d_{n}\right)\right)=$ $\left(f_{1}\left(d_{1}, \ldots, d_{n}\right), \ldots, f_{n}\left(d_{1}, \ldots, d_{n}\right)\right)$ for all $d_{1}$ in $E_{1}, \ldots, d_{n}$ in $E_{n}$.

Another fundamental lemma is the following one.
Lemma 2.3.2 (Bekič [4], Leszcylowski [50]). Let $E$ and $E^{\prime}$ be two $\omega$-complete partial orders, let $f: E \times E^{\prime} \rightarrow E$ and $g: E \times E^{\prime} \rightarrow E^{\prime}$ be $\omega$-continuous.
(1) The mapping $h: E^{\prime} \rightarrow E$ defined by $h(y)=\mu x . f(x, y)$ is $\omega$-continuous.
(2) The two systems $S=\langle x=f(x, y), y=g(x, y)\rangle \quad$ and $\quad S^{\prime}=\langle x=h(y)$, $y=g(h(y), y)\rangle$ have the same least solution in $E \times E^{\prime}$.

In other words the least solution $\left(x_{0}, y_{0}\right)$ of $S$ can be defined by $y_{0}=\mu y . g(h(y), y)$ and $x_{0}=h\left(y_{0}\right)=\mu x . f\left(x, y_{0}\right)$.

Proof. Part (1) follows from the fact that $h$ is the least upper bound of the sequence of $\omega$-continuous functions $h_{1,}, n \geqslant 0$ such that

$$
h_{n}(y)=f\left(f\left(f\left(\ldots, f\left(e^{\prime}, y\right), \ldots, y\right) y\right)\right)
$$

(with $n$ occurrences of $f$ ).
Let us sketch the proof of part (2).
Let $y_{1}=\mu y . g\left(h\left(y^{\prime}\right), y\right)$. It is easy to verify that $\left(h\left(y_{1}\right), y_{1}\right)$ is a solution of $S$, hence $\left(x_{0}, y_{0}\right) \leqslant\left(h\left(y_{1}\right), y_{1}\right)$.

Since $\left(x_{0}, y_{0}\right)$ is a solution of $S, x_{0}=f\left(x_{0}, y_{0}\right)$ hence $h\left(y_{0}\right) \leqslant x_{0}$ by definition of $h$. Hence $g\left(h\left(y_{0}\right), y_{0}\right) \leqslant g\left(x_{0} . v_{0}\right)=y_{0}$. Hence $y_{1}=\mu y . g(h(y), y) \leqslant y_{0}$. Since $h$ is monotone, $h\left(y_{1}\right) \leqslant h\left(y_{0}\right) \leqslant x_{0}$. Henc: $\left(h\left(y_{1}\right), y_{1}\right) \leqslant\left(x_{0}, y_{0}\right)$.

Hence we have shown that $\left(x_{0}, y_{0}\right)=\left(h\left(y_{1}\right), y_{1}\right)$.

## 2.4. $M_{\Omega}^{\infty}(F)$ as an $\omega$-complete partial order

Let $F$ be a ranked alphabet. Let $\Omega$ be a new symbol of arity 0 that we add to $F$.
For any complete $F$-magma $A$ we shall define the value $\boldsymbol{\Omega}_{A}$ of $\Omega$ as the least element of $A$.

Since $\Omega$ will play a special role, we shall use the notations

$$
M_{\Omega}(F) \text { fo: } M(F \cup\{\Omega\}) \quad \text { and } \quad M_{\Omega}^{\infty}(F) \text { for } M^{\infty}(F \cup\{\Omega\}) .
$$

We define a partial order on $M_{\Omega}^{\infty}(F)$ denoted by $\leqslant$ as follows:

$$
\begin{array}{ll}
t \leqslant t^{\prime} & \text { if and only if } \operatorname{Dom}(t) \subseteq \operatorname{Dom}\left(t^{\prime}\right) \text { and for all } \alpha \text { in } \operatorname{Dom}(t) \text {, if } t(\alpha) \neq \Omega \\
\text { then } t^{\prime}(\alpha)=t(\alpha)
\end{array}
$$

It is fairly easy to show that $\leqslant$ is a partial order, that $\Omega$ is the least element of $M_{\Omega}^{\infty}(F)$ with respect to $\leqslant$.

Every directed subset $A$ of $M_{\Omega}^{\infty}(F)$ has a least upper bound, $a=\operatorname{Sup}(A)$ in $M_{\Omega}^{\infty}(F)$ defined by

$$
\operatorname{Dom}(a)=\bigcup\{\operatorname{Dom}(t) \mid t \in \boldsymbol{A}\},
$$

and for all $\alpha$ in $\operatorname{Dom}(a)$,

$$
a(\alpha)= \begin{cases}f \in F & \text { if } t(\alpha)=f \text { for some } t \text { in } A \\ \Omega & \text { if } t(\alpha)=\Omega \text { for all } t \text { in } A \text { such that } \alpha \in \operatorname{Dom}(t) .\end{cases}
$$

The mappings $\bar{f}$ are monotone and $\omega$-continuous hence we can conclude that $M_{\Omega}^{\infty}(F)$ is an $\omega$-complete $F$-magma (in fact a complete $F$-magma as well).

The following proposition is analogous to Proposition 2.2.3:
Proposition 2.4.1 ([41]). $M_{\Omega}^{\infty}(F)$ is the initial $\omega$-complete $F$-magma.
Proposition 2.4.2. Let $E$ be an $\omega$-complete partial order. Every monotone mapping $h: M_{\Omega}(F)^{k} \rightarrow E$ can be uniquely extended into an $\omega$-continuous mapping: $M_{\Omega}^{\infty}(F)^{k} \rightarrow$ E.

Hence, if $A$ is an $\omega$-complete $F$-magma the monotone mapping eval ${ }_{A}: M_{\Omega}(F) \rightarrow A$ extends uniquely to $M_{\Omega}^{\infty}(F)$. We also denote by eval ${ }_{A}$ its extension. This means that a tree $t$ in $M_{\Omega}^{\infty}(F)$ denotes an element $\left(\right.$ eval $\left._{A}(t)\right)$ of $A$.

Remark 2.4.3. Let us call a property $P(t)$ of trees in $M_{\Omega}^{\infty}(F) \omega$-continuous if $P(t)$ is true whenever it is true for all element of an increasing sequence $t_{n}$ in $\boldsymbol{M}_{\Omega}^{\infty}(F)$ with least upper bound $t$ (i.e. if $P$ is monotone and $\omega$-continuous as a mapping: $M_{\Omega}^{\infty}(F) \rightarrow\{$ true, false $\}$ with false<true).

If $P$ is $\omega$-continuous, in order to establish $\forall t \in M_{n}^{x}(F), P(t)$, it suffices to establish the validity of

$$
\forall t \in M_{\Omega}(F) . P(t)
$$

for instance by structural induction (Lemma 1.5.2).

Let us close this section with a convention: the words 'continuous' and 'complete' will refer to the topological approach whereas ' $\omega$-continuous' and ' $\omega$-complete' will refer to the order-theoretical one.

## 3. Substitutions

By introducing variables we shall make trees denote functions and not only values as we did up to now.

Then we shall define the first-order substitution, i.e. the substitution of trees for variables in other trees as a syntactic counterpart of the composition of functions and we shall state its basic properties.

We shall also introduce the second-order substitution, i.e. the substitution of trees for function symbols in trees. This corresponds to replacing a function name by its definition everywhere it occurs in some tree.

When reducing trees to words (if $\rho(f)=1$ for all $f$ in $F$ ) the first-order substitution reduces to the concatenation of words whereas the second-order one reduces to the homomorphism.

We shall use (possibly infinite) ranked alphabets $F$ and $G$, not necessarily disjoint or distinct.

### 3.1. Trees with variables

Let $V$ be a set of variables i.e. of symbols of arity 0 . By using them together with $F$ we can define the following sets of trees:

$$
\begin{array}{ll}
M(F \cup V) & \text { also denoted by } M(F, V) \\
M^{\infty}(F \cup V) & \text { also denoted by } M^{\infty}(F, V)
\end{array}
$$

and similarly for $M_{\Omega}(F, V)$ and $M_{\Omega}^{\infty}(F, V)$.
When using the notation $M^{\infty}(F \cup V)$ we use the elements of $V$ as constants, wheras ue emphasize their special role (see below) when we use the notation $M^{\infty}(F, V)$.

If we need an enumeration of $V$ we shail take $V=\left\{v_{1}, v_{2}, v_{3}, \ldots, v_{n}, \ldots\right\}$, $V_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ and $V_{0}=\emptyset$.

Alternative sets of variables will be $W, X, Y$.
For $t$ in $M^{\infty}(F, V)$ we define $\operatorname{Var}(t)$, the set of variables from $V$ occurring in $t$, i.e. $\operatorname{Var}(t)=\{v \in V \mid \operatorname{Occ}(v, t) \neq \emptyset\}$.

### 3.2. Derived operators

Let $\boldsymbol{A}$ be an $\boldsymbol{F}$-magma.
It is clear that a tree $t$ in $M\left(F, V_{k}\right)$ can be seen as denoting a mapping: $A^{k} \rightarrow A$. Such a mapping is called a derived operator (derived from the $F$-operators) and is denoted by $^{\operatorname{derop}_{A}(t) \text {. }}$

The mapping $\operatorname{derop}_{A}(t)$ can be defined 'point-wise' as follows:

$$
\begin{align*}
& \operatorname{derop}_{A}(t)\left(a_{1}, \ldots, a_{k}\right)=\operatorname{eval} A_{A}(t), \\
& A^{\prime}=\left\langle\boldsymbol{A},\left(f_{A}\right)_{f \in F},(\bar{v})_{v \in v_{k}}\right\rangle,  \tag{3.2.1}\\
& \bar{v}_{i}=a_{i} \quad \text { for } i=1, \ldots, k,
\end{align*}
$$

or 'globally' by structural induction:
$\operatorname{derop}_{A}\left(v_{i}\right)$ is the $i$ th projection: $A^{k} \rightarrow A$,
$\operatorname{derop}_{A}(f)$ is the constant function equal to $f_{A}$ for $f \in F_{0}$,
$\operatorname{derop}_{A}\left(f\left(t_{1}, \ldots, t_{n}\right)\right)=f_{A} \circ\left(\operatorname{derop}_{A}\left(t_{1}\right), \ldots, \operatorname{derop}_{A}\left(t_{n}\right)\right)$.

Definition (3.2.1) says that $M\left(F, V_{k}\right)$ is the free $F$-magma generated by $V_{k}$. It could easily be extended to the case of an infinite set of variables $V$ instead of $V_{k}$, showing the existence of a mapping

$$
\operatorname{derop}_{A}(t): A^{V} \rightarrow A
$$

for all $t$ in $M(F, V)$.
It could also be extended to the case of an $\omega$-complete $F$-magma $A$ and $t$ in $M_{\Omega}^{\infty}(F, V)$ since the corresponding $F$-magma $A^{\prime}$ is also $\omega$-complete and eval $A$ is also defined (see Section 2.4) and in the case of a contracting $\boldsymbol{F}$-magma $\boldsymbol{A}$ for the same reasons (see Section 2.2). The notation derop A will be used in these two extensions. These remarks can be summarized as follows.

Proposition 3.2.3. (1) $M(F, V)$ is the free $F$-magma generated by $V$.
(2) $M^{\infty}(F, V)$ is the free contracting $F$-magma generated by $V$.
(3) $M_{a}^{x}(F, V)$ is the free $\omega$-complete $F$-magmed generated $b y V$.

Definition (3.2.2) uses an $\left(F \cup V_{k}\right)$-magma structure on $\left(A^{k} \rightarrow A\right)$, the set of total mappings: $A^{k} \rightarrow A$, with $v_{i}$ denoting the $i$ th projection and $f$ denoting $\lambda g_{1}, g_{2}, \ldots, g_{n} \in\left(A^{k} \rightarrow A\right) \cdot f_{A} \circ\left(g_{1}, \ldots, g_{n}\right)$. Hence it is based on the fact that $M\left(F, V_{k}\right)=M\left(F \cup V_{k}\right)$, the initial $\left(F \cup V_{k}\right)$-magma.

By defining $d^{\prime}\left(\alpha, \alpha^{\prime}\right)=\operatorname{Sup}\left\{d\left(\alpha\left(a_{1}, \ldots, a_{i}\right), \alpha^{\prime}\left(a_{1}, \ldots, a_{k}\right)\right) \mid a_{1}, \ldots, a_{k} \in A\right\}$ we make ( $A^{k} \rightarrow A$ ) into a contracting ( $F \cup V_{k}$ )-magma if $A$ is contracting.

By defining $\alpha \leqslant \alpha^{\prime}$ iff $\alpha\left(a_{1}, \ldots, a_{k}\right) \leqslant \alpha^{\prime}\left(a_{1}, \ldots, a_{k}\right)$ for all $a_{1}, \ldots, a_{k}$ we make it into an $\omega$-complete $F$-magma if $A$ is $\omega$-complete.

We can now state:
Proposition 3.2.4. (1) If $A$ is an $F$-magme, derop, is the unique i $F$ $V_{k}$-homomorphism: $M\left(F, V_{k}\right) \rightarrow\left(A^{k} \rightarrow A\right)$.
(2) If $A$ is a contracting $F$-magma, derop ${ }_{A}$ is the unique ( $F \cup V_{k}$ )-homomorphism (of contracting magmas): $M^{x}\left(F, V_{k}\right) \rightarrow\left(A^{k} \rightarrow A\right)$.
(3) If $A$ is an $\omega$-complete $F$-magma, deropa is the unique $\omega$-continuous ( $F \cup$ $\left.V_{k}\right)$-homomorphism: $M_{s i}^{*}\left(F, V_{k}\right) \rightarrow\left(A^{k} \rightarrow A\right)$.

Proof. (2) follows from the fact that derop $_{A}: M^{\infty}\left(F, V_{k}\right) \rightarrow\left(A^{k} \rightarrow A\right)$ defined by (3.2.1) is uniformly continuous $\left(d\left(t, t^{\prime}\right)=(1 / 2)^{n}\right.$ implies $d^{\prime}\left(\operatorname{derop}_{A}(t), \operatorname{derop}_{A}\left(t^{\prime}\right)\right) \leqslant$ $\|A\|^{n}$ and $\|A\|<1$ ).
(3) follows from the fact that derop $_{A}: M_{\Omega}^{\alpha}\left(F, V_{k}\right) \rightarrow\left(A^{k} \rightarrow A\right)$ defined by (3.2.1) is monotone and $\omega$-continuous.

### 3.3. First-order substitutions

By a first-order substitution we mean the operation which substitutes simultaneously a tree $\sigma(v)$ for each occurrence of a variable $v$ in a tree $t$ yielding a tree $\sigma(t)$.

We shall first give a direct definition of this operation in terms of trees defined as mappings from tree-domains to sets of symbols. Equivalent definitions will be given later, using the following general patern:

- definition by structural induction for finite trees
- extension to infinite trees by uniform continuity or by $\omega$-continuity.

The following definitions will be given with respect to a ranked alphabet $F$, a finite or infinite set $V$ of variables such that $V \cap F=\emptyset$, a ranked alphabet $G$ that is not necessarily disjoint from $F$ and $V$.

Definition. Let $t \in \boldsymbol{M}^{\infty}(F, V)$, let $\sigma(v)$ be a tree in $M^{\infty}(G)$ for all $v$ in $V$.
The result of the simultaneous substitution of $\sigma\left(v^{\prime}\right)$ for $r \in V$ in $t$ is the tree $t^{\prime}$ defined as follows:

For all $\alpha$ in $\mathbf{N}_{+}^{*}, t^{\prime}(\alpha)$ is defined if and only if: either $\alpha \in \operatorname{Dom}(t), t(\alpha) \notin V$ and then $t^{\prime}(\alpha)=t(\alpha)$ or $\alpha=\beta \alpha^{\prime}$ for some $\beta \in \operatorname{Occ}(v, t)$, some $v$ in $V$, some $\alpha^{\prime}$ in $\operatorname{Dom}(\sigma(v))$ and then $t(\alpha)=\sigma(v)\left(\alpha^{\prime}\right)$.

It can be checked that $t^{\prime}$ is a perfectly well-defined tree in $M^{\infty}(F \cup G)$. We denote it by $\sigma(t)$; hence we consider $\sigma$ as extended from $V$ to $M^{\infty}(F, V)$.

Such a mapping $\sigma$ is called a first-order substitution. We shall also refer to the first-order substitution as the binary function associating $\sigma(t)$ with $t$ in $M^{\infty}(F, V)$ and $\sigma: V \rightarrow M^{\alpha}(G)$, e.g. in Proposition 3.3.3.

We shall also use the notation $t[\sigma(v) / v ; v \in V]$ for $\sigma(t)$.
In many cases, $V$ will be $\left\{v_{i}, \ldots, v_{i_{k}}\right\}$ and we shall use the notation $t\left[u_{1} / v_{i_{1}}, \ldots, u_{k} / v_{i_{k}}\right]$ with $u_{i}=\sigma\left(v_{t_{1}}\right)$ for $1 \leqslant j \nLeftarrow k$.

We shall also use the notation $t\left[u_{1}, \ldots, u_{k}\right]$ when $V=\left\{v_{1}, \ldots, v_{k}\right\}$ is known from the context.

Remark 3.3.1. It is easy to check from the definition that a first-order substitution $\sigma: M^{\infty}(F, V) \rightarrow M^{\infty}(F \cup G)$ satisfies the following properties:
(i) $\sigma(f)=f$ if $f \in F_{0}$,
(ii) $\sigma\left(f\left(t_{1}, \ldots, t_{n}\right)\right)=f\left(\sigma\left(t_{1}\right), \ldots, \sigma\left(t_{n}\right)\right)$ if $f \in F_{n}, n \geqslant 1, t_{1}, \ldots, t_{k} \in M^{\infty}(F, V)$, i.e. that $\sigma$ is an $F$-homomorphism.

Conversely, every $F$-homomorphism $\varphi: M(F, V) \rightarrow M^{\infty}(F \cup G)$ satisfies:

$$
\varphi(t)=t[\varphi(v) / v ; v \in V]
$$

i.e. is the restriction to $M(F, V)$ of a first-order substitution.

We shall characterize first-order substitutions as continuous or $\omega$-continuous $F$-homomorphisms.

Note also that (i) and (ii) above give a definition by structural induction of the extension of a mapping $\sigma: V \rightarrow M^{\infty}(G)$ into a mapping $\sigma: M(F, V) \rightarrow M^{\infty}(F \cup G)$. The extension to $M^{\infty}(F, V)$ will be made 'by continuity' (in two ways).

Let us finally remark that if $T \subset M^{\infty}(F), G \subset F$ the set $M(G, T)$ defined above as the least sub- $G$-magma of $M^{\infty}(F)$ containing $T$ is

$$
\{\sigma(t) \mid t \in M(G, V) \text { and } \sigma(v) \in T \text { for all } v \text { in } V\}
$$

Let us define the distance of two substitutions $\sigma, \sigma^{\prime}: V \rightarrow M^{x}(G)$ as $\operatorname{Sup}\left\{d\left(\sigma(v), \sigma^{\prime}(v)\right) \mid v \in V\right\}$.

Proposition 3.3.2. For all $t, t^{\prime}$ in $M^{\infty}(F, V)$, all $\sigma, \sigma^{\prime}: V \rightarrow M^{\infty}(G)$ we have:
(1) $d\left(\sigma(t), \sigma^{\prime}\left(t^{\prime}\right)\right) \leqslant \operatorname{Max}\left\{d\left(t, t^{\prime}\right), d\left(\sigma, \sigma^{\prime}\right)\right\}$,
(2) $d\left(\sigma(t), \sigma^{\prime}(t)\right) \leqslant(1 / 2) \cdot d\left(\sigma, \sigma^{\prime}\right)$ if $t \in V$.

Proof. We shall only prove (1). Just to simplify the notations and without loss of generality, we shall assume that $V=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$. Hence $\sigma(t)=t\left[t_{1}, \ldots, t_{k}\right]$, $\sigma^{\prime}\left(t^{\prime}\right)=t^{\prime}\left[t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right]$. Let $u=\sigma(t)$ and $u^{\prime}=\sigma^{\prime}\left(t^{\prime}\right)$.

Let $\alpha$ be a minimal element of $\operatorname{Dom}(u) \cap \operatorname{Dom}\left(u^{\prime}\right)$ such that $u(\alpha) \neq u^{\prime}(a)$. Then either $\alpha=\beta \gamma, \beta \in \operatorname{Occ}\left(c_{i}, t\right), \gamma \in \operatorname{Dom}\left(t_{i}\right), u(\alpha)=t_{i}(\gamma)$ or $\alpha \in \operatorname{Occ}(f, t$ for some $f \in F$ and $u(\alpha)=f$.

A similar alternative holds for $\alpha$ with respect to $t^{\prime}, t_{i}^{\prime}, \ldots, t_{k}^{\prime}$. Let us only consider the case $\alpha=\beta \gamma=\beta^{\prime} \gamma^{\prime}$.

If $\beta \neq \beta^{\prime}$ or $\beta=\beta^{\prime}$ with $\beta \in \mathbf{O c c}\left(v_{i}, t\right), \beta^{\prime} \in \operatorname{Occ}\left(v_{i}, t^{\prime}\right), i \neq i^{\prime}$ then $\delta\left(t, t^{\prime}\right)=$ $\operatorname{Min}\left\{|\beta|,\left|\beta^{\prime}\right|\right\}$ hence $\delta\left(u, u^{\prime}\right) \geqslant \delta\left(t, t^{\prime}\right)$, i.c. $d\left(u, u^{\prime}\right) \leqslant d\left(t, t^{\prime}\right)$. If $\beta=\beta^{\prime}, \beta \in \mathbf{O c c}\left(u_{1}, t^{\prime}\right.$. $\beta^{\prime} \in \mathbf{O c c}\left(v_{i}, t^{\prime}\right)$ then $\delta\left(u, u^{\prime}\right)=|\boldsymbol{\beta}|+\delta\left(t_{i}, t_{i}^{\prime}\right)$ hence $d\left(u, u^{\prime}\right) \leq d\left(t_{i}, t_{1}^{\prime}\right) \leq \boldsymbol{d}\left(\sigma, \sigma^{\prime}\right), \square$

Part (1) shows that the first-order substitution is uniformly continuous in all its arguments.

Proposition 3.3.3. The first-order substitution as a mapping: Mi, $F$, 1 ix $\left(V \rightarrow M_{s}^{x}(G)\right) \rightarrow M_{s 2}^{x}(F \cup G)$ is $\omega$-contimuous in all its arguments.

The proof is omitted.

Corollary 3.3.4. Let $A$ be a contracting (resp. $\omega$-complete) F-magma. For every tin $M^{x}\left(F, V_{k}^{\prime}\right)$ (resp. in $M_{\Omega}^{x}\left(F, V_{k}\right)$ for every $t_{1}, \ldots, t_{k}$ in $M^{x}\left(F, V_{n}\right)$ (resp. in
$\left.\boldsymbol{M}_{\Omega}^{\infty}\left(F, V_{n}\right)\right)$,

$$
\operatorname{derop}_{A}\left(t\left[t_{1}, \ldots, t_{k}\right]\right)=\operatorname{derop}_{A}(t) \circ\left(\operatorname{derop}_{A}\left(t_{1}\right), \ldots, \operatorname{derop}_{A}\left(t_{k}\right)\right)
$$

Proof. For fixed $k, t_{1}, \ldots, t_{k}$, one can prove this for all $t$ in $M\left(F, V_{k}\right.$ ) (resp. in $\left.M_{\Omega}\left(F, V_{k}\right)\right)$ and then by continuity, this extends to all $t$ in $M^{\infty}\left(F, V_{k}\right)$ by Proposition 3.3.2 (resp. to all $t$ in $M_{\Omega}^{\infty}\left(F, V_{k}\right)$ by Proposition 3.3.3.

Proposition 3.3.5. The following properties of a inapping $\sigma: M^{\infty}(F, V) \rightarrow M^{\infty}(F \cup G)$ are equivalent:
(1) $\sigma(t)=t[\sigma(v) / v ; v \in V]$, i.s. $\sigma$ is a first-order substitution,
(2) $\sigma\left(t\left[t_{1} / v_{1}, \ldots, t_{1} / v_{1}\right]\right)=t\left[\sigma\left(t_{1}\right) / v_{1}, \ldots, \sigma\left(t_{1}\right) / v_{1}\right]$
for all $l \geqslant 0$, all $t$ in $M^{x}\left(F, V_{l}\right)$ and $t_{1}, \ldots, t_{l}$ in $M^{\infty}(F, V)$,
(3) $\sigma$ is uniformly continuous and is an $F$-homomorphism,
(4) $\sigma$ is uniformly continuous and $\sigma \upharpoonright M(F, V)$ is an $F$-homomorphism.

Furthermore, if $\Omega \in F$, they are equivalent to the following ones:
(5) $\sigma$ is $\omega$-continuous and is an $F$-homomorphism,
(6) $\sigma$ is $\omega$-continuous and $\sigma \upharpoonright M(F, V)$ is an $F$-homomorphism.

Proof. (1) $\Rightarrow(2)$ follows from Proposition 3.4 .2 given below.
$(2) \Rightarrow(3)$. Proposition 3.3.2 shows that

$$
d\left(\sigma(t), \sigma\left(t^{\prime}\right)\right) \leq d\left(t, t^{\prime}\right)
$$

for all $t, t^{\prime}$ in $M^{x}(F, V)$.
It suffices to take $t=f\left(v_{1}, \ldots, v_{k}\right)$ in (2) to see that $\sigma$ is an $F$-homomorphism.
Note that (2) implies trivially the validity of (1) for all $t$ in $M(F, V)$.
$(3) \Rightarrow(4)$. Trivially.
$(4) \Rightarrow$ (1). The identity $\sigma(t)=t[\sigma(v) / v ; v \in V]$ can be proved by structural induction on $t$. for all $t$ in $M(F, V)$. Since $\sigma$ is assumed uniformly continuous, it extends to all $t$ in $M^{x}(F, V)$.
(1) $\Rightarrow(5)$. By Proposition 3.3.3.
$(5) \Rightarrow(6)$. Trivially.
$(6) \Rightarrow$ (1). As for (4) $\Rightarrow$ (1) by $\omega$-continuity.

## .3.4. Miscellaneous properties of first-order substitutions

In most proofs dealing with first-order substitution of trees, one need not go back to the definitions but one can just use a few pioperties.

All proofs will be omitted. They can be done directly from the definitions.

Proposition 3.4.1. Let $\sigma, \sigma^{\prime}$ be first-crder substitutions: $M^{\infty}(F, V) \rightarrow M^{\infty}(F \cup G)$. Let $s \in M^{x}(F, V)$.
(1) If $v \in \operatorname{Var}(s)$ and $\sigma(s)=\sigma^{\prime}(s)$ then $\sigma(v)=\sigma^{\prime}(v)$.
(2) If $i \notin \operatorname{Var}\left(s\right.$; and $V^{\prime}=V-\{v\}$ then $\sigma(s)=s\left[\sigma\left(v^{\prime}\right)!v^{\prime} ; v^{\prime} \in V^{\prime}\right]$.
(3) Subtree $(\sigma(s))=\left\{\sigma\left(s^{\prime}\right) \mid s^{\prime} \in \operatorname{Subtree}(s)\right\} \cup\{u \mid u \in \operatorname{Subtree}(\sigma(v)), v \in \operatorname{Var}(s)\}$.

We assume here that $G \cap V^{\prime}=\emptyset$ and as above that $F \cap V=\emptyset$.

Proposition 3.4.2 (Associativity). Let $\quad \sigma: M^{\infty}(F, V) \rightarrow M^{\infty}\left(G, V^{\prime}\right) \quad$ and $\theta: M^{\infty}\left(G, V^{\prime}\right) \rightarrow M^{\infty}(H)$ be first-order substitutions. Then for all $t$ in $M^{\infty}(F, V)$, $\theta(\sigma(t))=(\theta \circ \sigma)(t)=\tau(t)$ where $\tau$ is the first-order substitution: $M^{\infty}\left(F-V^{\prime}, V \cup\right.$ $\left.\left(V^{\prime} \cap F\right)\right) \rightarrow M^{\infty}(H)$ such that

$$
\tau(v)= \begin{cases}\theta(\sigma(v)) & \text { if } v \in V, \\ \theta(v) & \text { if } V^{\prime} \cap F .\end{cases}
$$

Proof. Notice that $\theta(v)=\theta(\sigma(v))$ if $v \in\left(V^{\prime} \cap F\right)-V$.

Remark that if $V^{\prime} \cap F=\emptyset$ (in particular if $V=V^{\prime}$ ) then $\tau$ is the substitution: $M^{\infty}(F, V) \rightarrow M^{\infty}(H)$ such that $\tau(v)=\theta(\sigma(v))$ for $v$ in $V$. Another special case is the following:

Proposition 3.4.3 (Commutativity). If $\quad \sigma: M^{\infty}(F, V) \rightarrow M^{\infty}(F, V)$ and $A: M^{\infty}\left(F, V^{\prime}\right) \rightarrow M^{\infty}\left(F, V^{\prime}\right)$ are first-order substitutions with $V \cap V^{\prime}=0$ and $F \cap$ $\left(V \cup V^{\prime}\right)=\emptyset$ then for all $t$ in $M^{\infty}\left(F, V \cup V^{\prime}\right)$,

$$
\sigma(\theta(t))=\theta(\sigma(t))=\tau(t)
$$

where $\tau: M^{\infty}\left(F, V \cup V^{\prime}\right) \rightarrow M^{\infty}\left(F, V \cup V^{\prime}\right)$ is the first-order substitution such that

$$
\tau(v)= \begin{cases}\sigma(v) & \text { if } v \in V \\ \theta(v) & \text { if } v \in V^{\prime}\end{cases}
$$

The following proposition describes the effect of first-order substitution on branch languages (c.f. Section 1.6).

Let us first remark that locally finite trees are preserved under first-order substitution, i.e. that $\sigma(t)$ is locally finite if $t$ and $\sigma(v)$ for all $v$ in $V$ are so.

Proposition 3.4.4. Let $t \in M^{x}(F, V)$ and $\sigma$ be a first-order substitution: $V \rightarrow M^{x}(G)$.

$$
\begin{array}{r}
\operatorname{Brch}(\sigma(t))=\left(\operatorname{Brch}(t) \cap \bar{F}^{*}\right) \cup\left\{u \operatorname{Brch}(\sigma(v)) \mid u \in \bar{F}^{*},\right. \\
\\
\operatorname{PBrch}(\sigma(t))=(\operatorname{PBrch}(t), v \in V\}, \\
\left.u \operatorname{Pr}(t) \cap \bar{F}^{*}\right) \cup\left\{u \operatorname{Prch}(\sigma(v)) \mid u \in \bar{F}^{*},\right. \\
u v \in \operatorname{Brch}(t), v \in V\} .
\end{array}
$$

### 3.5. Second-order substitutions

The second-order substitution consists in substituting trees for function symbols in trees.

Every first-order substitution can be viewed as a second-order one, but secondorder substitutions are more difficult to study than first-order ones for the following reasons:
(1) The result of second-order substitutions cannot be easily defined as in the case of a first-order one (cf. Section 3.3). Hence we shall not define them 'directly' on all trees, but only on finite trees first, and this by structural induction.
(2) The extension to infinite trees does not always work in the metric approach due to a lack of continuity for certain erasing substitutions.

Let us note that this very problem occurs when one wants to define homomorphisms of infinite words [55].

Definitions. Let $F$ and $G$ be two ranked alphabets, not necessarily disjoint and let $V$ be a set of variables; $V \cap(F \cup G)=\emptyset$.

Let $t \in M(F, V)$, let $F^{\prime}$ be a subset of $F$; for each $f$ in $F^{\prime}$, let $\nu(f)$ be an element of $M^{\infty}\left(G, V_{p(f)}\right)$.

The result of the (simultaneous) substitution of $\nu(f)$ for $f \in F^{\prime}$ in $t$ is the tree $\theta(t)$ also denoted by $t\left\{v(f) / f ; f \in F^{\prime}\right\}$ and defined as follows by induction on the structure of $t$ :

- if $t=f\left(t_{1}, \ldots, t_{n}\right)$ with $f \notin F^{\prime}$ then $\theta(t)=f\left(\theta\left(t_{1}\right), \ldots, \theta\left(t_{n}\right)\right)$,
- if $t=f\left(t_{1}, \ldots, t_{n}\right)$ then $\theta(t)=\nu(f)\left[\theta\left(t_{1}\right), \ldots, \theta\left(t_{n}\right)\right]$.

Hence $\theta$ is a mapping: $M(F) \rightarrow \boldsymbol{M}^{\infty}\left(G \cup\left(F-F^{\prime}\right)\right)$. In order to simplify the notation, we shall assume that $F-F^{\prime} \subseteq G$ in the sequel. Note that the variables of $V$ which appear in the $\nu(f)$ 's do not appear in the images by $\theta$ of the elements of $M(F)$. Such a mapping is called a second-order substitution. (But as for first-order substitution, we shall also talk of second-order substitution as a binary mapping $M(F) \times$ $\left(F^{\prime} \rightarrow M^{x}(G, V)\right) \rightarrow M^{x x}(G)$.) It extends to $M_{\Omega}(F)$ by means of the rule

$$
\theta(\Omega)=\Omega .
$$

We shall never substitute anything for $\Omega$, i.e. we shall never put $\Omega$ in $F^{\prime}$.
A second-order substitution as above is erasing if $\nu(f) \in V$ for some $f$ in $F^{\prime}$ and nonerasing otherwise. We say that $f$ such that $\nu(f) \in V$ is erased.

If $F^{\prime}=\left\{f_{1}, \ldots, f_{k}\right\}$ we shall also use the notation $t\left\{\nu\left(f_{1}\right) / f_{1}, \ldots, \nu\left(f_{h}\right) / f_{k}\right\}$ for $\left\{\left\{\cdot(f) i f ; f \in \boldsymbol{F}^{\prime}\right\}\right.$ and the notation $t\left\{\nu(i), \ldots, \nu\left(f_{k}\right)\right\}$ if the sequence $f_{1}, \ldots, f_{k}$ is known from the context.

We shall compare two second-order substitutions $\theta$ and $\theta^{\prime}$ associated with $\nu$ and r' by:

$$
\begin{aligned}
& \theta \leqslant \theta^{\prime} \text { if and only if } \nu(f) \leqslant \nu^{\prime}(f) \text { for all } f \text { in } F^{\prime}, \\
& d\left(\theta, \theta^{\prime}\right)=\operatorname{Sup}\left\{d\left(\nu(f), \nu^{\prime}(f)\right) \mid f \in F^{\prime}\right\} .
\end{aligned}
$$

Lemma 3.5.1. (1) The second-order substitution considered as a mapping: $M_{\Omega}(F) \times$ $\left(F^{\prime} \rightarrow M_{\Omega}^{x}(G, V)\right) \rightarrow M_{\Omega}^{\infty}(G)$ is monotone $;$ it is $\omega$-continuous with respect to its second argument.
(2) Let $\theta, \theta^{\prime}$ be second-order substitutions: $M(F) \rightarrow M^{\infty}(G)$. For all $t$ in $M(F)$,

$$
d\left(\theta(t), \theta^{\prime}(t)\right) \leqslant d\left(\theta, \theta^{\prime}\right)
$$

(3) If $\theta$ as above is not trivial, i.e. if $\theta(u) \neq \theta\left(u^{\prime}\right)$ for some $u$ and $u^{\prime}$ in $M(F)$, the following conditions are equivalent:
(i) $\|\theta\| \leqslant 1$,
(ii) $\theta$ is uniformly continuous,
(iii) $\boldsymbol{\theta}$ is nonerasing.

Proof. We shall only prove (3). Let $\theta$ be nonerasing.
Let us show that for all $t, t^{\prime}$ in $M(F, V)$,

$$
\delta\left(t, t^{\prime}\right) \leqslant \delta\left(\theta(t), \theta\left(t^{\prime}\right)\right)
$$

We show that for all $n$, for all $t, t^{\prime} \in M(F, V)$,

$$
n \leqslant \delta\left(t, t^{\prime}\right) \Rightarrow n \leqslant \delta\left(\theta(t), \theta\left(t^{\prime}\right)\right)
$$

We do the proof by induction on $n$.
There is nothing to prove if $n=0$.
Otherwise, let $n=n^{\prime}+1 \leqslant \delta\left(t, t^{\prime}\right)$. Then $t=f\left(t_{1}, \ldots, t_{k}\right)$ and $t^{\prime}=f\left(t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right)$ with $\delta\left(t_{i}, t_{i}^{\prime}\right) \geqslant n^{\prime}$ for $i=1, \ldots, k$.

Hence $\delta\left(\theta\left(t_{i}\right), \theta\left(t_{i}^{\prime}\right)\right) \geqslant n^{\prime}$ for all $i=1, \ldots, k$. Then

$$
\begin{aligned}
\delta\left(\theta(t), \theta\left(t^{\prime}\right)\right) & =\delta\left(\nu(f)\left[\theta\left(t_{1}\right), \ldots, \theta\left(t_{k}\right)\right], \nu(f)\left[\theta\left(t_{1}^{\prime}\right), \ldots, \theta\left(t_{k}^{\prime}\right)\right]\right) \\
& \geqslant 1+\operatorname{Min}\left\{\delta\left(\theta\left(t_{i}\right), \theta\left(t_{i}^{\prime}\right)\right) \mid 1 \leqslant i \leqslant k\right\} \geqslant 1+n^{\prime}=n
\end{aligned}
$$

by Proposition 3.3.2.
Hence

$$
d\left(\theta(t), \theta\left(t^{\prime}\right)\right) \leqslant d\left(t, t^{\prime}\right)
$$

which shows that $\theta$ is uniformly continuous and $\|\theta\| \leqslant 1$.
Conversely, let us assume that $\theta$ is erasing, i.e. without loss of generality that $\nu(f)=v_{1}$ for some $f$ of arity $\geqslant 1$.

Let us define $t_{0}=u, t_{0}^{\prime}=u^{\prime}$ and for all $n, t_{n+1}=f\left(t_{n}, t_{n}, \ldots, t_{n}\right), t_{n+1}^{\prime}=f\left(t_{n}^{\prime}, \ldots, t_{n}^{\prime}\right)$.
For all $n \geqslant 0$,

$$
\theta\left(t_{n}\right)=\theta(u), \quad \theta\left(t_{n}^{\prime}\right)=\theta\left(u^{\prime}\right), \quad a^{\prime}\left(t_{n}, t_{n}^{\prime}\right) \leq(1 / 2)^{\prime \prime}
$$

It follows that $\|\theta\|=\infty$, hence that $\|\theta\|>1$. Hence $\theta$ is not uniformly continuous.
A second-order sabstitution $\theta: \boldsymbol{M}_{\Omega}(F) \rightarrow \boldsymbol{M}_{\Omega}^{\infty}(G)$ can be extended into $\theta: M_{\Omega 2}(F, V) \rightarrow M_{\Omega 2}^{x}(G, V)$ by the extra condition:

$$
\theta(v)=v \text { for all } c \text { in } V .
$$

Lemma 3.5.2. A mapping $\theta: M_{\Omega}(F, V) \rightarrow M_{\Omega}^{\infty}(G, V)$ is a second-order substitution if and only if it satisfies the following conditions:
(i) $\operatorname{Var}(\theta(t)) \subseteq \operatorname{Var}(t)$ for all $t$ in $M_{\Omega}(F, V)$,
(ii) $\theta(t)=t$ for all $t$ in $V \cup\{\Omega\}$,
(iii) $\theta\left(f\left(t_{1}, \ldots, t_{l}\right)\right)=\theta\left(f\left(v_{1}, \ldots, v_{l}\right)\right)\left[\theta\left(t_{1}\right), \ldots, \theta\left(t_{l}\right)\right]$ for all $f$ in $F$, all $t_{1}, \ldots, t_{l}$ in $M_{\boldsymbol{\Omega}}(F, V)$.

Proof. For the necessity, note that $\theta\left(f\left(v_{1}, \ldots, v_{l}\right)\right)=\nu(f)$ for $f \in F^{\prime}$ if $\theta$ is a secondorder substitution associated with $\nu$ and $F^{\prime}$.

For the converse, it suffices to choose $F^{\prime}=F$ and $\nu(f)=\theta\left(f\left(v_{1}, \ldots, v_{l}\right)\right), l=\rho(f)$ for all $f$ in $F$.

Notation. From now on the mapping $\nu: F^{\prime} \rightarrow M^{\infty}(G, V)$ which defines a secondorder substitution: $M_{\Omega}(F, V) \rightarrow M_{\Omega}^{\infty}(G, V)$ will be extended to $F$ by $\nu(f)=$ $f\left(v_{1}, \ldots, v_{p(n)}\right)$ for $f$ in $F-F^{\prime}$.

Lemma 3.5 .1 shows that second-order substitutions can be extended from finite trees to infinite ones by $\omega$-continuity, i.e. by application of Proposition 2.4.2. Its second part shows that the extension using continuity, i.e. Proposition 2.2.1 can be made only for nonerasing substitutions.

We shall see that in the case of a nonerasing substitution the two extensions coincide on $M^{x}(F, V)$. In the case of an erasing substitution, the image of a tree in $M^{\infty}(F, V)$ can have occurrences of the symbol $\Omega$. The simplest example is

$$
\begin{aligned}
& \nu(f)=v_{1} \quad \text { where } \rho(f)=1, \\
& \theta\left(f^{\prime \prime} \Omega\right)=\Omega \quad \text { for all } n \geqslant 0, \\
& \theta\left(f^{\prime \prime}\right)=\theta\left(\operatorname{Sup}\left(f^{\prime \prime} \Omega\right)\right)=\operatorname{Sup} \theta\left(f^{\prime \prime} \Omega\right)=\Omega .
\end{aligned}
$$

By a second-order substitution: $M_{\Omega}^{\infty}(F, V) \rightarrow M_{\Omega}^{\times}(G, V)$ we mean the extension by $\omega$-continuity of a second-order substitution: $M_{\Omega}(F, V) \rightarrow M_{\Omega}^{\infty}(G, V)$. A weak second-order substitution is a mapping: $M_{\Omega}^{\infty}(F, V) \rightarrow M_{\Omega}^{\infty}(G, V)$ (or: $M^{\infty}(F, V) \rightarrow$ $M_{a}^{x}(G, V)$ ) which satisfies conditions (i), (ii) and (iii) of Lemma 3.5 .2 for all $t_{,} t_{1}, \ldots, t_{1}$ in $\boldsymbol{M}_{\Omega}^{\infty}(F, V)\left(\right.$ resp. in $\left.\boldsymbol{M}^{\infty}(F, V)\right)$. It is erasing if $\theta\left(f\left(v_{1}, \ldots, v_{k}\right)\right) \in V$ for some $f$ and nonerasing otherwise.

The following proposition is the analogous for second-order substitutions of Proposition 3.3.5.

Proposition 3.5.3. A mapping is a second-crder substitution if and only $i_{j}^{f} i_{1}$ is an $\omega$-continuous ne ik second-order substutution.

Proof. Immediate consequence of Lemma 3.5.2 and the varicus definitions.
Here is a result showing that second-order substitutions are homomorphisms with respect to first-order substitution taken as an operation.

Proposition 3.5.4. Let $\theta: M_{\Omega}^{\infty}(F, V) \rightarrow M_{\Omega}^{\infty}(G, V)$ be a second-order substitution. For every first-order substitution $\sigma: V \rightarrow M_{\Omega}^{\infty}(F, V)$ and every tree $t$ in $M_{\Omega}^{\infty}(F, V)$,

$$
\theta(\sigma(t))=(\theta \circ \sigma)(t)=\tau(\theta(t))
$$

where $\tau$ is the first-order substitution such that $\tau(v)=\theta(\sigma(v))$ for all $v$ in $V$.
In a special case and with another notation:

$$
\theta\left(t\left[u_{1}, \ldots, u_{k}\right]\right)=\theta(t)\left[\theta\left(u_{1}\right), \ldots, \theta\left(u_{k}\right)\right] .
$$

Proof. This follows from Lemma 3.5 .2 (ii) and (iii) for $t$ in $M_{\Omega}(F, V)$ by induction on the structure of $t$.

This identity extends to the case of $t$ in $M_{\Omega l}^{\infty}(F, V)$ by $\omega$-continuity.

Example 3.5.5. Here is a weak second-order substitution $\theta: M_{i 2}^{*}(F, V) \rightarrow$ $M_{s}^{\times}(G, V)$ which is not $\omega$-continuous.

$$
\begin{aligned}
& F=\{f\}, \quad \rho(f)=1, \quad G=\{a\}, \quad \rho(a)=0, \\
& v(f)=v_{1}, \quad \theta\left(f^{\prime \prime} v_{i}\right)=v_{i}, \quad \theta\left(f^{\prime \prime} \Omega\right)=\Omega, \quad \theta\left(f^{(\prime \prime}\right)=a .
\end{aligned}
$$

It is not continuous either.

The following proposition extends to weak second-order substitutions some results of Lemma 3.5.1.

Proposition 3.5.6. Let $A$ he a weak second-order suhstitution: M $M^{\prime}(\underset{V}{ }, 1 \rightarrow$ $M^{\alpha}(G, V)\left(\right.$ not $\left.M_{\Omega}^{x}(G, V)\right)$. The following properties are equivalent:
(1) $\theta$ is nonerasing,
(2) $\|\theta\| \leqslant 1$,
(3) $\theta$ is uniformly continuous,
(4) $A$ is comtinuolis,
(5) for every weak second-order substitution $H^{\prime}: M^{\prime}(F, V) \rightarrow M^{\prime}(G, V)$, if $\theta\left|M(F, V)=\theta^{\prime}\right| M(F, V)$, then $\theta=\theta^{\prime}$.

Proof. 11$) \Rightarrow(2)$. The proof given for the third part of Lemma 3.5 .1 works for $t . t^{\prime}$ in $M^{*}(F, V)$.
$(2) \Rightarrow(3)$ and $(3) \Rightarrow(4)$ are clear.
(4) $\Rightarrow$ (1). Let $\theta$ be erasing. Without loss of generality we can assume that $\cdot(f)=r$ : and $\rho(f)=2$.

Let $t$ be the infinite tree $f\left(c_{1}, f\left(c_{1}, f\left(c_{1}, \ldots\right)\right)\right.$, let ${ }^{\prime}$ be $\theta(t)$, let $t_{1}$ be a variable such that $t_{1} \neq u$ (hence $d\left(u, t_{0}\right)=1$ ) and let $\left(t_{n}\right)$ be the sequence of trees such that $t_{n \cdot 1}=f\left(c_{1}, t_{n}\right)$ for $n \geqslant 0$.

It is clear that

$$
\begin{aligned}
& t=\operatorname{Lim}_{n \rightarrow \infty} t_{n}, \\
& \theta\left(t_{n}\right)=\theta\left(t_{0}\right)=t_{0} \quad \text { for all } n, \\
& \theta(t)=u \neq t_{0} .
\end{aligned}
$$

Hence $\theta$ is not continuous.
$(5) \Rightarrow(1)$. Let $f$ and $t$ be as in the preceding proof.
We shall construct iwo weak second-order substitutions $\theta^{\prime}$ and $\theta^{\prime \prime}$ such that $\theta^{\prime}(t) \neq \theta^{\prime \prime}(t)$ and which coincide with $\theta$ on $M(F, V)$.

Let us assume that $F$ contains two constants $\Omega^{\prime}$ and $\Omega^{\prime \prime}$ such that $\theta\left(\Omega^{\prime}\right)=\Omega^{\prime}$ and $\theta\left(\Omega^{\prime \prime}\right)=\Omega^{\prime \prime}$ (otherwise we add them to $F$ or take variables instead). Letting them play the role of $\Omega$ in Section 2.4, we obtain two structures of $\omega$-complete $F$ magmas on $M^{* *}(F, V)$ with respective partial orders $\leqslant^{\prime}$ and $\leqslant^{\prime \prime}$.

Let $\theta^{\prime}$ and $\theta^{\prime \prime}$ denote the canonical extensions of $\theta \mid M(F, V)$ to $M^{x}(F, V$; with respect to $\leqslant^{\prime}$ and $\leqslant^{\prime \prime}$. Proposition 2.5 .3 shows that $\theta^{\prime}$ and $\theta^{\prime \prime}$ are weak second-order substitutions and clearly, $\theta^{\prime}(t)=\Omega^{\prime}, \theta^{\prime \prime}(t)=\Omega^{\prime \prime} \neq \Omega^{\prime}$.
$(1) \Rightarrow(5)$. Let $\theta$ be nonerasing and $\theta^{\prime}$ be such that $\theta \upharpoonright M(F, V)=\theta^{\prime} \backslash M(F, V)$.
The substitution $\theta^{\prime}$ is nonerasing too. Hence both of them satisfy (3) and $\theta=\theta^{\prime}$ by continuity.

Corollary 3.5.7. If $\boldsymbol{A}: \mathbf{M}(F, V) \rightarrow \boldsymbol{M}^{\boldsymbol{x}}(G, V)$ is a nonerasing second-order substitution, its extension by $\omega$-continuity to $M_{a}^{x}(F, V)$ and its extension by continuity to $M^{x}(F, V)$ coincide on $M^{x}(F, V)$.

Proof. The mapping $\theta$ is uniformly continuous by Lemma 3.5.1, hence its extension by continuity to $M^{\infty}(F, V)$, let us denote it by $\bar{\theta}$, is well defined.

Let $\hat{\theta}$ be its extension by $\omega$-continuity to $M_{\Omega}^{\infty}(F, V)$.
It is uniformly continuous by Proposition 3.5.6 hence coincides with $\bar{\theta}$ on $M^{x}(F, V)$.

Remark 3.5.8. A first-order substitution $\sigma: M^{\infty}(F, V) \rightarrow M^{x}(F \cup G)$ can be seen as the restriction to $M^{x}(F \cup V)$ of a nonerasing second-order substitution $\theta: M^{x}(F \cup V, X) \rightarrow M^{*}(F \cup G, X)$ defined by $\nu$ such that

$$
\begin{aligned}
& P(l)=\sigma(:) \text { for } c \text { in } V, \\
& \cdot(f)=f\left(x_{1}, \ldots, x_{n}\right) \text { for } f \text { in } F_{1,}, n \geqslant 0 .
\end{aligned}
$$

Note that we consider $V$ as a set of constants and we use another set of variables $X$ to define $\theta$.

The next proposition shows that the second-order substitution corresponds (semantically) to the replacement of a procedure name by the corresponding
expression tree (or in terms of abstract data types, to implementing a data type by means of another one).

Proposition 3.5.9. Let $\theta$ be a second-order substitution: $M(F, V) \rightarrow M(G, V)$ (resp. $\left.M_{\Omega}^{\infty}(F, V) \rightarrow M_{\Omega}^{\infty}(G, V)\right)\left(\right.$ resp. $M^{\infty}(F, V) \rightarrow M^{\infty}(G, V)$ and nonerasing). Let $A=$ $\left\langle D,\left(g_{A}\right)_{g \in G}\right\rangle$ be a $G$-magma (resp. an $\omega$-complete $G$-magma) (resp. a contracting $G$-magma), so that $f_{B}=\operatorname{derop}_{A}(\nu(f)): D^{\rho(f)} \rightarrow D$ is well-defined in the three cases. Let $B$ be the F-magma $\left\langle D,\left(f_{B}\right)_{f \in F}\right\rangle$.

Then, for all $t \operatorname{in} M\left(F, V_{k}\right)$, (resp. in $\left.M_{\Omega}^{\infty}\left(F, V_{k}\right)\right)\left(r e s p . \operatorname{in} M^{\infty}\left(F, V_{k}\right)\right)$, derop $p_{B}(t)$ is defined and equal to $\operatorname{derop}_{A}(\theta(t))$.

Proof. Note that $B$ is $\omega$-complete (resp. contracting) if $A$ is. Hence derop ${ }_{B}(t)$ and $\operatorname{derop}_{A}(\theta(t))$ are both defined in the three cases.

The equality is easy to prove for finite $t$ 's and can be extended to infinite ones by $\omega$-continuity (resp. by continuity).

### 3.6. More on erasing substitutions

Let $\theta$ be an erasing second-order substitution: $\boldsymbol{M}(F, V) \rightarrow M^{\infty}(G, V)$, let $\hat{\theta}$ be its extension to $M_{\Omega}^{\infty}(F, V)$.

Our aim is to characterize the set of trees $t$ in $M^{\infty}(F, V)$ such that $\hat{\boldsymbol{\theta}}(t)$ has no occurrence of $\Omega$.

Let us show with an example why this set is not always empty.
Example 3.6.1. Let us assume that $\rho(f)=1, \rho(g)=2$ and that

$$
\nu(f)=v_{1}, \quad \nu(g)=h\left(v_{1}\right)
$$

Let $\theta$ be the second-order substitution: $M(F, V) \rightarrow M(H, V)$ associated with $\nu$, $(F=\{f, g\}, H=\{h\})$ and $\hat{\theta}$ be its extension to $M_{\Omega}^{\infty}(F, V)$. We have for example

$$
\begin{aligned}
& \hat{\theta}\left(f^{(\omega)}\right)=\Omega, \quad \hat{\theta}\left(g\left(v_{1}, f^{(\omega)}\right)\right)=h\left(v_{1}\right), \\
& \hat{\theta}\left(g\left(g\left(g\left(\ldots, f^{(\omega)}\right), f^{(\omega)}\right), f^{(\omega)}\right)\right)=h^{\omega \omega}, \quad \hat{\theta}\left(g\left(f^{(\omega)}, f^{(\omega)}\right)\right)=h(\Omega) .
\end{aligned}
$$

It is clear that, for $t$ in $M^{\infty}(F, V)$ an occurtence of $\Omega$ in $\hat{\theta}(t)$ comes from a subtree of $t$ of the form $f^{(\prime)}$. And this subtree must not be in the scope of the second argument of some $g$ (if $t$ has a subtree $g\left(t_{1}, t_{2}\right)$ then $\hat{\theta}\left(t_{2}\right)$ does not contribute to $\hat{\theta}(t)$ since $v_{2} \notin \operatorname{Var}\left(v^{\prime}(g)\right)$.

Definition 3.6.2. Let $\bar{F}$ be the alphabet $\{[f, i] \mid f \in F, 1 \leqslant i \leqslant \rho(f)\} \cup F_{0}$ associated with $F$ as in Section 1.6.

Let $\quad E_{\theta}=\left\{[f, i] \mid \rho\left(f^{\prime}\right)>0, \nu(f)=v_{i}\right\} \quad\left(E\right.$ means 'erased`) and let $N_{\theta}=$ $\left\{[f, i] \mid \rho(f)>0, \nu(f) \notin V, v_{i} \in \operatorname{Var}(\nu(f))\right\}(N$ means 'not erased’).

We shall use the languages of branches $\operatorname{Brch}(t)$ and $\operatorname{Brch}{ }^{\omega \prime}(t)$ defined in Section 1.6.

If $t \in M_{\Omega}^{\infty}(F, V)$ then $\operatorname{Brch}(t) \subseteq \bar{F}_{+}^{*}\left(F_{0} \cup V \cup\{\Omega\}\right.$ (where $F_{+}=\{f \in F \mid \rho(f)>0\}$ ) and $\operatorname{Brch}^{\omega}(t) \subseteq \bar{F}^{\omega}$.

Lemma 3.6.3. Let $t \in M_{\Omega}(F, V)$. Then $\theta(t)=v_{i}$ (resp. $\left.v_{i} \in \operatorname{Var}(\theta(t))\right)$ if and only if $w v_{i} \in \operatorname{Brch}(t)$ for some word $w$ in $E_{\theta}^{*}\left(r e s p . w\right.$ in $\left.\left(E_{\theta} \cup N_{\theta}\right)^{*}\right)$.

## Let us introduce

$$
\begin{aligned}
& \operatorname{Brch}_{\theta}(t)=\operatorname{Brch}(t) \cap\left(E_{\theta} \cup N_{\theta}\right)^{*}\left(F_{0} \cup V \cup\{\Omega\}\right), \\
& \operatorname{Brch}_{\theta}^{\omega}(t)=\operatorname{Brch}^{\omega}(t) \cap\left(E_{\theta} \cup N_{\theta}\right)^{\omega} .
\end{aligned}
$$

A tree $t$ in $M^{\infty}(F, V)$ is defined as $\theta$-good if $\operatorname{Brch}_{\theta}^{\omega}(t) \cap\left(E_{\theta} \cup N_{\theta}\right)^{*} E_{\theta}^{\omega}=\emptyset$.
We shall prove that a tret : is $\boldsymbol{\theta}$-good if and only if $\hat{\boldsymbol{\theta}}(\boldsymbol{t})$ has no occurrence of $\Omega$.
Let us precise this new concept with some remarks and a lemma.
A finite tree is always $\boldsymbol{\theta}$-good.
If an infinite tree is $\boldsymbol{\theta}$-good its set of branches $\operatorname{Brch}_{\theta}(t) \cup \operatorname{Brch}_{\theta}^{\omega}(t)$ is included in $b N_{\theta}\left(E_{\theta} \cup N_{\theta}\right)^{*}\left(F_{0} \cup V \cup\{\Omega\} \cup\left(E_{\theta} \cup N_{\theta}\right)^{\omega}\right)$ where $b$ is a word in $E_{\theta}^{*}$. This word $b$ is uniquely defined and defines the tree $u$ in the next lemma when $t$ is infinite.

Lemma 3.6.4. A tree $t$ is $\boldsymbol{\theta}$-good if and only if it can he written $t=u\left[t_{1}^{\prime}, \ldots, t_{1}^{\prime}\right]$ where
(i) $u \in M\left(F, V_{l}\right), \theta(u)=v_{1}$,
(ii) $t_{1}^{\prime}$ is finite or is of the form $f\left(i_{1}, \ldots, \varepsilon_{k}\right)$ for $f$ in $F$ such that $\nu(f) \notin V$ and trees $t_{1}, \ldots, t_{k}$ such that $t_{i}$ is $\boldsymbol{\theta}$-good for all $i$ in $\lfloor k]$ such that $v_{i} \in \operatorname{Var}(\nu(f))$.

We can now state:

Proposition 3.6.5. Let $\theta$ be a (possibly erasing) second-order substitution : $M(F, V) \rightarrow$ $M^{\infty}(G, V)$. Let $\hat{\theta}$ denote its $\omega$-continuous extension: $M_{\Omega}^{\infty}(F, V) \rightarrow M_{\Omega}^{\infty}(G, V)$.

For all trees $t$ in $M^{\infty}(F, V)$, the following properties are equivalent:
(1) tis $\theta$-good,
(2) $\hat{\boldsymbol{\theta}}(t)$ has no occurrence of $\Omega$,
(3) $\hat{\theta}$ is contimuous at $t$.

Proof. (1) $\Rightarrow$ (2). Let $t$ be $\theta$-good.
If $t$ is finite then $\hat{\theta}(t)=\theta(t) \in M^{\infty}(G, V)$. If $t$ is infinite, we shall prove that $\|\hat{\theta}(t)\|=\infty$. We let $\|u\|$ denote $\operatorname{Min}\{\mid \alpha \| \alpha \in \operatorname{Occ}(\Omega, u)\}$.

Let $t$ be a $\theta$-good tree such $\|\hat{\theta}(t)\|<\infty$ and $\|\hat{\theta}(t)\|$ is minimal. Wei shall derive a contradiction.

Let $t=u\left[t_{1}^{\prime}, \ldots, i_{i}\right]$ as shown by Lemma 3.6.4. From Proposition 3.5.4 we get

$$
\begin{aligned}
\hat{\theta}(t) & =\theta(u)\left[\hat{\theta}\left(t_{1}^{\prime}\right), \ldots, \hat{\theta}\left(t_{1}^{\prime}\right)\right] \\
& =\hat{\theta}\left(t_{1}^{\prime}\right) \quad \text { since } \theta(u)=v_{1} .
\end{aligned}
$$

If $t_{1}^{\prime}$ is finite $\hat{\theta}\left(t_{1}^{\prime}\right)$ has no occurrence of $\Omega$, hence $\|\theta(t)\|=\left\|\theta\left(t_{1}^{\prime}\right)\right\|=\infty$, contradicting the initial assumption. Otherwise

$$
t_{1}^{\prime}=f\left(t_{1}, \ldots, t_{k}\right) \quad \text { and } \quad \hat{\theta}\left(t_{1}^{\prime}\right)=\nu(f)\left[\hat{\theta}\left(t_{i}\right) / v_{i} ; i \in I\right]
$$

where $I=\left\{i \mid v_{i} \in \operatorname{Var}(\nu(f))\right\}$. From this and since $\nu(f) \in M^{\infty}(G, V)-V$, if $\left\|\hat{\theta}\left(t^{\prime}\right)\right\|<\infty$, there must exist $i \in I$ such that $\left\|\hat{\boldsymbol{\theta}}\left(t_{i}\right)\right\|<\infty$ and $\left\|\hat{\theta}\left(t_{i}\right)\right\|<\|\hat{\boldsymbol{\theta}}(t)\|$.

Since $t_{i}$ is $\theta$-good, this contradicts the minimality of $\|\hat{\theta}(t)\|$.
$(1) \Rightarrow(3)$. Let $t$ be $\theta$-good. Let $t_{n}$ be a sequence of trees in $M^{\infty}(F, V)$ which converges to $t$.

There exists an increasing sequence $u_{n}$ in $M_{\Omega}(F, V)$ such that

$$
u_{n} \leqslant t_{n} \text { and } u_{n} \leqslant t \quad \text { for all } n, \quad t=\operatorname{Sup}_{n}\left(u_{n}\right) .
$$

It follows that

$$
\begin{aligned}
& \hat{\theta}\left(u_{n}\right) \leqslant \hat{\theta}\left(t_{n}\right) \text { and } \hat{\theta}\left(u_{n}\right) \leqslant \hat{\theta}(t) \text { for all } \mathrm{n}, \\
& \hat{\theta}(t)=\operatorname{Sup}_{n} \hat{\theta}\left(u_{n}\right)
\end{aligned}
$$

$\operatorname{Lim}_{n \rightarrow \infty}\left\|\hat{\boldsymbol{\theta}}\left(u_{n}\right)\right\|=\infty \quad$ since $\hat{\boldsymbol{\theta}}(t)$ has no occurrence of $\Omega$ and $\left(\hat{\theta}\left(u_{n}\right)\right)_{n=0}$ is increasing.

Since $\hat{\theta}\left(u_{n}\right) \leqslant \hat{\theta}\left(t_{n}\right)$ these trees "are equal on all levels less than $\left\|\hat{\theta}\left(u_{n}\right)\right\|$ ", i.e. $\delta\left(\hat{\theta}\left(u_{n}\right), \hat{\theta}\left(t_{n}\right)\right) \geqslant\left\|\hat{\theta}\left(u_{n}\right)\right\| . \quad$ Similarly, $\delta\left(\hat{\theta}\left(u_{n}\right), \hat{\theta}(t)\right) \geqslant\left\|\hat{\theta}\left(u_{n}\right)\right\| \quad$ and $\quad$ finally $\delta\left(\hat{\boldsymbol{\theta}}\left(t_{n}\right), \hat{\boldsymbol{\theta}}(t)\right) \geqslant\left\|\hat{\boldsymbol{\theta}}\left(u_{n}\right)\right\|$.

It follows that $d\left(\hat{\theta}\left(t_{n}\right), \hat{\theta}(t)\right)$ converges to 0 , i.e. that $\hat{\theta}(t)=\operatorname{Lim}_{n \rightarrow x} \hat{\theta}\left(t_{n}\right)$.
Hence $\hat{\theta}$ is continuous at $t$.
$(2) \Rightarrow(1)$. We show that if $t$ is not $\theta$-good then $\hat{\theta}(t)$ contains an occurrence of $\Omega$. If $t$ is such that $\operatorname{Brch}_{\theta}^{(i)}(t) \subseteq E_{\theta}^{(i)}$ (in that case $\operatorname{Brch}_{\theta}^{(i)}(t)$ is reduced to a single infinite word) then $\hat{\theta}(t)=\Omega$.

Otherwise there exists in $\operatorname{Brch}_{\theta}^{\prime \prime \prime}(t)$ an infinite word of the form $b h_{1}$ with $b \in$ $\left(E_{\theta} \cup N_{\theta}\right)^{*}$ and $b_{1} \in E_{\theta}^{(\omega)}$. This shows that $t$ can be written $t=u\left[t_{1}, \ldots, t_{t}\right]$ for some $u$ in $M\left(F, V_{l}\right)$ in such a way that

$$
\left.b c_{1} \in \operatorname{Brch}_{\theta}(1)^{\prime}\right), \quad \operatorname{Brch}_{t}^{\prime \prime \prime}\left(t_{1}\right)=\left\{b_{1}\right\} .
$$

The tree $t$ is as in the special case we first considered, i.e. $\hat{\theta}\left(t_{1}\right)=\Omega$.
From Lemma 3.6.4, $v_{1} \in \operatorname{Var}(\theta(u))$. Hence

$$
\begin{aligned}
\hat{\theta}(t) & =\theta(u)\left[\hat{\theta}\left(t_{1}\right), \ldots, \hat{\theta}\left(t_{1}\right)\right] \\
& =\theta(u)\left[\Omega, \hat{\theta}\left(t_{2}\right), \ldots, \hat{\theta}\left(t_{1}\right)\right]
\end{aligned}
$$

and contains occurrences of $\Omega$.
1.3) $\Rightarrow(1)$. We show that if $t$ is not $\theta$-good, $\hat{\theta}$ is not continuous at $t$.

Taking the notations of the preceding proof, let $\left(w_{n}\right)_{n \geqslant 0}$ be a sequence of finite trees such that

$$
\begin{aligned}
& w_{n}=u\left[t_{1}^{(n)}, \ldots, t_{1}^{(n)}\right] \text { for all } n \geqslant 0, \\
& \operatorname{Lim}_{n \rightarrow \infty}\left(w_{n}\right)=t, \\
& b_{1}^{(n)} v_{k} \in \operatorname{Brch}_{\theta}\left(t_{1}^{(n)}\right) \text { for all } n \geqslant 0,
\end{aligned}
$$

where $v_{k}$ is a variable which does not occur in $t$ and $b_{1}^{(n)}$ is the prefix of $b_{1}$ of length $n$.

Remark that

$$
\begin{aligned}
\theta\left(t_{1}^{(n)}\right) & =v_{k}, \\
\hat{\theta}\left(w_{n}^{\prime}\right) & =\boldsymbol{\theta}(u)\left[\hat{\theta}\left(t_{1}^{(n)}\right), \ldots, \hat{\theta}\left(t_{1}^{(n)}\right)\right] \\
& =\boldsymbol{\theta}(u)\left[v_{k}, \hat{\theta}\left(t_{2}^{(n)}\right), \ldots, \hat{\theta}\left(t_{1}^{(n)}\right)\right] .
\end{aligned}
$$

Since $v_{k}$ does not occur in $t$. hence does not in $\hat{\theta}(t)$ either, $\delta\left(\hat{\theta}\left(w_{n}\right), \hat{\theta}(t)\right) \leqslant|\alpha|$ where $\alpha \in \boldsymbol{O c c}\left(v_{k}, \boldsymbol{\theta}(u)\right)$, i.e. $\hat{\boldsymbol{\theta}}\left(w_{,}\right)$does not converges to $\hat{\boldsymbol{\theta}}(t)$.

### 3.7. Miscellaneous properties of second-order substitutions

A second-order substitution is nondeleting if $\operatorname{Var}(\nu(f))=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ for all $k \geqslant 1$, all $f$ in $F_{k}$.

Lemma 3.7.1. A second-order substitution is nondeleting if and only if $\operatorname{Var}(\theta(t))=$ $\operatorname{Var}(t)$ for all trees $t$ in $M(F, V)\left(r e s p . i n M_{\Omega}^{\infty}(F, V)\right)\left(r e s p . i n M^{\infty}(F, V)\right.$ when $\theta$ is non-crasing).

Proof. As usual, by structural induction for finite trees and then, extension by continuity to infinite trees.

Propositions 3.4.2 and 3.4.3 that we stated for first-order substitutions extend naturally to second-ôrder ones.

Let us note in particular the following application of commutativity (i.e. the extension of Proposition 3.4.3):

Corollary 3.7.2. Let $F \cap G=\left(\emptyset\right.$, let $t_{1}, \ldots, t_{k} \in M^{\infty}(G)$, let $f_{1}, \ldots, f_{l} \in F$ and let $u_{i} \in$ $M^{*}\left(F \cup G, V_{p, f_{1}}\right)-V$ for all $i=1, \ldots, l$. Then, for all $s$ in $M^{\infty}\left(F \cup G, V_{k}\right)$ : $s\left[t_{1} / v_{1}, \ldots, t_{k} / v_{k}\right]\left\{u_{1} / f_{1}, \ldots, u_{l} / f_{l}\right\}=s\left\{u_{1} / f_{1}, \ldots, u_{l} / f_{l}\right\}\left[t_{1} / v_{1}, \ldots, t_{k} / v_{k}\right]$.

Part (3) of Proposition 3.4.1 extends as follows:
$\operatorname{Proposition~3.7.3.~Subtree}(\theta(t))=\operatorname{Var}(\theta(t)) \cup\left\{u\left[\theta\left(t_{1}\right), \ldots, \theta\left(t_{n}\right)\right] \mid u \in \operatorname{Subtree}(\nu(f))\right.$, $\left.f\left(t_{1}, \ldots, t_{n}\right) \in \operatorname{Subtree}(t), f \in F_{n}, n \geqslant 0\right\}$.

Proof. Let us prove that every subtree $\theta(t) / w$ of $\theta(t)$ is of the form $v_{i}$ or $u\left[\theta\left(t_{1}\right), \ldots, \theta\left(t_{n}\right)\right]$ as required. The proof is an induction on $|w|$ and subsidiarly on the structure of $t$ :

Case $|w|=0$ : either $t=v_{i}$ or $t=f\left(t_{1}, \ldots, t_{n}\right)$ and we take $u=\nu(f)$;
Case $|w|>0$ : then $t=f\left(t_{1}, \ldots, t_{n}\right)$. Either $w \in \operatorname{Dom}(\nu(f))$ and we are done with $u=\nu(f) / w$ or $w=w^{\prime} w^{\prime \prime}$ with $w^{\prime} \in \operatorname{Occ}\left(v_{i}, \nu(f)\right), w^{\prime \prime} \in \operatorname{Dom}\left(t_{i}\right)$ and $\left|w^{\prime \prime}\right| \leqslant|\boldsymbol{w}|$; then $\theta(t) / w=\theta\left(t_{j}\right) / w^{\prime \prime}$ and the induction hypothesis applied to $w^{\prime \prime}$ shows that $\theta(t) / w$ has the desired form if $\left|w^{\prime \prime}\right|<|w|$; if $\left|w^{\prime \prime}\right|=|w|$, i.e. if $\left|w^{\prime}\right|=0$, the induction on the structure of $t$ can be used.

The converse inclusion is easier to prove.

## 4. Regular trees

This section is devoted to regular trees. Such trees naturally arise in the process of 'unlooping' flowcharts. They also appear as results of first-order unification in the generalized sense of Huet [48].

We shall characterize regular trees as solutions in $\boldsymbol{M}^{\infty}(F)$ of certain systems of equations. Solving such systems equation by equation will allow us to denote regular trees by some kind of rational expressions (Cousineau [29]). We shall also characterize them as forming the free iterative theory generated by $F$ (Ginali [40], Elgot et al. [34]). Finally we shall characterize them in terms of their language of branches (Courcelle [15, Section 1.6]) or their languages of occurrences (Ginali [40, Section 1.6]).

All definitions of this section will be given with respect to a fixed ranked alphabet $F$. The extension of all definitions and results to a sorted alphabet does not raise any difficulty except perhaps for notations. It will not be done.

### 4.1. Definitions

A tree $t$ is regular if the set Subtree ( $t$ ) of all its subtrees is finite. We shall denote by $R(F)$ the set of regular trees over $F$, i.e. in $M^{x}(F)$.

It is not difficult to establish the following properties:

$$
M(F) \subseteq R(F) \subseteq M^{\times}(F)
$$

(provided $F$ contains at least two symbols of arity $\because 11$.
$R(F)$ is closed under the $F$-operations.
Any subtree of a regular tree is regular.
The set of symbols occuring in a regular trec is finite.
We shall also use regular trees with variables. As for $M(F . V)$ and $M^{2}(F, 1)$ we shall use the notation $R(F, V)$ for $R(F \cup V)$ in order to specify which symbols are variables i.e. are subject to substitution. The following fact is a straightforward consequence of Iemma 3.4.1:

The family of regular trees is closed under first-order substitution.
We mean by this that $\sigma(t)$ is regular if $t \in R(F, V)$ and $\sigma(v)$ is a regular tree for all $v$ in $V$. More generally:

The family of regilar trees is closed under second-order substitution. (4.1.6)
We mean by this that $\boldsymbol{\theta}(t)$ is regular if $t$ is regular and $\nu(f)$ is regular for all $f$ in $F$ (with the notations of Sections 3.5-3.7). This follows immediately from Proposition 3.7.3.

### 4.2. Systems of regular equations

A system of regular equations, (we shall also say a regular system) is a finite system of the form $S=\left\langle x_{1}=u_{1}, \ldots, x_{n}=u_{n}\right\rangle$ where $x_{1}, \ldots, x_{n}$ are the unknowns and $u_{1}, \ldots, u_{n}$ are elements of $F\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)$, i.e. are all of the form $f$ for $f$ in $F_{0}$ or $f\left(x_{i}, \ldots, x_{i_{k}}\right)$ for $f$ in $F_{k}, k \geqslant 1, i_{1}, \ldots, i_{k}$ in [ $\left.n\right]$.

We associate with $\boldsymbol{S}$ a mapping $|\boldsymbol{S}|: \boldsymbol{M}^{\infty}(F)^{n \rightarrow} \boldsymbol{M}^{\infty}(F)^{n}$ defined by $|\boldsymbol{S}|\left(t_{1}, \ldots, t_{n}\right)=$ $\left.\left(u_{1} \mid t_{1} / x_{1}, \ldots, t_{n} / x_{n}\right], \ldots, u_{n}\left[i, / x_{1}, \ldots t_{n} / x_{n}\right]\right)$.
A. solution of $S$ is an $n$-tuple ( $t_{1}, \ldots, t_{n}$ ) of trees in $M^{\infty}(F)$ satisfying the equations (where each $f$ in $F$ has its standard meaning on $M^{\infty}(F)$ (see Section 1), i.e. is a fix-point of the associated mapping ${ }_{i} S$ '.

Theorem 4.2.1. A regular system has a unique solution in $\boldsymbol{M}^{x}(F)$. All components of this solution are regular trees. Every regular tree is a component of the unique solution of some' regular system.

Proof. The first two assertions will be proved later for more general systems of equations (Theorem 4.3.1).

Let $t$ be a regular tree. For each element $u$ of Subtree $(t)$ let us introduce an unknown $x_{u}$. Let $X$ be this set of unknowns. For each $x_{u}$ in $X$ we have to define an equation of the form $x_{u}=s_{u}$ for some $s_{u}$ in $F(X)$. If $u=f\left(u_{1}, \ldots, u_{k}\right)$ for $u_{1}, \ldots, u_{k}$ in Subtree( $t$ ) we take $s_{u}=f\left(x_{u_{1}}, \ldots, x_{u_{k}}\right)$. The system of all these equations is regular, the family of trees ( 11$)_{1, \ldots} x$ is a solution of this system, hence its (unique) solution. The component of this solution corresponding to $x_{t}$ is clearly $t . \quad \square$

Example 4.2.2. L.et $F=\{f, g, a, b\}$ with $\rho(f)=\rho(g)=2, \rho(a)=\rho(b)=0$.
The tree $t=f\left(a, g(b, g(b, g(b, \ldots)))\right.$ is regular since Subtree $(t)=\left\{t, t_{1}, a, b\right\}$ where $t_{1}=g(b, g(b, g(b, \ldots)))$. It is the first component of the unique solution in $M^{\infty}(F)$ of the regular system $S=\left\langle x_{0}=f\left(x_{2}, x_{1}\right), x_{1}=g\left(x_{3}, x_{1}\right), x_{2}=a, x_{3}=b\right\rangle$.

This tree is shown in Fig. 2.

### 4.3. More general systems of regular equations

A generalized system of regular equations (or a generalized reguiar system) is a finite system of the form $S=\left\langle x_{1}=u_{1}, \ldots, x_{n}=u_{n}\right\rangle$ where $u_{1}, \ldots, u_{n}$ are elements
of $M^{\infty}\left(F, X_{n}\right)$ and $X_{n}=\left\{x_{1}, \ldots, x_{n}\right\}$ is the set of unknowns. A mapping $|S|$ is associated with $S$ exactly as in Section 4.2.

A solution of $S$ is an $n$-tuple of trees $\left(t_{1}, \ldots, t_{n}\right)$ in $M^{\infty}(F)$ such that $t_{i}=$ $u_{i}\left[t_{1}, \ldots, t_{n}\right]$, i.e. a fix-point of $|S|$.

If a system $S$ as above has regular right-hand sides, i.e. if $u_{1}, \ldots, u_{n}$ belong to $R(F, X)$ we say that $S$ is a system of extended regular equations or an extended regular system.

Finally, a generalized regular system $S$ satisfies the Greibach condition or is a Greibach system if none of its right-hand sides is an unknown.

Theorem 4.3.1. A generalized regular Greibach system has a unique solution in $M^{\infty}(F)$. All components of the solution of an extended regular Greibach system are regular.

Proof. Let $E=M^{\infty}(F)^{n}$ considered as a metric space. Then $E$ is complete since $M^{\infty}(F)$ is.

Since none of the $u_{i}$ 's belongs to $\left\{x_{1}, \ldots, x_{n}\right\}$, the mapping $|S|$ is contracting. This follows from Proposition 3.3 .2 part (2). Hence, by Theorem 2.1.1, $|S|$ has a unique fix-point, i.e. $S$ has a unique solution in $M^{\infty}(F)$.

Let us now assume that the $u_{i}$ s are regular. Let $\left(t_{1}, \ldots, t_{n}\right)$ be the solution of $S$.
Let $A=\bigcup\left\{A_{i} \mid 1 \leqslant j \leqslant n\right\}$ where $A_{i}=\left\{t^{\prime}\left[t_{1}, \ldots, t_{n}\right] \mid t^{\prime} \in \operatorname{Subtree}\left(u_{i}\right)\right\}$ for $j=$ $1, \ldots, n$.

Since the $u_{i}$ 's are regular, the set $\boldsymbol{A}$ is finite. Let us prove that Suhtree $\left(t_{i}\right) \subseteq A$ for all $i$ in $[n]$, and this will prove that the $t_{i}$ 's are regular.

We show that for all $w$ in $\mathbf{N}_{+}^{*}$, for all $i$ in $[n]$ the tree $t_{i} / w$ belongs to $A$ if it defined. And we do the proof by induction on $|w|$.

If $w \in \operatorname{Dom}\left(u_{i}\right)$ then $t_{i} / w=\left(u_{i} / w\right)\left[t_{1}, \ldots, t_{n}\right]$ hence belongs to $A_{i}$ since $u_{i} / w \in$ Subtree $\left(u_{i}\right)$.

If $w=w^{\prime} w^{\prime \prime}$ for some occurrence $w^{\prime}$ of $u_{i}$ in $u_{i}$ and some node $w^{\prime \prime}$ of $t_{i}$ (recall that $t_{i}=u_{i}\left[t_{1}, \ldots, t_{n}\right]$. Since $u_{i} \in\left\{x_{1}, \ldots, x_{n}\right\}$ we have $\left|w^{\prime}\right|>0$ and $\left|w^{\prime \prime}\right|<|w|$, hence $t_{i} / w=t_{i} / w^{\prime \prime}$ which belongs to $A$ by the induction hypothesis.

Otherwise $w$ does not belong to Dom $\left(u_{i}\right)$ and there is nothing to prove.
Remark 4.3.2. Let us define a generalized system as proper if it has a unique.selution.
In order to characterize the proper systems let us say that an unknown $x_{1}$ of $S$ (as above) is singular if $|S|^{r}\left(x_{1}, \ldots, x_{n}\right)=\left(s_{1}, \ldots, s_{n}\right)$ with $s_{i}=x_{i}$ for some $p \geqslant 1$ (such a $p$ can be taken less than $n$ if it exists). Otherwise $x_{i}$ is nonsingular.

It has been shown by Bloom et al. [7] that a system is proper if and only if it has no singular unknown.

Two singular unknowns $x_{i}$ and $x_{i}$ are independent if for all $p \geqslant 1, x_{i} \neq x_{i}$ where as above, $|\boldsymbol{S}|^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)=\left(s_{1}, \ldots, s_{n}\right)$.

All solutions of a nonproper system can be defined parametrically in a unique way in terms of arbitrary values given :o independent singular unknowns. More details will be given in Lemma 4.9.8.

### 4.4. Solving regular systems equation by equation

Let $S=\left\langle x_{1}=u_{1}, \ldots, x_{n}=u_{n}\right\rangle$ be a proper generalized regular system. Let us single out its first equation. It can be solved in $M^{\infty}\left(F,\left\{x_{2}, \ldots, x_{n}\right\}\right)$ by considering the unknowns $x_{2}, \ldots, x_{n}$ as constants. Let $t_{1}$ denote its solution, i.e. the unique tree such that $t_{1}=u:\left[t_{1} / x_{1}\right]$.

Let now $S^{\prime}$ be the system $\left\langle x_{2}=u_{2}^{\prime}, \ldots, x_{n}=u_{n}^{\prime}\right\rangle$ where $u_{i}^{\prime}=u_{i}\left[t_{1} / x_{1}\right]$ for $i=$ $2,3, \ldots, n$. Let $\left(t_{2}^{\prime}, \ldots, t_{n}^{\prime}\right)$ be its solution.

Claim 4.4.1. (1) The system $S^{\prime}$ has a unique solution $\left(t_{2}^{\prime}, \ldots, t_{n}^{\prime}\right)$.
(2) The solution of $S$ is the $n$-tuple $\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right)$ where $t_{1}^{\prime}=t_{1}\left[t_{2}^{\prime} / x_{2}, \ldots, t_{n}^{\prime} / x_{n}\right]$.

Proof. Let us verify that for any solution $\left(t_{2}^{\prime}, \ldots, t_{n}^{\prime}\right)$ the associated $\left(t_{1}^{\prime}, t_{2}^{\prime}, \ldots, r_{n}^{\prime}\right)$ is a solution of $S$ :

$$
\begin{aligned}
t_{1}^{\prime} & =t_{1}\left[t_{2}^{\prime} / x_{2}, \ldots, t_{n}^{\prime} / x_{n}\right] \\
& =u_{1}\left[t_{1} / x_{1}\right]\left[t_{2}^{\prime} / x_{2}, \ldots, t_{n}^{\prime} / x_{n}\right] \\
& =u_{1}\left[t_{1}\left[t_{2}^{\prime} / x_{2}, \ldots, t_{n}^{\prime} / x_{n \cdot i} / x_{1}, '_{2}^{\prime} / x_{2}, \ldots, t_{n}^{\prime} / x_{n}\right]\right. \\
& =u_{1}\left[t_{1}^{\prime} / x_{1}, t_{2}^{\prime} / x_{2}, \ldots, t_{n}^{\prime} / x_{n}\right] .
\end{aligned}
$$

For $i=2, \ldots, n$,

$$
\begin{aligned}
t_{i}^{\prime} & =u_{i}^{\prime}\left[t_{2}^{\prime} / x_{2}, \ldots, t_{n}^{\prime} / x_{n}\right] \\
& =u_{i}\left[t_{1} / x_{1}\right]\left[t_{2}^{\prime} / x_{2}, \ldots, t_{n}^{\prime} / x_{n}\right] \\
& =u_{i}\left[t_{1}^{\prime} / x_{1}, \ldots, t_{n}^{\prime} / x_{n}\right]
\end{aligned}
$$

with similar computations as for $t_{1}^{\prime}$.
Hence if $S^{\prime}$ had two distinct solutions, so would have $S$ which is not the case by assumption. Hence $S^{\prime}$ has a unique solution and it satisfies part (2) of the claim.

Arguing by induction on the number of equations, one can show that solving a system of $n$ equations reduces to solving $n$ single equations and composing appropriately their solutions.

This method is fully sinilar to the one used in language theory to solve regular systems of equations in terms of rational expressions. This suggests to do the same for regular trees.

### 4.5. Rational expressions denoting regular trees

Cousineau has defined in [29] a class of 'rational expressions' in order to denote regular trees obtained as solutions of regular systems. Our presentation of his res'ilts differs substantially from his.

Definition 4.5.1. We introduce on $M^{\infty}\left(F, V_{k}\right)$ a new operation named Star. For $t$ in $M^{\infty}\left(F, V_{k}\right)-\left\{v_{1}\right\}$ we define $\operatorname{Star}(t)$ as the unique tree in $M^{\infty}\left(F, V_{k-1}\right)$ such that

$$
\operatorname{Star}(t)=t\left[\operatorname{Star}(t) / v_{1}, v_{1} / v_{2}, \ldots, v_{k-1} / v_{k}\right]
$$

The existence and unicity of $\operatorname{Star}(t)$ follows from Theorem 4.3.1.
If $t \in M^{\infty}\left(F,\left\{v_{1}\right\}\right)$ then $\operatorname{Star}(t) \in M^{\infty}(F)\left(=M^{\infty}\left(F, V_{0}\right)\right)$ and $t \in M^{\infty}(F)$ if and only if $\operatorname{Star}(t)=t$.

Note that $\operatorname{Star}\left(v_{1}\right)$ is not defined. We could define it as $\Omega$, the 'bottom' tree (see Section 3) and this would be useful for expressing least solutions of possibly nonproper regular system ( $\Omega$ is clearly the least solution of the equation $x_{1}=x_{1}$ ). We shall discuss this later (see Section 4.10) but we restrict here our attention to extended regular systems that are proper.

Remark finally that the star operation depends on a precise set of variables, here $V=\left\{v_{1}, v_{2}, \ldots, v_{n}, \ldots\right\}$ which will be kept fixed in this section.

Lemma 4.5.2. Let $u \in M^{\infty}\left(F, V_{k+1}\right)-\left\{v_{1}\right\}$ and $t_{1}, \ldots, t_{k} \in M^{\infty}\left(F, V_{1}\right)$. Then $\operatorname{Star}(u)\left[t_{1}, \ldots, t_{k}\right]=\mathbf{S t a r}\left(u\left[t_{1}^{\prime} / v_{2}, \ldots, t_{k}^{\prime} / v_{k+1}\right]\right)$ where $t_{i}^{\prime}=t_{i}\left[v_{2} / v_{1}, \ldots, v_{l+1} / v_{1}\right]$ for $i=1, \ldots, k$.

Proof. We have $\operatorname{Star}(u)=u\left[\operatorname{Star}(u) / v_{1}, v_{1} / v_{2}, \ldots, v_{h} / v_{k+1}\right]$. Let $u^{\prime}=$ $\operatorname{Star}(u)\left[t_{1}, \ldots, t_{k}\right]$. Proposition 3.4.2 gives us

$$
\begin{equation*}
u^{\prime}=u\left[u^{\prime} / v_{1}, t_{1} / v_{2}, \ldots, t_{k} / v_{k+1}\right] . \tag{1}
\end{equation*}
$$

On the other hand, $\operatorname{Star}\left(u\left[t_{1}^{\prime} / c_{2}, \ldots, t_{k}^{\prime} / c_{k+1}\right]\right)$ is the unique tree $w$ in $M^{x}\left(F, V_{l}\right)$ such that

$$
\begin{equation*}
w=u\left[t_{1}^{\prime} / v_{2}, \ldots, t_{k}^{\prime} / v_{k+1}\right]\left[w^{\prime} / v_{1}, v_{1} / v_{2}, \ldots, v_{1} / v_{l+1}\right] . \tag{2}
\end{equation*}
$$

Since $t_{1}^{\prime}, \ldots, t_{k}^{\prime}$ have no occurrence of $v_{1},(2)$ can be written

$$
\begin{equation*}
w=u\left[w / c_{1}, t_{1}^{\prime \prime} / v_{2}, \ldots, t_{k}^{\prime \prime} / c_{k}, 1\right] \tag{3}
\end{equation*}
$$

where

$$
t_{1}^{\prime \prime}=t_{i}^{\prime}\left[v_{1} / v_{2}, \ldots, v_{1} / v_{1+1}\right] \text { for } i=1, \ldots, k
$$

By definition of $t_{i}^{\prime}$,

$$
\begin{equation*}
t_{i}^{\prime \prime}=t_{1}\left[v_{2} / v_{1}, \ldots, v_{1}, 1 / v_{1}\right]\left[v_{1} / v_{2}, \ldots, v_{1} / v_{1,1}\right]=t_{i} \tag{4}
\end{equation*}
$$

Since $u \neq v_{1}$, the equation

$$
x=u\left[x / v_{1}, t_{1} / c_{2}, \ldots, t_{k} / v_{k+1}\right]
$$

has a unique solution in $M^{x}\left(F, V_{l}\right)$. This shows together with (1), (3) and (4) that $u^{\prime}=u$.

Definition 4.5.3. A rational expression is (in this paper) an element $e$ (or $e_{1}, e^{\prime} \cdots$ ) of $M(F \cup\{*\}, V)$. The tree $\operatorname{Val}(e)$ it possibly denotes can be inductively defined as follows:

- if $e=v_{i}$ then $\operatorname{Val}(e)=v_{i}$,
- if $e=f\left(e_{1}, \ldots, e_{k}\right)$ then $\operatorname{Val}(e)=f\left(\operatorname{Val}\left(e_{1}\right), \ldots, \operatorname{Val}\left(e_{k}\right)\right)$ if each of
$\operatorname{Val}\left(e_{1}\right), \ldots, \operatorname{Val}\left(e_{k}\right)$ is defined and $\operatorname{Val}(e)$ is undefined otherwise,
- if $e=*\left(e^{\prime}\right)$ then $\operatorname{Val}(e)=\operatorname{Star}\left(\operatorname{Val}\left(e^{\prime}\right)\right)$ if $\operatorname{Val}\left(e^{\prime}\right)$ is defined and is not $v_{1}$ and $\operatorname{Val}(e)$ is undefined otherwise.
We say that $e$ is defined (undefined) if $\operatorname{Val}(e)$ is.
It is easy to check that $\boldsymbol{e}$ is undefined if and only if it contains a subexpression of the form $\left.*\left(*\left(\cdots *\left(v_{k}\right)\right) \cdots\right)\right)$ with $k$ occurrences of $*$.

We can already solve some regular systems: for instance let $S=$ $\left\langle x_{1}=f\left(x_{1}, g\right), x_{2}=h\left(x_{1}, x_{2}\right)\right\rangle$. Its solution is $\left(e_{1}, e_{2}\right)$, i.e. more precisely the pair (Val $\left.\left(e_{1}\right), \operatorname{Val}\left(e_{2}\right)\right)$ where $e_{1}=*\left(f\left(v_{1}, g\right)\right)$ and $e_{2}=*\left(h\left(*\left(f\left(v_{1}, g\right)\right), v_{1}\right)\right)$.

In order to apply the method of Section 4.4 and solve arbitrary systems we need a way to form a rational expression $\operatorname{Comp}\left(e, e_{1}, \ldots, e_{k}\right)$ having the value Val $(e)$ $\left[\operatorname{Val}\left(e_{1}\right), \ldots, \operatorname{Val}\left(e_{k}\right)\right]$. It is easy to check that taking $e\left[e_{1} / v_{1}, \ldots, e_{k} / v_{k}\right]$ would be incorrect.

Definition 4.5.4. Let Comp $\left(e, e:, \ldots, e_{k}\right)$ be the rational expression defined as follows by induction on the structure of $e$ :

- if $e=v_{i}$ and $1 \leqslant i \leqslant k$ then Comp(e $\left.e_{1} . \ldots, e_{k}\right)=e_{i}$,
- if $e=v_{i}$ and $i>k$ then $\operatorname{Comp}\left(e, e_{1}, \ldots, e_{k}\right)=v_{i}$,
- if $e=f\left(e_{1}^{\prime}, \ldots, e_{1}^{\prime}\right)$ then $\operatorname{Comp}\left(e, e_{1}, \ldots, e_{k}\right)=f\left(e_{1}^{\prime \prime}, \ldots, e_{l}^{\prime \prime}\right)$ where $e_{i}^{\prime \prime}=$ Comp $\left(e_{i}^{\prime}, e_{1}, \ldots, e_{k}\right)$ for $i=1, \ldots, l$
- if $e=*\left(e^{\prime}\right)$ then $\operatorname{Comp}\left(e, e_{1}, \ldots, e_{k}\right)=*\left(\operatorname{Comp}\left(e^{\prime}, v_{1}, e_{1}^{\prime \prime}, \ldots, e_{k}^{\prime \prime}\right)\right)$ where $e_{i}^{\prime \prime}=$ $\operatorname{Comp}\left(e_{i}, v_{2}, v_{3}, \ldots, v_{l+1}\right)$ for all $i=1, \ldots, k$ and $l$ is large enough such that $\operatorname{Val}\left(e_{i}\right) \in$ $M^{\infty}\left(F, V_{l}\right)$ for all $i=1, \ldots, k$.

In the last clause above, we shall put Shift $\left(e_{i}\right)$ instead of $e_{i}^{\prime \prime}$ where Shift is a mapping on regular expressions accing as $\lambda e . \operatorname{Comp}\left(e, v_{2}, v_{3}, \ldots, v_{l+1}\right)$ but which can be defined directly.

Actually, we shall define $\operatorname{Shift}(k, e)$ for $k \geqslant 1$ and we shall take

$$
\begin{aligned}
& \operatorname{Shift}(e)=\operatorname{Shift}(1, e), \\
& \quad \operatorname{Shift}\left(k, v_{i}\right)= \begin{cases}c_{i} & \text { if } i<k, \\
c_{i}+1 & \text { if } i \geqslant k,\end{cases} \\
& \quad \operatorname{Shift}\left(k, f\left(e_{1}, \ldots, e_{l}\right)\right)=f\left(\operatorname{Shift}\left(k, e_{1}\right), \ldots, \operatorname{Shift}\left(k, e_{l}\right)\right), \\
& \\
& \operatorname{Shift}(k, *(e))=*(\operatorname{Shift}(k+1, e)) . \\
& \text { Claim 4.5.5. For all defined rational expression } e \text { and all integer } k \geqslant 1, \\
& \text { Val(Shift }(k, e))=\operatorname{Val}(e)\left[v_{k+1} / v_{k}, v_{k+2} / v_{k+1}, \ldots, v_{l+1} / v_{i}\right] \text { where } l \text { is such that } \\
& \text { Val }(e) \in M^{\infty}\left(F, V_{l}\right) .
\end{aligned}
$$

Proof. By induction on the structure of $e$. We only consider the case $e=*\left(e^{\prime}\right)$ where $\operatorname{Val}\left(e^{\prime}\right) \in M^{\infty}\left(F, V_{l+1}\right)$. Then

$$
\begin{align*}
& \operatorname{Val}(e)\left[v_{k+1} / v_{k}, \ldots, v_{l+1} / v_{l}\right] \\
& \quad=\operatorname{Star}\left(\operatorname{Val}\left(e^{\prime}\right)\right)\left[v_{k+1} / v_{k}, \ldots, v_{l+1} / v_{l}\right] \\
& \quad=\operatorname{Star}\left(\operatorname{Val}\left(e^{\prime}\right)\right)\left[v_{1}, v_{2}, \ldots, v_{k-1}, v_{k+1}, \ldots, v_{l+1}\right] \\
& \quad=\operatorname{Star}\left(\operatorname{Val}\left(e^{\prime}\right)\left[v_{2} / v_{2}, \ldots, v_{k} / v_{k}, v_{k+2} / v_{k+1}, \ldots, v_{l+2} / v_{l+1}\right]\right)  \tag{1}\\
& =\operatorname{Star}\left(\operatorname{Val}\left(e^{\prime}\right)\left[v_{k+2} / v_{k+1}, \ldots, v_{l+2} / v_{l+1}\right]\right) \\
& =\operatorname{Val}\left(*\left(\operatorname{Shift}\left(k+1, e^{\prime}\right)\right)\right)  \tag{2}\\
& \quad=\operatorname{Val}(\operatorname{Shift}(k, e))
\end{align*}
$$

We have used Lemma 4.5 .2 to obtain (1) and the induction hypothesis to obtain (2).

Claim 4.5.6. If $e, e_{1}, \ldots, e_{k}$ are defined rational expressions then $\operatorname{Val}\left(\operatorname{Comp}\left(e, e_{1}, \ldots, e_{k}\right)\right)=\operatorname{Val}(e)\left[\operatorname{Val}\left(e_{1}\right), \ldots, \operatorname{Val}\left(e_{k}\right)\right]$.

Proof. By induction on the structure of $e$. Once again the only interesting case is $e=*\left(e^{\prime}\right)$. Then

$$
\begin{aligned}
& \operatorname{Val}\left(\operatorname{Comp}\left(e, e_{1}, \ldots, e_{k}\right)\right) \\
& \quad=\operatorname{Val}\left(*\left(\operatorname{Comp}\left(e^{\prime}, v_{1}, \operatorname{Shift}\left(e_{1}\right), \ldots, \operatorname{Shift}\left(e_{k}\right)\right)\right)\right) \\
& \quad=\operatorname{Star}\left(\operatorname{Val}\left(e^{\prime}\right)\left[t_{1}^{\prime} / v_{2}, \ldots, t_{k}^{\prime} / v_{k+1}\right]\right)
\end{aligned}
$$

by induction and Claim 4.5.5, with $t_{i}^{\prime}=\operatorname{Val}\left(e_{i}\right)\left[v_{2} / v_{1}, \ldots, v_{l+1} / v_{l}\right]$. Hence, by Lemma 4.5.2,

$$
\begin{aligned}
\operatorname{Val}\left(\operatorname{Comp}\left(e, e_{1}, \ldots, e_{k}\right)\right) & =\operatorname{Star}\left(\operatorname{Val}\left(e^{\prime}\right)\right)\left[\operatorname{Val}\left(e_{1}\right), \ldots \operatorname{Val}\left(e_{k}\right)\right] \\
& =\operatorname{Val}(e)\left[\operatorname{Val}\left(e_{1}\right), \ldots, \operatorname{Val}\left(e_{k}\right)\right] .
\end{aligned}
$$

Theorem 4.5.7. A tree is regular if and only if it is the value of a rational expression. For any proper extended regular system of equations, one can find rational expressions defining its solution.

Proof. The value of a rational expression is a regular rree: this is an easy consequence of Theorem 4.3.1 and the definition of Star.

Conversely, let $S=\left\langle x_{1}=u_{1}, \ldots, x_{n}=u_{n}\right\rangle$ be a regular system. We shall construct an $n$-tuple of rational expressions denoting its solution.

Actually, we shall do the construction in a more general case, where $S$ is a proper extended regular system where $u_{i}=\operatorname{Val}\left(e_{i}\right)\left[x_{1} / v_{1}, \ldots, x_{n} / v_{n}\right]$ for some rational expressions $e_{1}, \ldots, e_{n}$. (It is useful not to identify $x_{i}$ and $v_{i}$ as it will appear soon).

If $n=1$ then the solution of $S$ is $t_{1}=\operatorname{Val}\left(*\left(e_{1}\right)\right)$.

Otherwise, we start solving $S$ by following the method of Section 4.4 (and using the same notations). It is clear that

$$
t_{1}=\operatorname{Val}\left(*\left(e_{1}\right)\right)\left[x_{2} / v_{1}, \ldots, x_{n} / v_{n-1}\right]
$$

In both cases $*\left(e_{1}\right)$ is defined since otherwise Val $\left(e_{1}\right)$ would be $v_{1}$ and $S$ would not be proper.

We let $e_{i}^{\prime}=\operatorname{Comp}\left(e_{i}, *\left(e_{1}\right), v_{1}, \ldots, v_{n-1}\right)$ for $i=2, \ldots, n$ so that the system $S^{\prime}$ of Section 4.5 is exactly $\left(x_{2}=u_{2}^{\prime}, \ldots, x_{n}=u_{n}^{\prime}\right)$ with $u_{i}^{\prime}=\operatorname{Val}\left(e_{i}^{\prime}\right)\left[x_{2} / v_{1}, \ldots, x_{n} / v_{n-1}\right]$ for $i=2, \ldots, n$.

By induction, we can assume that we know rational expressions $e_{2}^{\prime \prime}, \ldots, e_{n}^{\prime \prime}$ defining the solution of $S^{\prime}$ and we need only compute $e^{\prime \prime}=\operatorname{Comp}\left(e_{1}, e_{2}^{\prime \prime}, \ldots, e_{n}^{\prime \prime}\right)$ to obtain an $n$-tuple ( $e_{1}^{\prime \prime}, e_{2}^{\prime \prime}, \ldots, e_{n}^{\prime \prime}$ ) defining the solution of $S$. That $t_{i}^{\prime}=V$ al $\left(e_{i}^{\prime \prime}\right)$ follows from Claim 4.4.1 and the induction hypothesis for $i=2, \ldots, n$ and from Claims 4.4.1 and 4.5.6 for $i=1$.

Example 4.5.8. Let $S$ be the system

$$
x=f(x), \quad y=g(x, y, z), \quad z=h(y, z)
$$

Solving the first equation gives us

$$
x=*\left(f\left(v_{1}\right)\right)
$$

( (or simplicitv, we identify a rational expression with its value). Then the system $S$ reduces to the following two equations:

$$
\begin{aligned}
& y=z^{\left(*\left(f\left(v_{1}\right)\right), v_{1}, v_{2}\right)\left[y / v_{1}, z / v_{2}\right]} \\
& z=h\left(v_{1}, v_{2}\right)\left[y / v_{1}, z / v_{2}\right] .
\end{aligned}
$$

By defining $e$ as $g\left(*\left(f\left(v_{1}\right)\right), v_{1}, v^{\prime}\right)$, we get

$$
y=*(e)\left[z / v_{1}\right]
$$

and we are reduced to solve

$$
z=h\left(*(e), v_{1}\right)\left[z / v_{1}\right]
$$

We now obtain the final expressions for $z$ and $y$ :

$$
\begin{aligned}
& z=*\left(h\left(*\left(g\left(*\left(f\left(v_{1}\right)\right), v_{1}, v_{2}\right)\right), v_{1}\right)\right) \\
& y=\operatorname{Comp}\left(*(e), e^{\prime}\right)
\end{aligned}
$$

where $e^{\prime}$ is the rational expression defining $z$. After evaluation of $\operatorname{Comp}\left(*(e), e^{\prime}\right)$ one gets

$$
y=*\left(g\left(*\left(f\left(v_{1}\right)\right), v_{1}, *\left(h\left(*\left(g\left(*\left(f\left(v_{1}\right)\right), v_{1}, v_{2}\right)\right), v_{1}\right)\right)\right)\right.
$$

### 4.5.9. Applications to program transformations

It is known that arbitrary flowcharts cannot be transformed into equivalent while-programs without introducing auxiliary variables (see for instance Elgot [33]). But such a transformation can be done if one allows (like in EXEL [56]) do-repeat loops with exit statements of the form exit $i$ for $i \geqslant 1$ (causing a jump out of the $i$ th surrounding do-repeat loop). This can be established as a corollary of Theorem 4.5.7 in the following way.

From a rational expression denoting the execution tree of a flowchart, one can obtain a 'structured program scheme' by translating $*(\ldots)$ into do(. . .) repeat, $v_{i+1}$ into exit $i$ for $i \geqslant 1, v_{1}$ into the null statement (since $v_{1}$ corresponds to a return to the beginning of the surrounding do... repeat loop or to the end of the whole program). By replacing the action symbols by their meanings, written as sequences of ground statements, one obtains a program equivalent to the initial 'unstructured' program. This proof method is due to Cousineau [28].

### 4.6. Iterative theories of trees

We shall present a nice algebraic structure that one can put on $M^{x>}(F, V)$ the basic operations of which are the composition (i.e. the first-order substitution) and the iteration (i.e. taking the solution of generalized regular system). It has been invented by Elgot [32] and developed in a series of papers [6, 7, 8, 10, 34, 40].

The basic objects will not be trees but $n$-tuples of trees also called $n$-trees. The reader will have noted that our substitution $t\left[u_{1}, \ldots, u_{n}\right]$ is a binary operation concerning a tree $t$ and an $n$-tree $u=\left(u_{1}, \ldots, u_{n}\right)$. Hence, the introduction of $n$-trees is natural in a theory emphasizing the properties of substitution whereas trees are natural in a theory emphasizing the $F$-operations.

Rather than starting with the general definition of an iterative theory, we describe the iterative theory $T$ 'of' infinite trees over the ranked alphabet $F$. The iterative theory $R$ of' regular trees over $F$ can be characterized as the free iteratice theory generated by $F$ as we shall see later.

The set of variables $V=\left\{v_{1} \ldots, c_{n}, \ldots\right\}$ is fixed and will play a similar role as in Section 4.5.

For all integers $n, p \geqslant 0$ let us denote by $T_{n, p}$ the set of $n$-tuples of trees in $M^{*}\left(F, V_{p}\right)$, hereafter called $n$-rees. If $n=0$ then $T_{n, p}$ is reduced to the empty sequence, here denoted by $0_{r}$. If $p=0$ then $T_{n, p}$, consists of sequences of trees in $M^{\times}(F)$ (uriless $n=0$ ).

The substitution extends in an obvious way into an operation associating with $s=\left(s_{1}, \ldots, s_{n}\right)$ in $T_{n, p}$, and $t=\left(t_{1}, \ldots, t_{p}\right)$ in $T_{p, q}$ the $n$-tree $s . t=u=\left(u_{1}, \ldots, u_{n}\right) \vdots_{\text {ii }}$ $T_{n, 4}$ such that $u_{i}=s_{t}\left[t_{1} / c_{1}, \ldots, t_{p} / c_{p}\right]$ for $i=1, \ldots, n$.

Sequences can be formed by means of tupling which associates with $t_{1}, \ldots, t_{p}$, in $T_{1, n}$ the element $\left(t_{1}, \ldots, t_{p}\right)$ of $T_{p, n}$ equal to $\left(u_{1}, \ldots, u_{p}\right)$ where $t_{i}=\left(u_{i}\right)$ and $u_{i} \in$ $M^{2}\left(F, V_{n}\right)$ for $i=1, \ldots, p$.

For all $p \geqslant 1$, we denote by $I_{p}$ the element $\left(v_{1}, \ldots, v_{p}\right)$ of $T_{p, p}$ and by $\pi_{i, p}$ the element $\left(v_{i}\right)$ of $T_{1, p}$ (for $1 \leqslant i \leqslant p$ ). These notations as justified by properties (4.6.2) and (4.6.3) below. The index $p$ will be frequently omitted.

The operations introduced above satisfy the following properties:

$$
\begin{align*}
& \left(s_{0} t\right) \cdot u=s \cdot(t, u),  \tag{4.6.1}\\
& s . I=s,  \tag{4.6.2}\\
& \pi_{i} \cdot\left(t_{1}, \ldots, t_{n}\right)=t_{i},  \tag{4.6.3}\\
& t=\left(\pi_{1}, t, \pi_{2} \cdot t, \ldots, \pi_{n} \cdot t\right) \tag{4.6.4}
\end{align*}
$$

for all objects $s, t, u$ of appropriate type.
Finally, for $t$ in $T_{n, q}$ and $u$ in $T_{p, q}$, we shall use $(t, u)$ as a shorthand for $\left(\pi_{1}, t, \pi_{2}, t, \ldots, \pi_{n}, t, \pi_{1}, u, \ldots, \pi_{p}, u\right)$. Hence $(t, u)$ is in $T_{n+p, q}$.

Up to now, we have only defined an algebruic theory $T=\left(T_{n, p}\right)_{n, p \geqslant 0}$, and we already know two subtheories of $T$ :

$$
R=\left(R_{n, p}\right)_{n, p \geqslant 0}, \quad \text { where } R_{n, p}=R\left(F, V_{p}\right)^{n}
$$

and

$$
M=\left(M_{n, p}\right)_{n, p=0}, \quad \text { where } M_{n, p}=M\left(F, V_{p}\right)^{n}
$$

We denote them by $\boldsymbol{T}_{F}, \boldsymbol{R}_{F}$ and $M_{F}$ if we want to indicate the alphabet.
We can reformulate Theorem 4.3.1 in the framework of the above algebraic theories.

Let $S=\left\langle v_{1}=u_{1}, \ldots, v_{n}=u_{n}\right\rangle$ be a generalized regular system in Greibach normal form. Solving it amounts to finding $\left(t_{1}, \ldots, t_{n}\right)$ in $M^{\infty}(F)^{n}=T_{n, 0}$ such that $t_{i}=$ $u_{i}\left[t_{1} / v_{1}, \ldots, t_{n} / v_{n}\right]$ i.e. to finding some $t$ in $T_{n, 0}$ such that

$$
\begin{equation*}
t=u \cdot t \tag{4.6.5}
\end{equation*}
$$

where $u$ is the element $\left(u_{1}, \ldots, u_{n}\right)$ of $T_{n, n}$.
Our Theorem 4.3.1 asserts the existence and unicity of such a $t$. It will be denoted by $u^{+}$.

More generally all equations of the form

$$
\begin{equation*}
t=u \cdot\left(t, I_{p}\right) \tag{4.6.6}
\end{equation*}
$$

where $u \in T_{n, n+p}, \pi_{i}, u \neq \pi_{i}$ for all $i, j \in[n]$ have a unique solution in $T_{n, p}$, also denoted by $u^{*}$ and which is the solution in $M^{\infty}\left(F, V_{p}\right)^{n}$ of the generalized regular system:

$$
S=\left\langle x_{1}=u_{1}^{\prime}, \ldots, x_{n}=u_{n}^{\prime}\right\rangle
$$

where

$$
u_{i}^{\prime}=u_{i}\left[x_{1} / v_{1}, \ldots, x_{n} / v_{n}, v_{1} / v_{n+1}, \ldots, v_{p} / v_{n+p}\right] \quad \text { for } i=1, \ldots, n .
$$

We express this by saving that $T$ is closed under conditional iteration or is iterative.

Note that (4.6.5) is the special case of (4.6.6) where $p=0$.
Note also that for $u$ in $T_{1, n}$ identified with $M^{\infty}\left(F, V_{n}\right), u^{\dagger}=\operatorname{Star}(u)$.
Theorem 4.3.1 also shows that $R$ is iterative whereas $M$ is not since the equation $x=f(x)$ has no solution in $M(F)$.

Remark 4.6.7. A similar structure has been proposed by Arnold and Dauchet [1] under the name of magmoid. The basic operations are the composition and the tensor product which associates with $u$ in $T_{n, p}$ and $u^{\prime}$ in $T_{n \cdot p}$ the element $t=$ $\left(t_{1}, \ldots, t_{n+n^{\prime}}\right)$ of $T_{n+n^{\prime}, p+p^{\prime}}$, denoted by $t=u \otimes u^{\prime}$, such that

$$
\begin{aligned}
& t_{i}=u_{i} \quad \text { if } 1 \leqslant i \leqslant n, \\
& t_{i+n}=u_{i}^{\prime}\left[v_{p+1} / v_{1}, \ldots, v_{p+p^{\prime}} / v_{p^{\prime}}\right] \text { if } 1 \leqslant i \leqslant n^{\prime} .
\end{aligned}
$$

There is no special notation for Star or $\dagger$.

### 4.7. General iterative theories

An algebraic theory $J$ consists of non-empty sets $J_{n, p}$ for $n, p \geqslant 0$ together with an operation named composition denoted by , a multi-adic operation named source-tupling and denoted by $\left(, \ldots\right.$, ), objects $O_{p}$ in $J_{0, p}$ for $p \geqslant 0, I_{p}$ in $J_{p, p}$ and $\pi_{i, p}$ in $J_{1, p}$ for $1 \leqslant i \leqslant p$ (also denoted by $I$ and $\pi_{i}$ ). The objects $\pi_{i}$ are said distinguished. All these objects and operations must satisfy conditions (4.6.1) to (4.6.4) (for all $m, n, p, q \geqslant 0$, all $s$ in $J_{m, n}$, all $t$ in $J_{n, p}$, all $u$ in $J_{p, q}$, all $i$ in [ $n$ ]: $O_{r}$ is another notation for ( ) so that (4.6.4) says that $J_{0, p}$ is reduced to $O_{r}$ ).

One assumes that $\pi_{i, p} \neq \pi_{i, p}$ if $i \neq j$.
The theory is ideal if for all $u$ in $J_{1, p}$ if $u$ is not distinguished (i.e. $u \neq \pi_{i, p}$ for all $i \in[p]$ ) then for all $t$ in $J_{p, n}, u, t$ is not distinguished. An object $u$ in $J_{n, p}$ is ideal if for all $i \in[n], \pi_{1}, \|$ is not distinguished.

The theories 'of trees` $T, R$ and $M$ are ideal and an $n$-tree $\left(u_{1} \ldots, u_{n}\right)$ is ideal if and only if none of $u_{1}, \ldots, u_{n}$ is a variable.

An ideal theory $J$ is scalar iterate if for every ideal $u$ in $J_{1,1 \cdot p}$ the equation (4.6.6) has a unique solution in $J_{1, p}$ (it will be denoted by ${ }^{\prime}$ ). It is (cector) iteratice if the same holds for every ideal $u$ in $J_{n, n+n}(n \geqslant 1, p \geqslant 0)$. The solution $u$ is then in $J_{n, p}$.

Remarks 4.7.1. (1) In the case of trees, the condition " $"$ is ideal" is stronger than the condition " $\pi_{i} \cdot u \neq \pi_{i}$ for all $i, j$ in $[n]^{"}$ that was used in Theorem 4.3.1 and in (4.6.6) since the latter allows $u_{i}$ in $\left\{c_{n+1}, c_{n+3}, \ldots, c_{n}, p\right\}$.
(2) The results we mentioned in Remark 4.3.2 are actually proved in [7] for arbitrary ideal theories.

The method we used in Section 4.4 to solve systems equation by equation is applicable in any scalar iterative theory. The unicity of the solution of (4.6.6) can also be proved from the unicity in the scalar case. Hence

Proposition 4.7.2 ([8]). A theory is iterative if and only if it is scalar iterative.

### 4.7.3. Iterative theory expressions

Let $J$ be an iterative theory, $F$ a ranked alphabet, $\nu$ a mapping: $F \rightarrow J$ such that $\nu(f)$ is an ideal element of $J_{1, k}$ for all $f$ in $F_{k}$. We shall say that $f$ denotes $\nu(f)$.

We shall now define iteratice theory expressions over $F$, each of them having a type ( $n, p$ ), in such a way that $e$ of type ( $n, p$ ) denotes an element $e_{J, v}$ of $J_{n, p}$ (which may be undefined, see below).

The set $E_{F}(n, p)$ of (iteracive theory) expressions over $F$ of type ( $n, p$ ) is defined as follows:

- $O_{p}$ beiongs to $E_{F}(0, p)$,
- $\pi_{1, p}$ belongs to $E_{F}(1, p)$,
- $\left(e_{1}, \ldots, e_{n}\right)$ belongs to $E_{F}(n, p)$ if $e_{1}, \ldots, e_{n}$ belong to $E_{F}(1, p)$,
- $e . e^{\prime}$ belongs to $E_{F}(n, q)$ if $e$ belongs to $E_{F}(n, p)$ and $e^{\prime}$ belongs to $E_{F}(p, q)$,
- $e^{+}$belongs to $E_{F}(n, p)$ if $e$ belongs to $E_{F}(n, n+p)$,
- $f$ belongs to $E_{F}(1, k)$ if $f \in F_{k}$.

The formal definition of $\boldsymbol{e}_{J_{, .}}$can be given by induction on the structure of $e$ in an obvious way, with the requirement that $\left(e^{+}\right)_{r .,}$ is defined only if $e_{J, v}$ is defined and ideal.

Let us detail a few rules:

- $\left(e \cdot e^{\prime}\right)_{J_{1}, v}=e_{J, v}, e_{J_{,},}^{\prime}$ if $e_{J, v}$ and $e_{J_{, v},}^{\prime}$ are both defined and undefined otherwise,
$-\left(e^{+}\right)_{J_{1 .}}=\left(e_{J_{1} .}\right)^{\dagger}$ is defined and is ideal and undefined otherwise.
One could also declare that $\left(e^{i}\right)_{J, v}$, is defined if and only if $e_{J, v}$ is defined and the equation $u=e_{J, n} \cdot\left(u, I_{p}\right)$ has a unique solution in $J$, but we shall not use this alternative definition.

Note also that we do not distinguish corstant and operation syinbols (i.e. $\left.O_{p}, \pi_{i, p},(, \ldots,),.{ }^{\prime},.\right)$ from what they denote in $J$.

Let us finally mention that iterative theory expressions have been used by Bloom and Elgot [6] to define and construct free iterative theories.

### 4.8. The free iteratice theory generated by $F$

The definition of a homomorphism $\Psi: J \rightarrow J^{\prime}$ of algebraic theories is obvious: $\Psi$ must map $J_{n, p}$ into $J_{n, p}^{\prime}$, and must preserve operations, distinguished elements etc. . . We say that $\Psi$ is ideal if $J$ and $J^{\prime}$ are ideal and $\Psi^{\prime}$ maps an ideal object onto an ideal one.

Let $\nu$ be a family of mappings: $F \rightarrow J$ as in Section 4.7.3. It is easy to see that $v$ extends uniquely into a family of mappings $\Psi_{1, p}: M\left(F, V_{p}\right) \rightarrow J_{1, r}$ such that

$$
\begin{aligned}
& \Psi_{1, p}\left(v_{i}\right)=\pi_{i, p}, \\
& \Psi_{1, p}\left(f\left(t_{1}, \ldots, t_{k}\right)\right)=\nu(f) \cdot\left(\Psi_{1, p}\left(t_{1}\right), \ldots, \Psi_{1, p}\left(t_{k}\right)\right)
\end{aligned}
$$

and by tupling into mappings $\Psi_{n, p}: M\left(F, V_{p}\right)^{n} \rightarrow J_{n, p}$ defining a unique homomorphism: $M_{F} \rightarrow J$.

This shows that $M_{F}$ is the free algebraic theory generated by $F$.
If $J$ is iterative and since $\nu(f)$ is ideal for all $f$ in $F$, it can be shown that $\Psi$ extends uniquely into a homomorphism: $\boldsymbol{R}_{\boldsymbol{F}} \rightarrow J$. Hence

Theorem 4.8.1 ([34, 40]). $R_{F}$ is the free iterative theory generated by $F$.
Since an ideal homomorphism of iterative theories $\Psi$ maps $u^{+}$onto $(\Psi(u))^{t}$ we must define $\Psi_{n, p}\left(u^{+}\right)$as $\left(\Psi_{n, n+p}(u)\right)^{+}$for $u$ in $M_{n, n+p}$. And this (together with tupling) defines $\Psi_{n, p}$ for all element of $R_{n, p}$. But we must show that $\Psi_{n, p}$ is well defined, i.e. that if $u^{\dagger}=w^{\dagger}$ then $\left(\Psi_{n, n+p}(u)\right)^{\dagger}=\left(\Psi_{n, n+p}(w)\right)^{+}$.

This is the crux of the proof of Theorem 4.8 .1 (see [34, 40]).
We shall denote by $\boldsymbol{e}_{F}$ the value of an expression $e$ in $\boldsymbol{R}_{F}$ if $f$ denotes $\bar{f}$ for all $f$ in $F$.

Corollary 4.8.2. For every iterative theory $J$, every ideal mapping $\nu: F \rightarrow J$, every expression $e$ :
(1) $e_{J_{1},}$ is defined if and only if $e_{F}$ is defined,
(2) if $e_{F}$ is defined then $e_{J, v}=\Psi\left(e_{F}\right)$ where $\Psi: R_{F} \rightarrow J$ is the unique homomorphism extending $\nu$.

Procf. (1) and (2) can be proved simultaneously by induction on the structure of $e$. Note in particular that
$\left(e^{\dagger}\right)_{J, v}$ is defined if and only if
$e_{J, v}$ is defined and ideal if and only if
$e_{F}$ is defined and ideal (since $e_{J, r}=\Psi^{\prime}\left(e_{F}\right)$ by induction and $\psi$ is ideal) if and only if
$\left(e^{\dagger}\right)_{F}$ is defined.
Two expressions are equivalent if in all iteratitive theory, either they denote the same thing or they are both undefined.

Corollary 4.8.3. Two expressions e and e' of same type are equivalent if and only if $e_{F}=e_{F}^{\prime}$.

Let us also remark that Cousineau's rational expressions can be detined as the subset $\mathrm{RSE}_{F}$ of restricted scalar expressions over $F$, inductively defined ą follows: - $\pi_{\text {i.p }}$ belongs to $\operatorname{RSE}_{F}(p)$,
$-e$ belongs to $\operatorname{RSE}_{F}(p)$ if $c$ belongs to $\operatorname{RSE}_{F}(p+1)$,

- $f .\left(e_{1}, \ldots, e_{k}\right)$ belongs to $\operatorname{RSE}_{F}(p)$ if $f \in F_{k}$ and $\epsilon_{1}, \ldots, e_{k}$ belong to $\operatorname{RSE}_{F}(p$ ) (for $k=0$ we have $f .0_{p}$, in $\left.\operatorname{RSE}_{F}(p)\right)$.

Theorem 4.8.4. For every expression $e$ over $F$ of type ( $n, p$ ), one can find restricted scalar expressions $e_{1}^{\prime}, \ldots, e_{n}^{\prime}$ over $F$ and of type $p$, such that $\left(e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right)$ is equivalent to $e$.

Proof. If $e_{F}$ is undefined there is nothing to do. Otherwise $e_{F}=\left(t_{1}, \ldots, t_{n}\right)$. Theorem 4.5.7 shows that one can find rational expressions $e_{1}^{\prime \prime}, \ldots, e_{n}^{\prime \prime}$ such that $\operatorname{Val}\left(e_{i}^{\prime \prime}\right)=t_{i}$ for all $i$. The translation of $e_{i}^{\prime \prime}$ into $e_{i}^{\prime}$ in $\operatorname{RSE}_{F}(p)$ such that $e_{i F}^{\prime}=\operatorname{Val}\left(e_{i}^{\prime \prime}\right)$ is obvious so that $e_{F}=\left(e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right)_{F}$.

Corollary 4.8.3 shows that $e$ and $\left(e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right)$ are equivalent.
The above connection between Cousineau's theorem and iterative theories is a new result.

Elgot proves in [32, part 2 of the main theorem] and [33, Theorem 4.1] a similar result with a slightly larger class of scalar expressions.

This class, let us denote it by $\mathrm{R}^{\prime} \mathrm{SE}_{F}$, is defined by the same rules as $\mathrm{RSE}_{F}$ together with:

```
e.e}\mp@subsup{e}{}{\prime}\mathrm{ belongs to R'SE
    and \mp@subsup{e}{}{\prime}}\mathrm{ belongs to R'SE}\mp@subsup{F}{F}{\prime}(p)
```

This corresponds to the composition of program schemes denoted by $e$ and $e^{\prime}$, whereas $f .\left(e_{1}, \ldots, e_{k}\right)$ corresponds to alternation [33].

Introducing the composition is meaningful if one wants to write program schemes in a structured way but not necessary as situwn by Theorem 4.8.4

Remark 4.8.5. A homomorphism of free iterative theories: $\boldsymbol{R}_{F} \rightarrow \boldsymbol{R}_{G}$ is nothing else than the extension by tupling of a second-order substitution which is nonerasing and regular, i.e. such that $\nu(f) \in R\left(G, V_{k}\right)-V_{k}$ for all $f$ in $F_{k}$, all $k \geqslant 0$.

### 4.9. First-order unification of infinite trees

Let $t, t^{\prime}$ be two trees in $M\left(F, V_{k}\right)$. A (first-order) unifier of $t$ and $t^{\prime}$ is a (first-order) zubstitution $\sigma: M\left(F, V_{k}\right) \rightarrow M(G)$ for some $G \supseteq F$ such that $\sigma(t)=\sigma\left(t^{\prime}\right)$. We shall denote by Unif k,G $^{\prime}\left(t, t^{\prime}\right)$ the set of all such substitutions.

Determining Unif k. $_{\mathrm{G}}\left(t, t^{\prime}\right)$ corresponds to finding all solutions in $M(G)$ of the equation $t=t^{\prime}$ the unknowns of which are $v_{1}, v_{2}, \ldots, v_{k}$.

Proposition 3.4.2 shows that if $\sigma: V_{k}^{\prime} \rightarrow M\left(F, X_{l}\right)$ is a unifier of $t$ and $t^{\prime}$ and $\tau$ is any substitution: $X_{l} \rightarrow M(G)$ then $\tau \cdot \sigma$ (also denoted by $\tau \sigma$ ) is also a unifier of $t$ and $t^{\prime}$. We shall say that $\tau \sigma$ is deduced from $\sigma$ or that $\sigma$ is more general than $\tau \sigma$.

Theorem 4.9.1. If $t$ and $t^{\prime}$ in $M\left(F, V_{k}\right)$ are unifiable they have a mosi general unifier $\sigma: V_{k} \rightarrow M\left(F, X_{l}\right)$. One can find one with $l \leqslant k$.

This means that, for every ranked alphabet $G \supseteq F$,

$$
\operatorname{Unif}_{k, G}\left(t, t^{\prime}\right)=\left\{\tau \sigma / \tau: X_{l} \rightarrow M(G)\right\}
$$

Let us consider two most general unifiers $\sigma: V_{k} \rightarrow M^{\infty}\left(G, X_{i}\right)$ and $\sigma^{\prime}: V_{k} \rightarrow$ $M^{\infty}\left(G, Y_{l}\right)$ (where $X_{l}=\left\{x_{1}, \ldots, x_{l}\right\}$ and $\left.Y_{l}=\left\{y_{1}, \ldots, y_{l}\right\}\right)$. There exists $\theta: X_{l} \rightarrow$ $M\left(G, Y_{l}\right)$ and $\theta^{\prime}: Y_{l^{\prime}} \rightarrow M^{\infty}\left(G, X_{l}\right)$ such that $\sigma^{\prime}=\theta \sigma$ and $\sigma=\theta^{\prime} \sigma^{\prime}$ hence $\sigma=\theta^{\prime} \boldsymbol{\theta} \sigma$ and $\theta^{\prime} \theta$ is the identity on the set $\operatorname{Var}(\sigma)=\bigcup\left\{\operatorname{Var}\left(\sigma\left(v_{i}\right)\right) \mid 1 \leqslant i \leqslant k\right\}$ by Proposition 3.4.1 part (1). Similarly $\theta \theta^{\prime}$ is the identity on $\operatorname{Var}\left(\sigma^{\prime}\right)$.

This shows that if $\sigma$ and $\sigma^{\prime}$ are such that $\operatorname{Var}(\sigma)=X_{l}$ and $\operatorname{Var}\left(\sigma^{\prime}\right)=Y_{l^{\prime}}$, i.e. such that all variables in $X_{l}$ and $Y_{l^{\prime}}$ are useful, then $X_{l}$ and $Y_{l^{\prime}}$ are in bijection by $\theta$ and, in particular $l=l^{\prime}$. We shall say that $\theta$ is an $X_{i}$-renaming.

The integer $\operatorname{Card}(\operatorname{Var}(\sigma))$ is the minimal $l$ such that there exists a most general unifier of $t$ and $t^{\prime}$ of the form: $V_{k} \rightarrow M\left(G, X_{l}\right)$. Note that this integer does not depend only on $t$ and $t^{\prime}$ but also on $k$. We call it the rank of $\left(t, t^{\prime}\right)$ when $V_{k}=$ $\operatorname{Var}(t) \cup \operatorname{Var}\left(t^{\prime}\right)$. Clearly,

$$
\operatorname{Rank}\left(t, t^{\prime}\right)=\operatorname{Card}\left(\cup\left\{\operatorname{Var}(\sigma(v)) \mid v \in \operatorname{Var}(t) \cup \operatorname{Var}\left(t^{\prime}\right)\right\}\right)
$$

where $\sigma$ is any most general unifier of $t$ and $t^{\prime}$. This is the number of independent parameters upon which the general solution in finite trees of the equation $t=t^{\prime}$ depends. By Theorem 4.9.1, $\operatorname{Rank}\left(t, t^{\prime}\right) \leqslant \operatorname{Card}\left(\operatorname{Var}(t) \cup \operatorname{Var}\left(t^{\prime}\right)\right)$.

The proof of Theorem 4.9 .1 also shows that the function symbols occurring in $\sigma \upharpoonleft\left(\operatorname{Var}(t) \cup \operatorname{Var}\left(t^{\prime}\right)\right)$ are all in $F$ so that the chosen alphabet $G$ is irrelevant provided $F \subseteq G$.

Theorem 4.9.1 has a special interest in mechanical theorem proving (Robinson [61]). A linear algorithm has been given by Paterson and Wegman [60] to construct the most general unifier of two terms or show that it does not exist.

Our intention is to extend this theorem to infinite trees. The results we shall present are essentially due to Huet [48].

Let $t, t^{\prime} \in M^{\infty}\left(F, V_{k}\right)$. A unifier of $t$ and $t^{\prime}$ is a substitution $\sigma: V_{k} \rightarrow M^{\infty}(G)$ such that $\sigma(t)=\sigma\left(t^{\prime}\right)$. We shall denote by Unif $\operatorname{Cog}^{\infty}\left(t, t^{\prime}\right)$ the set of such unifiers. (We shall often omit the mention of $k$ and G.)

Such a substitution $\sigma$ is finite (resp. regular) if $\sigma(v)$ is finite (resp. regular) for all $v$ in $V_{k}$.

As in the finite case we say that a unifier $\sigma$ is more general than a unifier $\tau \sigma$ and wi. define most general unifiers in an obvious way.

Theorem 4.9.2. Let $t$ and $t^{\prime}$ belong to $M^{n}\left(F, V_{h}\right)$.
(1) If $t$ and $t^{\prime}$ are unifiable, they have a most general unifier $\tau: V_{k} \rightarrow M^{x}\left(F, X_{l}\right)$, and $l \leqslant k$. It is unique up to an $X_{l}$-renaming when $l$ is minimal.
(2) If $t$ and $t^{\prime}$ are regular and unifiable then their most general unifier is regular. It can be effectively computed.

The proof of Theorem 4.9.2 requires a number of technical definitions.
We shall consider sets $\mathscr{C}$ of pairs of trees in $M^{\infty}\left(F, V_{k}\right)$ and define Unif $\boldsymbol{k}_{\mathrm{k}, \mathrm{G}}(\mathscr{C})$ as the set of substitutions: $V_{k} \rightarrow M^{\infty}(C)$ which unify all pairs $\left(t, t^{\prime}\right)$ in 6 , and we define most general unifiers in an obvious way.

Let $\mathscr{T}$ be the set of all subtrees of the components of all pairs in $\mathscr{C}$. An equivalence relation $\sim$ on $\mathscr{T}$ is simplifiable if, for all $t, t^{\prime}$ in $\mathscr{T}$ such that

$$
\begin{aligned}
& t=f\left(t_{1}, \ldots, t_{k}\right) \\
& t^{\prime}=f\left(t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right) \\
& t \sim t^{\prime}
\end{aligned}
$$

we have $t_{i} \sim t_{i}^{\prime}$ for all $i=1, \ldots, k$.
It is coherent if we do not have $f\left(t_{1}, \ldots, t_{k}\right) \sim g\left(t_{1}^{\prime}, \ldots, t_{l}^{\prime}\right), f, g \in F$ and $f \neq g$ for any $t_{1}, \ldots, t_{k}, t_{1}^{\prime}, \ldots, t_{1}^{\prime}$.

We shall denote by $\sim_{C}$ the least simplifiable equivalence relation on $\mathscr{T}$ which contains $\mathscr{C}$. It does exist and standard arguments yield the following lemma:

## Lemma 4.9.3. Unif ${ }^{\infty}(\mathscr{C})=$ Unif $^{\infty}(\sim \sim)$.

Let us assume that $\sim_{6}$ is coherent and let $S$ te the generalized regular system of equations defined as follows (we shall denote $\sim_{6}$ by $\sim$ ).

We let $X$ be the set of variables $v$ in $V$ such that.
(i) $v \sim t$ for some $t$ such that $\operatorname{First}(t) \in F$,
(ii) (i) does not hold and $v=v_{i}, v_{i} \sim v_{i}$ for some $j>i$.

We let $W$ be $V_{k}-X$ and $S$ be the system of equations $\langle v=u ; v \in X\rangle$ such that if $v$ satisfies (i) then $u=t$ and if $v$ satisfies (ii) then $u=v_{i}$ where $j$ is the largest index such that $\boldsymbol{v} \sim v_{1}$.

Lemma 4.9.4. $S$ is a generalized regular Greibach system over $F \cup W$ with set of unknowns $X$.

Proof. We have to show that any $v_{j}$ occurring in an equation $v=v_{j}$ of $S$ belongs to $W$. If this was not true, then either $v_{i} \sim t$ for some $t$ such that $\operatorname{First}(t) \in F$ and $v \sim t$, and $v$ would have to satisfy ( i ) which is not the case, or $v_{j} \sim v_{i^{\prime}}$ for some $j^{\prime}>j$ and then, $v \sim v_{j}$ and $j$ would not be maximal as required in the definition of $S$.

Without loss of generality we can assume that $X=\left\{v_{1}, v_{2}, \ldots, v_{1}\right\}$ and $W=$ $\left\{v_{1}, \ldots, v_{k}\right\}$. We let $\left(t_{1}, \ldots, t_{1}\right)$ denote the unique solution of $S$ in $M^{\infty}(F, W)$ and $\tau: X \cup W \rightarrow M^{x}(F, W)$ the substitution such that $\tau\left(v_{i}\right)=t_{i}$ for $v_{i} \in X$ and $\tau\left(v_{i}\right)=v_{i}$ for $c_{i} \in W$.

Proposition 4.9.5. (1) Unif ${ }^{x}(6) \neq 0$ if and onl: if $\sim_{6}$ is coherent.
(2) If Unif ${ }^{\mathscr{L}}(\mathscr{C}) \neq \emptyset$ then $\tau$ is the most general unifier of $\mathscr{C}$.

Proof. If $\sim_{\varnothing}$ is not coherent then Unif ${ }^{\infty}\left(\sim_{6}\right)=\emptyset$ and Unif ${ }^{\infty}(\mathscr{C})=\emptyset$ by Lemma 4.9.3. Otherwise, let $S$ be defined as above. By considering $S$ as a set of pairs in $M^{\infty}(F, V)$, we can consider Unif ${ }^{\infty}(S)$. Let us show that it coincides with Unif ${ }^{\infty}(\mathscr{C})$.

Since $S \subseteq \sim_{\mathscr{C}}$ we have Unif ${ }^{\infty}(S) \supseteq$ Unif $^{\infty}(\mathscr{C})$ (with help of Lemma 4.9.3).
Let now $\sigma: V_{k} \rightarrow M^{\infty}(G)$ be a unifier of $S$. Let us show that $\sigma \in U_{n i f}^{\infty}\left(\sim_{\mathscr{C}}\right)$ and Lemma 4.9.3 will give us the desired result.

We show that $\delta\left(\sigma(t), \sigma\left(t^{\prime}\right)\right)=\infty$ for all $t, t^{\prime}$ such that $t \sim t^{\prime}$ (we denote $\sim_{c}$ by $\sim$ ). We do this by contradiction, letting $n$ be the minimal $n<\infty$ (if any) such that $\delta\left(\sigma(t), \sigma\left(t^{\prime}\right)\right)=n$ for some $t, t^{\prime}$ such that $t \sim t^{\prime}$.

Case 1: $\operatorname{First}(t)$ and $\operatorname{First}\left(t^{\prime}\right) \in F$. We necessarily have $\operatorname{First}(t)=\operatorname{First}\left(t^{\prime}\right)$ (since otherwise $\sim$ is not coherent $)$, hence $t=f\left(t_{1}, \ldots, t_{m}\right), t^{\prime}=f\left(t_{1}^{\prime}, \ldots, t_{m}^{\prime}\right)$ and there exists $i$ in $[m]$ such that $\delta\left(\sigma\left(t_{i}\right), \sigma\left(t_{i}^{\prime}\right)\right)=n-1$. Hence $t_{i} \sim t_{i}^{\prime}$ and this contradicts the minimality of $n$.

Case 2: First $(t) \in F$ and $t^{\prime}=v_{i}$. By definition of $S, v_{i}$ is in $X$ and the corresponding equation of $S$ is of the form $v_{i}=u$ for some $u$ in $M^{\infty}(F, V)$ with First $(u) \in F$. Since $t \sim v_{i}$ and $v_{i} \sim u$ we have $t \sim u$. Since $\sigma$ unifies $S, \sigma\left(v_{i}\right)=\sigma(u)$ hence $\delta\left(\sigma(t), \sigma\left(t^{\prime}\right)\right)=$ $\delta(\sigma(t), \sigma(u))$. We are back to the first case, which cannot happen as we have just seen.

Case 3: $t=v_{i}, t^{\prime}=v_{i}$ and we can assume that $i<j$. By definition of $S$, we cannot have $v_{i}$ and $v_{i}$ both in $W$. Hence $v_{i} \in X$. Let $v_{i}=u$ be the corresponding equation of $S$. Note that $u \sim v_{j}$.

If First $(u) \in F$ then $v_{j}$ must be in $X$; let $v_{i}=u^{\prime}$ be the corresponding equation of $S$; we have First $\left(u^{\prime}\right)$ in $F$ and $u \sim u^{\prime}$. Since $\sigma$ unifies $S, \sigma\left(v_{i}\right)=\sigma(u)$ and $\sigma\left(v_{i}\right)=\sigma\left(u^{\prime}\right)$ hence $\delta\left(\sigma(t), \sigma\left(t^{\prime}\right)\right)=\delta\left(\sigma(u), \sigma\left(u^{\prime}\right)\right)$ and we are back to the Case 1. Contradiction.
'fence $u \in W$ and necessarily, $u=v_{i}$. Since $\sigma$ unifies $S, \sigma\left(v_{i}\right)=\sigma\left(v_{i}\right)$ hence $\sigma(t)=$ $\sigma\left(t^{\prime}\right)$ and we cannot have $\delta\left(\sigma(t), \sigma\left(t^{\prime}\right)\right)=n<\infty$.

Hence we have shown that

$$
\text { Unif }^{\infty}(S)=\text { Unif }^{\alpha^{x}}(\mathscr{C})
$$

It is clear that Unif $^{\boldsymbol{x}}(S)$ is not empty: it contains at least $\tau$.
In order to achieve the proof of (2) we need only show that

$$
\mathbf{U n i f}_{k, G}^{\infty}(S)=\left\{\sigma \tau / \sigma: W \rightarrow M^{\infty}(G)\right\}
$$

for all ranked alphabet $G$ including $F$.
For every equation $v_{i}=u_{i}$ of $S(i=1, \ldots, l)$ we have

$$
\begin{aligned}
\sigma \tau\left(v_{i}\right) & =\sigma\left(\tau\left(v_{i}\right)\right) \\
& \left.=\sigma\left(\tau\left(u_{i}\right)\right) \quad \text { (by definition of } \tau\right) \\
& =\operatorname{cr}\left(u_{i}\right) .
\end{aligned}
$$

Conversely, let $\sigma^{\prime}: X \cup W \rightarrow M^{\infty}(C)$ such that $\sigma^{\prime}\left(v_{i}\right)=\sigma^{\prime}\left(u_{i}\right)$ for all $i=1, \ldots, l$. Let $\sigma$ be the restriction of $\sigma^{\prime}$ to $W$. Just to simplify the proof and without loss of generality we can assume that $G \cap X=: \emptyset$. We have

$$
\sigma^{\prime}\left(v_{i}\right)=\sigma\left(u_{i}\right)\left[\sigma^{\prime}\left(v_{1}\right) / c_{1}, \ldots, \sigma^{\prime}\left(c_{l}\right) / v_{l}\right] \quad(i=1, \ldots, l) .
$$

We also have

$$
\begin{aligned}
\sigma\left(t_{i}\right) & =\sigma\left(u_{i}\left[t_{1} / v_{1}, \ldots, t_{l} / v_{l}\right]\right) \\
& =\sigma\left(u_{i}\right)\left[\sigma\left(t_{1}\right) / v_{1}, \ldots, \sigma\left(t_{i}\right) / v_{l}\right]
\end{aligned}
$$

Since the system $\left\langle v_{i}=\sigma\left(u_{i}\right) ; 1 \leqslant i \leqslant l\right\rangle$ clearly has a unique solution:

$$
\sigma^{\prime}\left(v_{i}\right)=\sigma\left(t_{i}\right)=\sigma \tau\left(v_{i}\right) \text { for } i=1, \ldots, l .
$$

Also

$$
\sigma^{\prime}\left(v_{i}\right)=\sigma\left(v_{i}\right)=\sigma \tau\left(v_{i}\right) \quad \text { for } i=1+1, \ldots, k
$$

since $\tau$ is the identity on $W$.
Hence $\sigma^{\prime}=\sigma \boldsymbol{\sigma}$ for some substitution $\sigma: \boldsymbol{W} \rightarrow \boldsymbol{M}^{\infty}(\boldsymbol{G})$ as wanted.
Proof of Theorem 4.9.2. (1) is consequence of Proposition 4.9 .5 with $\mathscr{C}=\left\{\left(t, t^{\prime}\right)\right\}$.
All the remarks we made in the finite case on the minimality of $l$ also apply since they were only depending on Propositıon 3.4.1 part (1) which holds for infinite trees.

The rank of a pair $\left(t, t^{\prime}\right)$ can be defined as well and $\operatorname{Rank}\left(t, t^{\prime}\right) \leqslant$ $\operatorname{Card}\left(\operatorname{Var}(t) \cup \operatorname{Var}\left(t^{\prime}\right)\right)$.
(2) If $\mathscr{C}$ is a set of pairs of regular trees, then $\mathscr{T}$ is a set of regular trees and $S$ is an extended regular system. Its solution consists of regular trees hence $\tau$ is regular.

Furthermore if $t$ and $t^{\prime}$ are two given regular trees, the set $\mathscr{T}$ associated with $\mathscr{C}=\left\{\left(t, t^{\prime}\right)\right\}$ is finite $\left(\mathscr{T}=\operatorname{Subtree}(t) \cup \operatorname{Subtree}\left(t^{\prime}\right)\right)$ and can be effectively constructed. The equivalence $\sim_{r}$ can be computed and tested for coherence. If it is coherent then $S$ and $\tau$ can be effectively determined. More details concerning this algorithm can be found in Huet [48].

The above technique will be extended to the problem of determining whether Unif $\left(t, t^{\prime}\right)=\emptyset$ for $t, t^{\prime}$ in $M(F, V)$ and more generally in $R(F, V)$.

It is clear that $\operatorname{Unif}\left(t, t^{\prime}\right)=\emptyset$ if $\operatorname{Unif}^{\infty}\left(t, t^{\prime}\right)=\emptyset$. If $\operatorname{Unif}^{\infty}\left(t, t^{\prime}\right) \neq \emptyset$, deciding whether Unif $\left(t, t^{\prime}\right)=\emptyset$ amounts to deciding whether the most general unifier $\tau$ of $t$ and $t^{\prime}$ is finite.

To do so, we shall use the equivalence $\sim_{6}$ constructed in the proof of Proposition 4.9.5.

We define a binary relation $\Rightarrow$ on $V$ by letting $v_{i} \Rightarrow v_{i}$ if and only if $v_{i} \sim_{c} t$ for some $t$ in $M^{\infty}(F, V)$ such that $\left.\operatorname{First} t\right) \in F$ and $v_{j}$ has at least one occurrence in $t$.

We say that $\sim_{e}$ is acyclic [48] if $v \Rightarrow v$ for no $v$ in $V$.
Proposition 4.9.6. Let $\mathscr{C}$ be a finite set of pairs of regular trees. Unif $(\mathscr{C}) \neq \emptyset$ if and only if $\sim_{8}$ is coherent and acyclic. This property is decidable.

Proof. If $\sim_{\mathscr{C}}$ is not acyclic then $\operatorname{Unif}(\mathscr{C})=\emptyset$ (if $v \stackrel{+}{\Rightarrow} v$ and $\sigma \in \mathbf{U n i f}(\mathscr{C}), \sigma(v)$ satisfies an equation of the form $x=t$ where $t \neq x$ and $x$ has an occurrence in $t$; this is impossible if $\sigma(v)$ is finite).

If $\operatorname{Unif}(\mathscr{C}) \neq \emptyset$ then $\operatorname{Unif}^{\infty}(\mathscr{C}) \neq \nmid$ hence $\sim_{\mathscr{C}}$ is coherent (by Proposition 4.9.5). Note also that Unif $(\mathscr{C})=\operatorname{Unif}\left(\sim_{\mathscr{C}}\right)$, hence $\sim_{\mathscr{C}}$ is acyclic by the above remark.

Conversely, if $\sim_{\mathscr{C}}$ is coherent and acyclic the system $S$ is such that its unique solution is finite. Hence the most general unifier of $\mathscr{C}$ is finite and Unif $(\mathscr{C}) \neq \emptyset$.

This property is decidable in nearly linear time. See Huet [48] for algorithms.
Example 4.9.7. Let us consider the equation $f\left(v_{1}, f\left(v_{3}, v_{2}\right)\right)=f\left(h\left(v_{2}, v_{1}\right), f\left(v_{4}\right.\right.$, $\left.g\left(v_{3}, v_{4}\right)\right)$ ). The construction of $\sim$ gives us

$$
v_{1} \sim h\left(v_{2}, v_{1}\right), \quad v_{3} \sim v_{4}, \quad v_{2} \sim g\left(v_{3}, v_{4}\right)
$$

whence $X=\left\{v_{1}, v_{2}, v_{3}\right\}$ and $W=\left\{v_{4}\right\}$ and $S$ is the following system:

$$
\left\langle v_{1}=h\left(v_{2}, v_{1}\right), v_{2}=g\left(v_{3}, v_{4}\right), v_{3}=v_{4}\right\rangle .
$$

Its solution is the triple ( $t_{1}, t_{2}, t_{3}$ ) of trees in $R\left(F \cup\left\{v_{4}\right\}\right)$ such that

$$
\begin{aligned}
& t_{1}=h\left(g\left(v_{4}, v_{4}\right), h\left(g\left(v_{4}, v_{4}\right), h\left(g\left(v_{4}, v_{4}\right), \ldots\right)\right),\right. \\
& t_{2}=g\left(v_{4}, v_{4}\right), \\
& t_{3}=v_{4} .
\end{aligned}
$$

Hence the most general unifier of the given pair of trees, i.e. the general solution of the given equation is the substitution $\tau: V_{+} \rightarrow R\left(F,\left\{c_{+}\right\}\right)$such that $\tau\left(c_{i}\right)=t_{i}$ for $i=1,2,3$ and $\tau\left(v_{4}\right)=v_{4}$. Its rank is 1 .

We shall apply this technique to prove the characterization of all solutions of a nonproper regular system that we gave in Remark 4.3.2.

Let $\mathscr{C}=\left\langle v_{i}=u_{i} ; 1 \leqslant i \leqslant n\right\rangle$ be a generalized regular system where $u_{i} \in M^{x}\left(F, V_{n}\right)$ for all $i$. Let $\mathscr{T}=V_{n} \cup\left\{\operatorname{Subtree}\left(u_{i}\right) \mid 1 \leqslant i \leqslant n\right\}$. Let us associate with $\mathscr{C}$ a binary relation $\rightarrow t$ on $M^{\infty}\left(F, V_{n}\right)$ defined as follows:
$t \rightarrow t^{\prime}$ if and only if there exists some $w$ in $M^{\prime \prime}\left(F, V_{n, 1}\right)$ with exactly one occurrence of the auxiliary variable $c_{n+1}$ and such that, for some $i$ in [ $n$ ].

$$
t=w^{\prime}\left[v_{1} / c_{n}, 1\right], \quad t^{\prime}=w^{\prime}\left[u_{1} / c_{n}, 1\right] .
$$

Lemma 4.9.8. For all $t, t^{\prime}$ in 5 , if $t-t^{\prime}$ then $t \stackrel{\Delta}{\rightarrow}$, 1 and $t^{\prime} \rightarrow$, " for somt 11 in $M^{x}\left(F, V_{n}\right)$.

Proof. The binary relation $\approx$ on $M^{x}\left(F, V_{n}\right)$ such that:

$$
s \approx s^{\prime} \text { if and only if } s \rightarrow_{6} u, s^{\prime} \rightarrow_{t} u \text { for some } u \text { in } M^{*}\left(F, V_{n}\right)
$$

is reflexive, symmetric and simplifiable (easy to show). Although it is defined on infinite trees, the methods of Rosen [62]. O`Donnell [57] or Huet [49] allow to show that $\xrightarrow{*}$, is confluent (i.e. has the Church-Rosser property) hence that the relation $\approx$ is transitive.

Since $\approx$ contains $\mathscr{\varnothing}$, it also contains $\sim . \square$

By using Lemma 4.9.8 one can easily prove the following facts:
Fact 1. ~ is coherent.
Fact 2. For every $v$ in $V_{n}$, the following conditions are equivalent:
(i) $v \rightarrow_{6} v^{\prime}$ for some singular variable $v^{\prime}$,
(ii) for all $t$ in $\mathscr{T}$, if $v \sim t$ then $t \in V$.

Fact 3. For any two variables $v$ and $v^{\prime}$ satisfying the conditions of Fact $2, v \sim v^{\prime}$ if and only if $v \vec{\rightarrow}_{6} v^{\prime \prime}$ and $v^{\prime} \vec{\rightarrow}_{6} v^{\prime \prime}$ for some singular variable $v^{\prime \prime}$.

Let us finally modify slighty the definition of $S$ given in Lemma 4.9.4:

- $W=\left\{v_{i} / v_{i}\right.$ is singular and for all singular $c_{\text {, }}$ if $v_{j^{\prime}} \sim v_{\text {, }}$ then $\left.j^{\prime}<j\right\}$
$-X=V_{n}-W$,
- $S^{\prime}=\langle v=u ; v \in X\rangle$ where, for each $v$ in $X$,
(i) either $u$ is some element of $M^{\infty}\left(F, V_{n}\right)$ such that $v \sim u$ and $\operatorname{First}(u) \in F$,
(ii) or $u \in W$ with $v \sim u$.

This system obviously satisfies the Greibach condition and it is easy to show that its unique solution defines the most general unifier of $\mathscr{C}$ as in Proposition 4.9.5. Whence the characterization of all solutions of $\mathscr{C}$ that we mentioned in Remark 4.3.2 (Bloom et al. [7]).

Example 4.9.9. Let 6 be the following system:

$$
v_{1}=h\left(v_{2}, v_{1}\right), \quad v_{2}=g\left(v_{3}, v_{4}\right), \quad v_{3}=v_{4}, \quad v_{4}=v_{3} .
$$

The singular unknowns are $v_{3}$ and $v_{4}$. The system $S^{\prime}$ is exactly the system $S$ of Example 4.9.7.

Remark 4.9.10. For regular trees $t$ and $t^{\prime}$ in $M^{x}(F)$, Unif $\left(t, t^{\prime}\right) \neq \emptyset$ if and only if $t=t^{\prime}$. A corollary of Proposition 4.9 .6 is the decidability of the equality problem for regular trees.

### 4.10. Least solutions of regular systems in $M_{s i}^{x}(F)$

Here we shall consider possibly nonproper generalized and extended regular systems.

Since $\Omega$ is a constant, we can lefine the sets $R(F \cup\{\Omega\})$ and $R(F \cup\{\Omega\}, V)$ of regular trees. We shall denote them by $R_{\Omega}(F)$ and $R_{\Omega}(F, V)$ to emphasize the special role of $\Omega$.

Let $S=\left\langle x_{1}=u_{1}, \ldots, x_{n}=u_{n}\right\rangle$ be a generalized regular system with $u_{i} \in M^{\infty}\left(F, X_{n}\right)$ for $i=1, \ldots, n$. We do not require that $\operatorname{First}\left(u_{i}\right) \in F$.

Theorem 4.10.1. $S$ has a least solution in $M_{\Omega}^{\infty}(F)$. If $S$ is extended regular, all components of its least solution are regular.

Proof. The mapping $|S|: M_{\Omega}^{\infty}(F)^{n} \rightarrow M_{\Omega}^{\infty}(F)^{n}$ is monotone and $\omega$-continuous. Hence $|S|$ has a least fix-point, i.e. $S$ has a least solution. Furthermore, this least solution can be defined as the least upper bound of $|S|^{n}(\Omega, \ldots, \Omega)$ for $n \geqslant 0$.

Since $R_{\Omega}(F)$ is not $\omega$-complete, the second assertion does not follow immediately.
Let $S=\left\langle x_{1}=u_{1}, \ldots, x_{n}=u_{n}\right\rangle$ be an extended regular, possibly nonproper system and let $\left(t_{1}, \ldots, t_{n}\right)$ be its least solution in $M_{\Omega}^{\infty}(F)$. Let $S^{\prime}$ be the proper system $\left\langle x_{1}=u_{1}^{\prime}, \ldots, x_{n}=u_{n}^{\prime}\right\rangle$ such that $u_{i}^{\prime}=\Omega$ if $t_{i}=\Omega$ and $u_{i}^{\prime}=u_{i}$ if $t_{i} \neq \Omega$.

It can be checked that $S$ and $S^{\prime}$ have the same least solution (for all $i \geqslant 0$, $|S|^{i}(\Omega, \ldots, \Omega)=\left|S^{\prime}\right|^{i}(\Omega, \ldots, \Omega)$; this can be shown by induction on $i$ ).

It can be shown that $S^{\prime}$ is proper: if $x_{i}$ is singular in $S$ then $t_{i}=\Omega$ hence $x_{i}$ is no more singular in $S^{\prime}$. In fact $S^{\prime}$ has no singular unknown hence it has a unique solution. Hence Theorem 4.3 .1 is applicable and shows that ( $t_{1}^{\prime}, \ldots, t_{n}^{\prime}$ ), the least and unique solution of $S^{\prime}$ belongs to $R(F \cup\{\Omega\})^{\prime \prime}$. (Note that in our application of Theorem 4.3.1, $\Omega$ is used as an ordinary constant).

By solving a system of equations we shall mean here determining its least solution in $M_{\Omega}^{\times}(F)$.

Generalized regular systems can be solved equation by equation, exactly as in Section 4.4, with $M_{n}^{\infty}\left(F,\left\{x_{2}, \ldots, x_{n}\right\}\right)$ in place of $M^{\infty}\left(F,\left\{x_{2}, \ldots, x_{n}\right\}\right)$ and least solutions in place of unique ones. The validity of the method, i.e. the analog of Claim 4.4.1, is a direct consequence of Lemma 2.3.2.

Cousineau's rational expressions can also be used (actually they are defined in [29] so as to define trees in $R_{\Omega}(F)$ and not only in $\left.R(F)\right)$ with the following changes.

One defines $\operatorname{Star}(t)$ as the least tree in $M_{\Omega}^{\infty}\left(F, V_{k}\right)$ ) (see Definition 4:5.1) such that $\operatorname{Star}(t)=t\left[\operatorname{Star}(t) / v_{1}, v_{1} / v_{2}, \ldots, v_{k}, / v_{k}\right]$, so that $\operatorname{Star}\left(v_{1}\right)=\Omega$. Lemma 4.5.2 still holds but the proof is a bit more technical. (Having lost the unicity property defining $\operatorname{Star}(t)$, one uses the characterization of $\operatorname{Star}(t)$ as the least upper bound of the sequence of iterates of $t$, i.e. $\operatorname{Star}(t)=\operatorname{Sum} \mathbf{p}_{n}\left(u_{n}\right)$ where $u_{0}=\Omega, u_{n+1}=$ $t\left[u_{n}, v_{1}, \ldots, v_{k}, 1\right]$. See [29] for a detailed proof.)

Rational expressions are now elements of $M(F \cup\{*, \Omega\}, V)$, and each of them has a value in $R_{\Omega}(F, V)$. Note that if $e$ has a value in the sense of Definition 4.5.3, it has the same value in the new sense. The mappings Comp and Shift extend immediately (we consider $\Omega$ as a constant) and the analogs of Claims 4.5 .5 and 4.5.6 also hold (the proofs are the same). Hence, Theorem 4.5.7 also extends to $R_{\Omega}(F, V)$ and applies to possibly nonproper extended regular systems and to rational expressions with $\Omega$.

Finally all what we said concerning iterative theories has a counterpart in rational theories.

A rational theory (defined in ADJ [69]) is an algebraic theory $A$ where each set $A_{n . p}$ is partially ordered and has a least element. The requirement of existence and unicity of a solution of (4.6.6) is replaced by the requirement of existence of a least solution, without ary limitation to ideal equations. The reader is referred to [69] for more details on rational theories.

Tiuryn has defined similar objects named regular algebras [65] and investigated their relations with iterative and rational theories in $[66,67]$.

### 4.11. Branch languages and occurrence languages of regular trees

The relation between regular trees and regular languages is very natural as shown by the following theorem:

Theorem 4.11.1. (1) A tree $t$ in $M^{x}(F)$ is regular if a'td only if $\operatorname{Occ}(f, t)$ is regular for all $f$ in $F$ and empty for all but finitely many of them, if and only if $\operatorname{PBrch}(:)$ is regular.
(2) A tree $t$ in $M^{\text {loc }}(F)$ is regular if and only if $\mathrm{Brch}(t)$ is regular.

Proof. It is easy to construct a deterministic finite aut.smaton recognizing Occ( $f, t)$, PBrch( $t$ ) or Brch( $t$ ) from a regular system of equations having ( $t, t_{2}, \ldots, t_{n}$ ) as unique solution, and vice-versa.

A consequence of this fact is the decidability of the equality of two regular trees defined by regular systems or rational expressions.

An alternative proof has been given in Courcelle et ai. [23] and another one can be extracted from Theorem 4.9.2 (see Remark 4.9.10).

## 5. Algebraic trees

This section investigates algebraic trees. Such trees are interesting for at least two reasons. They naturally arise in the study of recursive program schemes (modelled after system of mutually recursive functional (i.e. applicative) procedures), when one 'unfolds' the recursion ad infinitum in order to characterize by means of a unique infinite tree what in the function defined by a recursive program scheme depends on the interpretation. Another reason is their deep connection with deterministic languages through their branch languages. Whereas 'all properties' of regular trees are decidable, many problems on algebraic trees are undecidable and others are open (in particular the equality problem which is interreducible with the equivalence problem for DPDA's).

As in Section 4, $F$ will denote a fixed ranked alphabet. The extension to a many-sorted alphabet is immediate and need not be done formally.

### 5.1. Systems of algebraic equations

In order to define systems of algebraic equations, we shall use the operations of composition and tupling introduced in Section 4.6. Moreover, since we shall only use 1-trees we shall use the notations $T_{k}$ for $T_{1, k}=M^{x}\left(F, V_{k}\right)$ and $T_{\Omega, k}$ for $M_{\Omega}^{x}\left(F, V_{k}\right)$. The symbol $\Phi$ will always denote a finite ranked alphabet the elements of which will be used as unknowns in algebraic systems

The set of scalar monomials of type $p$ over a ranked alphabet $G$ is the set $\mathrm{SM}_{p}(G)$ of expressions inductively defined as follows ( $p \geqslant 0$ ):

$$
\begin{aligned}
& e \in \operatorname{SM}_{p}(G) \text { if and only if } \\
& \text { either } e=\pi_{i, p} \text { for some } i \text { in }[p] \\
& \quad \begin{array}{l}
\text { or } \quad e \\
\quad \\
\quad \\
\quad \operatorname{some} \cdot\left(e_{1}, e_{2}, \ldots, e_{k}\right) \text { for some } f \text { in } G_{k} \text { and } \\
\operatorname{SM}_{p}(G) .
\end{array}
\end{aligned}
$$

Hence, for every algebraic theory $A$, if for all $k \geqslant 0$, every $f$ in $\boldsymbol{G}_{k}$ denotes an element $\nu(f)$ of $\boldsymbol{A}_{1, k}$, then for all $p \geqslant 0$, every scalar monomial $e$ in $\mathbf{S M}_{p}(\boldsymbol{G})$ denotes an element $e_{A, \nu}$ of $A_{1, k}$, inductively defined in an obvious way.

Let $\Phi$ be the ranked alphabet $\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$ ( $\Phi$ will be so in all this section). $A$ system of algebraic equations (or an algebraic system) over $F$ in the set of unknowns $\Phi$ is a system of the form $\Sigma=\left\langle\varphi_{1}=e_{1}, \ldots, \varphi_{n}=e_{n}\right\rangle$ where $e_{i} \in \operatorname{SM}_{k_{1}}(F \cup \Phi)$ and $k_{i}=\rho\left(\varphi_{i}\right)$ for all $i=1, \ldots, n$.

A solution of $\Sigma$ is an $n$-tuple $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ in $T_{k_{1}} \times T_{k_{2}} \times \cdots \times T_{k_{n}}$ such that $t_{1}=e_{1} r_{1}$. where $\nu(f)=f\left(v_{1}, \ldots, v_{\rho(f)}\right)$ for all $f$ in $F$ and $\nu\left(\varphi_{i}\right)=t$ for all $j$ in [ $n$ ].

Such a system is in Greibach normal form if the left-most symbol of each $e_{i}$ is in $F$.

An alternative way of writing a system $\Sigma$ as above (used for instance in many works on recursive prog:am schemes $[15,18,22,24,25,27,37,44,53]$ is

$$
\left\langle\varphi_{1}\left(v_{1}, \ldots, v_{k_{1}}\right)=u_{1}, \ldots, \varphi_{n}\left(v_{1}, \ldots, v_{k_{n}}\right)=u_{n_{i}}\right\rangle
$$

where $u_{i}$ is the element of $M\left(F \cup \phi, V_{k}\right)$ denoted $b{ }_{b} c_{i}$ in the algebraic theory $M_{F}$, in . In that case, a solution of $\Sigma$ is defined as an $n$-tuple ( $t_{1}, \ldots, t_{n}$ ) in $M^{\times}\left(F, V_{k_{1}}\right) \times \cdots \times M^{\infty}\left(F, V_{k_{n}}\right)$ such that $t_{i}=u_{i}\left\{t_{1} / \varphi_{1}, \ldots, t_{n} / \varphi_{n}\right\}$.

Example 5.1.1. Here are two notations for the same algebrai equation:

$$
\begin{aligned}
& \varphi=c \cdot\left(\pi_{1}, \pi_{2}, \varphi \cdot\left(\pi_{1}, h \cdot \pi_{2}\right)\right) \\
& \varphi\left(v_{1}, v_{2}\right)=c\left(v_{1}, v_{2}, \varphi\left(v_{1}, h\left(v_{2}\right)\right)\right) .
\end{aligned}
$$

The solution $t$ (it is actually unique) is depicted in Fig. 3.

Theorem 5.1.2. An algebraic system $\Sigma=\left\langle\varphi_{1}=e_{1}, \ldots \varphi_{n}=c_{n}\right\rangle, c_{1} \in \operatorname{SM}_{k_{1}}(F \cup \phi)$ has a least solution in $T_{s, k,} \times \cdots \times T_{s, k_{n} .}$. If $\Sigma$ is in Greibach normal form, thas a unique solution which belongs to $T_{k} \times \cdots \times T_{h_{n}}$ and is also its least solution in. $T_{12, k_{1}} \times \cdots \times$ $T_{\Omega, k,,}$.

Proof. Let $E_{\Omega}$ be the $\omega$-complete partial order $T_{\Omega, h_{1}} \times \cdots \times T_{s, k_{1},}$ (its least element is $(\Omega, \Omega, \ldots, \Omega))$ and $|\mathcal{S}|: E_{\Omega} \rightarrow E_{\Omega}$ be the mapping such that $|\Sigma|\left(w_{1}, \ldots, w_{n}\right)=$ $\left(w_{1}^{\prime}, \ldots, w_{n}^{\prime}\right)$ with $w_{1}^{\prime}=u_{i}\left\{w_{1} / \varphi_{1}, \ldots, w_{n} / \varphi_{n}\right\}$ for $i=1, \ldots, n$. This mapping is monotone and $\omega$-continuous by Lemma 3.5 .1 hence has a least fix-point ( $\left.t_{1}, \ldots, t_{n}\right)$ in $E_{\Omega}$ which is the least solution of $\Sigma$.

Let now $E$ be the complete metric space $T_{k_{1}} \times \cdots \times T_{k_{n}}$. The restriction of $|\Sigma|$ to $E$ is a contracting mapping: $E \rightarrow E$ by Lemma 3.5 .1 and since $\Sigma$ has been assumed in Greibach normal form. This mapping has a unique fix-point ( $t_{1}^{\prime}, \ldots, t_{n}^{\prime}$ ) in $E$ which is the unique solution of $\Sigma$ (this proof technique is used in Bloom [5] and in a more general situation in Arrold and Nivat [2]).

Remark now that if we consider $\Omega_{\ell}$ as an ordinary constant then $E_{\Omega}$ is also a complete metric space and $|\Sigma|$ has a unique solution in $E_{\Omega}$. Since $E \subseteq E_{\Omega}$ the solutions of $|\Sigma|$ in $E$ and $E_{\Omega}$ are the same and $\left(t_{1}, \ldots, t_{n}\right)=\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right)$.

Remarks 5.1.3. (1) An algebraic system such that $\rho\left(\varphi_{i}\right)=0$ for all $i=1, \ldots, n$ is regular.

A regular system is in Greibach normal form it and only if it is when considered as an algebraic system. The same will hold for properne is defined below.
(2) Bloom [5] characterizes all solutions of systems $\Sigma$ which are not in Greibach normal form, (some of them having several solutions).

### 5.2. The iterative theory of alf ic trees

An algebraic tree is a tree in $\boldsymbol{M}^{\boldsymbol{x}}\left(F, V_{k}\right)$ which is either $v_{i}$ or a component of the unique solution of an algebraic system in Greibach normal form.

Let $\Sigma$ be a system in Greibach normal form; we shall always denote by ( $t_{1}, \ldots, t_{n}$ ) its unique solution and by $\boldsymbol{\theta}$ (or by $\boldsymbol{\theta}_{\underline{2}}$ if necessary) the second order substitution of $t_{1}$ for $\varphi_{1}, \ldots, t_{n}$ for $\varphi_{n}$.

It is easy to show that a tree $t$ in $M^{x}\left(F, V_{n}\right)$ is algebraic if and only if $t=\theta_{\mathbf{E}}(t)$ for some algebraic system $\Sigma$ and some $u$ in $M\left(F \cup \Phi, V_{k}\right)$, where $\Phi$ is the set of unknowns of $\Sigma$.

We denote by $A\left(F, V_{k}\right)$ the set of algebraic trees belonging to $M^{\infty}\left(F, V_{k}\right)$, by $A(F, V)$ the set $U_{k, 0} A\left(F, V_{k}\right)$ and by $A(F)$ the set of algebraic trees which are in $M^{x}(F)$.

It can be shown that $A(F, V)=A(F \cup V)$ (in the latter notation we consider $!$ as a set of constants).

It can also be shown that $A_{\Omega}(F, V)=\bigcup_{k, 0} A\left(F \cup\{\Omega\}, V_{k}\right)$ is the set of conponents of least solutions of arbitrary algebraic sysiems (the proof is similar to the one of Theorem 4.10.1 for regular systems).

Let $A=\left(A_{n, p}\right)_{n, p}$, such that $A_{n, p}=A\left(F, V_{p}\right)^{\prime \prime}$. We shall prove that $A$ is an iterative theory. We shall denote it by $A_{F}$ if it is necessary to specify the ranked alphabet $F$.

Proposition 5.2.1. Let $s_{s_{1}}, s_{1}, \ldots, s_{k}$ be algebraic trees, $s_{0}$ in $\boldsymbol{A}\left(F, V_{k}\right), s_{1}, \ldots, s_{k}$ in $A\left(F, V_{p}\right)$. The tre's $s_{11}\left[s_{1}, \ldots, s_{k}\right]$ and $\operatorname{Star}\left(s_{0}\right)\left(\right.$ if $\left.s_{0} \neq v_{1}\right)$ are algebraic.

Proof. The proof being trivial if $s_{0} \in V_{k}$ we can exclude this case. Let us also assume that $s_{1}, \ldots, s_{k} \notin V_{p}$.

Without loss of generality, we can assume that $s_{0}, s_{1}, \ldots, s_{k}$ are the first $k+1$ components of the unique solution of a system $\Sigma=\left\langle\varphi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right)=u_{i} ; 0 \leqslant i \leqslant n\right\rangle$ in Greibach normal form (with $k_{0}=k$ and $k_{i}=p$ for $i=1, \ldots, k$ ).

Let us define $\Sigma^{\prime}$ by adding to $\Sigma$ the new equation

$$
\begin{equation*}
\psi\left(v_{1}, \ldots, v_{p}\right)=u_{0}\left[\varphi_{1}\left(v_{1}, \ldots, v_{p}\right), \ldots, \varphi_{k}\left(v_{1}, \ldots, v_{p}\right)\right] \tag{1}
\end{equation*}
$$

Hence $\Sigma^{\prime}$ is an algebraic system in Greibach normal form having the solution

$$
\left(s_{0}\left[s_{1}, \ldots, s_{k}\right], s_{0}, s_{1}, \ldots, s_{k}, \ldots, s_{n}\right)
$$

where $s_{0}\left[s_{1}, \ldots, s_{k}\right]$ corresponds to $\psi$ and $s_{i}$ to $\varphi_{i}$ for $i=0, \ldots n$. Hence $s_{0}\left[s_{1}, \ldots, s_{k}\right]$ is algebraic.
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If some of the $s_{i}$ 's are in $V_{p}$, the corresponding $\varphi_{i}$ 's are missing in $\Sigma$ and we define $\Sigma^{\prime}$ similarly with help of $s_{i}$ instead of $\varphi_{i}\left(v_{1}, \ldots, v_{p}\right)$ in (1).

In order to show that $\operatorname{Star}\left(s_{0}\right)$ is algebraic, we define $\Sigma^{\prime \prime}$ by adding to $\Sigma$ the new equation

$$
\theta\left(v_{1}, \ldots, v_{k-1}\right)=u_{0}\left[\theta\left(v_{1}, \ldots, v_{k-1}\right), v_{1}, \ldots, v_{k-1}\right] .
$$

Hence

$$
\left(\operatorname{Star}\left(s_{0}\right), s_{0}, s_{1}, \ldots, s_{n}\right)
$$

is clearly the solution of $\Sigma^{\prime \prime}$ (also in Greibach normal form) hence $\operatorname{Star}\left(s_{0}\right) \in$ $A\left(F, V_{k-1}\right)$.

Corollary 5.2.2. A is an iterative theory.

Proof. The first part of Proposition 5.2.1 shows that $A$ is a subtheory of $T$ (as an algebraic theory). The second part shows that $\boldsymbol{A}$ is closed under scalar iteration, hence $A$ is iterative by Proposition 4.7.2.

The iterative theory $\boldsymbol{A}$ is also investigated by Gallier [38].
Let us mention that in Ginali [40] 'algebraic tree` is just another terminology for 'regular tree".

The proper inclusion

$$
R(F, V) \subset A(F, V)
$$

follows from Example 5.1.1: it is clear that the tree $t$ defined there has infinitely many different subtrees; it is algebraic but not regular.

Proposition 5.2.3. The family of algebraic trees is closed under second-order substitution. More precisely, if $\theta$ is the second-order substitution associated with a mapping $\nu: F \rightarrow A(G, V)$, then for all $t$ in $A(F, V), \theta(t)$ is an algebraic tree in $A_{\Omega}(G, V)$ (in $A(G, V$ if $\theta$ is non erasing $)$.

Proof. The case $t \in V$ is trivial and $w e$ exclude it.
The general sase easily reduces to the special case $F \cap G=\emptyset$. So we assume this. Let $\Sigma=\left\langle\varphi_{i}\left(v_{1}, \ldots, v_{k_{k}}\right)=u_{i} ; 1 \leqslant i \leqslant n\right\rangle$ be an algebraic system with least solution $\left(t_{1}, \ldots, t_{n}\right)$ such that $t=t_{1} ;$ we let $\Phi=\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$.
Let $\Sigma^{\prime}=\left\langle\psi_{i}\left(v_{1}, \ldots, v_{h_{1}}\right)=w_{i} ; 1 \leqslant i \leqslant m+p\right)$ be another system such that its least solution is $\left(s_{1}, \ldots, s_{m+p}\right)$ with $s_{i}=\nu\left(f_{i}\right)$ for $i=1, \ldots, m$. (We assume that $F=$ $\left\{f_{1}, \ldots, f_{m}\right\}$ and that $f_{i}$ and $\psi_{i}$ are the same symbol.)
Let $\Sigma^{\prime \prime}=\boldsymbol{\Sigma} \cup \boldsymbol{\Sigma}^{\prime}$. Its set of unknowns is $\boldsymbol{\phi} \cup \boldsymbol{F} \cup\left\{\psi_{m+1}, \ldots, \psi_{m+p}\right\}$. Let $\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}, s_{1}^{\prime}, \ldots, s_{m+p}^{\prime}\right)$ be its least solution. We watit to show that $t_{1}^{\prime}=\theta\left(t_{1}\right)$. We shall prove in fact that this solution coincides with $\left(\theta\left(t_{1}\right), \ldots, \theta\left(t_{n}!, s_{1}, \ldots, s_{m+p}\right)\right.$.

Let us first consider the special case where $\theta$ is nonerasing and where we can assume that $\Sigma$ and $\Sigma^{\prime}$ are in Greibach normal form. One can show that $\Sigma^{\prime \prime}$ has a unique solution although it is not in Greibach normal form.
Hence it suffices to verify that the latter $(n+m+p)$-tuple is a solution of $\Sigma^{\prime}$, i.e. in fact that its equations from $\Sigma$ are verified (this holds by definition for those from $\Sigma^{\prime}$ ).
From $t_{1}=u_{i}\left\{t_{1} / \varphi_{,}, \ldots, t_{n} / \varphi_{n}\right\}$ we get

$$
\begin{align*}
\theta\left(t_{1}\right) & =t_{1}\left\{\nu\left(f_{1}\right) / f_{1}, \ldots, \nu\left(f_{m}\right) / f_{m}\right\} \\
& =u_{1}\left\{t_{1} / \boldsymbol{\varphi}_{1}, \ldots, t_{n} / \varphi_{n}\right\}\left\{\nu\left(f_{1}\right) / f_{1}, \ldots, \nu\left(f_{m}\right) / f_{m}\right\} \\
& =u_{1}\left\{\theta\left(t_{1}\right) / \varphi_{1}, \ldots, \theta\left(t_{n}\right) / \boldsymbol{\varphi}_{n}, \nu\left(f_{1}\right) / f_{1}, \ldots, \nu\left(f_{m}\right) / f_{m}\right\} \tag{1}
\end{align*}
$$

by th: analogous for second-order substitutines of Proposition 3.4.2, and this is exactl! what was to be proved since $\psi_{m, j}, 1 \leqslant j \leqslant p$ does not occur in the $u_{i}$ s.
In order to deal with least solutions, we apply Lemma 2.3.2 to $\Sigma^{\prime \prime}$ by solving globally the equations giving $\left(s_{1}, \ldots, s_{m+p}\right)=\left(s_{1}^{\prime}, \ldots, s_{m+p}^{\prime}\right)$ and taking the solution into the remaining ones, namely those from $\mathbf{\Sigma}$. Solving these new equations they form an algebraic system with infinite handsides but we have not introduced them formally) can be done by taking the least upper bound of the sequence $S^{i}(\Omega, \ldots, \Omega)$ where $S$ is a mapping: $M_{\Omega}^{x}\left(G, V_{k}\right) \times \cdots \times M_{\Omega}^{\alpha}\left(G, V_{k_{n}}\right)$ into itself which is derived from ' $\Sigma^{\prime \prime}$ ' as follows:
$\boldsymbol{S}\left(\Sigma_{1}, \ldots, \tilde{n}_{n}\right)$ consists in the first $n$ components of $\left|\Sigma^{\prime \prime}\right|\left(z_{1}, \ldots, z_{n}, s_{1}, \ldots, s_{m-n}\right)$ for $=$ in $M_{b}^{*}\left(G, V_{k}\right), 1 \leq i \leq n$.

Note that for $b_{1}, \ldots, b_{n}$ in $M_{a}^{x}\left(F, V_{k}\right), \ldots, M_{\Omega}^{\times}\left(F, V_{k, n}\right)$ :

$$
\begin{aligned}
\boldsymbol{S}\left(\theta(b) \mid \ldots, \theta\left(b_{n}\right)\right)= & |\Sigma=|\left(\theta\left(b_{1}\right), \ldots, \theta\left(b_{n}\right), s_{1}, \ldots, s_{m+p}\right) \\
& \text { restricted to its first } n \text { components } \\
= & |\Sigma|\left(b_{1}, \ldots, b_{n}\right) \mid\left\{s_{1} / f_{i} ; 1 \leq i \leq m+p\right\} \\
= & \theta\left(|\Sigma|\left(b_{1}, \ldots, b_{n}\right)\right)
\end{aligned}
$$

since the calculation step (1) above holds for arbitrary $b_{1}, \ldots, b_{n}$ in place of $t_{1}, \ldots, t_{n}$.

By using an obvious vector notation,

$$
S(\theta(b))=\theta(|\Sigma|(b))
$$

whence

$$
\theta\left(|\Sigma|^{i}(\Omega)\right)=S^{i}(\theta(\Omega))=S^{i}(\Omega)
$$

since

$$
\theta(\boldsymbol{\Omega})=\boldsymbol{\Omega}
$$

Since $\theta$ is $\omega$-continuous,

$$
\begin{aligned}
\theta\left(t_{1}, \ldots, t_{n}\right) & =\theta\left(\mathbf{S u p}|\Sigma|^{i}(\boldsymbol{\Omega})\right) \\
& =\underset{i=0}{\operatorname{Sup}}\left(\boldsymbol{S}^{i}(\boldsymbol{\Omega})\right) \\
& =\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right)
\end{aligned}
$$

Hence we have obtained $t_{1}^{\prime}=\theta\left(t_{1}\right)$ as desired. $\square$

### 5.3. Algebraic trees and schematic tree language's

We state that the components of the least solution $\left(t_{1}, \ldots, t_{n}\right)$ of an algebraic system $\Sigma$ can be defined as the least upper bounds of directed sets of trees $L_{1} \ldots \ldots L_{n}$, generated from a context-free tree grammar $\Sigma_{\Omega 2}$ associated with $\Sigma$.

Let $\Sigma=\left\langle\phi_{1}\left(v_{1}, \ldots, v_{k_{1}}\right)=u_{1}, \ldots, \phi_{n}\left(v_{1}, \ldots, v_{k_{n}}\right)=u_{n}\right\rangle$. Let $\Sigma_{\Omega 2}$ be the set of pairs $\left(\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right), u_{i}\right)$ and $\left(\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right), \Omega\right)$ and let $\vec{\rightarrow}_{s_{1}}$ be the semi-Thue relation on $M_{\Omega}(F \cup \Phi, V)$ assoriated with $\Sigma_{\Omega}$.

The triple ( $F, \Phi, \Sigma_{\Omega}$ is in fact a context-free tree-grammar (see Engelfriet and Schmidt [35] for a detailed study) of a special form: we call it a schematic treegrammar as in Courcelle [15] (since it comes from a recursive program scheme).

For every $u$ in $M\left(F \cup \dot{\Phi}, V_{k}\right)$, the schematic grammar $\Sigma_{\Omega}$ generates a treelanguage $L\left(u, \Sigma_{\Omega}\right)=\left\{w \in M_{\Omega}\left(F, V_{k}\right) \mid u \breve{\rightarrow}_{\mathbf{g}_{11}} w\right\}$. Such a tree-language is called a schematic tree-language.

Lemma 5.3.1 (Nivat [53]). $I .\left(u, \Sigma_{s!}\right)$ is derected with respect to -.
Hence $L\left(u, \Sigma_{s 2}\right)$ has a least upper bound that we shall denote by $\boldsymbol{r}(\mathrm{d})$.
Let us denote by $\theta$ the second order substitution of $t_{1}$ for $\phi_{1} \ldots \ldots$ for $\phi_{n}$ where $\left(t_{1}, \ldots, t_{n}\right)$ is here the least solution of $\mathbf{\Sigma}$ in $T_{5, h, h_{1}} \times \cdots \times T_{s, h_{1} .}$.

The following result is often referred to as Schutzenberger`s theoren (by reference to a similar result of [64]):
 is the least solution of $\mathbf{\Sigma}$.
(2) For all 1 in $M(F \cup \phi, V), r(u)=\theta(w)$.

Proof. (1) We only sketch the proof. Let $L_{i}=L\left(\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right), \Sigma_{\Omega}\right)$ and $\tau_{i}=\operatorname{Sup}\left(L_{i}\right)$ for $i=1, \ldots, n$. Let us show that

$$
\begin{equation*}
u_{i}\left\{\tau_{1} / \phi_{1}, \ldots, \tau_{n} / \phi_{n}\right\} \leqslant \tau_{i} \quad \text { for all } i . \tag{*}
\end{equation*}
$$

Since the second-order substitution is $\omega$-continuous in all its arguments, it suffices to show that $u_{i}\left\{w_{1} / \phi_{1}, \ldots, w_{n} / \phi_{n}\right\} \leqslant \tau_{i}$ for all $w_{1} \in L_{1}, \ldots, w_{n} \in L_{n}$ and $i \in[n]$. It can be shown that for all $u \in M(F \cup \Phi, V)$, all $w_{1} \in L_{1}, \ldots, w_{n} \in L_{n}, u\left\{w_{1} / \phi_{1}, \ldots\right.$, $\left.w_{n} / \phi_{n}\right\} \in L\left(u, \Sigma_{\Omega}\right)$ (by induction on the structure of $u$ ). Hence $(*)$ is established and one can conclude from Theorem 2.3.1 that $t_{i} \leqslant \tau_{i}$ for all $i$.

The other direction is more technical. One can establish that $\tau_{i} \leqslant t_{i}$ by showing that for all $w_{i}$ in $L_{i}$ there exists $j$ such that $w_{i} \leqslant t_{i}^{(i)}$ where $\left(t_{1}^{(i)}, \ldots, t_{n}^{(j)}\right)=$ $|\Sigma|^{\prime \prime}(\Omega, \Omega, \ldots, \Omega)$ (see the proof of Theorem 5.1.2). One can take $j$ equal to the length of a derivation $\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right){ }_{\rightarrow}^{\boldsymbol{I}_{\Omega}} w_{i}$ (see Nivat [53]).

Hence one can conclude that $\left(t_{1}, \ldots, t_{n}\right)=\left(\tau_{1}, \ldots, \tau_{n}\right)$.
(2) For $u$ in $M\left(F \cap \Phi, V_{k}\right)$ the equality $\theta(u)=\tau(u)$ follows from the above result applied to a system made of one new equation $\phi\left(v_{1}, \ldots, v_{k}\right)=u$ and all the equations of $\Sigma$. $\square$

### 5.4. Normal forms and reductions

It is not very difficult to prove that a system can be put in Greibach normal form provided its least solution has no occurrence of the symbol $\Omega$.

We shall also prove that the number of variables occurring in the left-hand sides of equations can be reduced in a way which eliminates useless variables.

Let $\Sigma$ and $\left(t_{1}, \ldots, t_{n}\right)$ be as in Section 5.3. The system $\Sigma$ is proper if $t_{i} \neq \Omega$ for all $i=1, \ldots, n$. Since $u_{1}, \ldots, u_{n}$, have no occurrence of $\Omega$, we have the following:

Proposition 5.4.1. The following properties of an algebraic system $\Sigma$ as above are equivalent:
(i) $\Sigma$ is proper,
(ii) $t_{i} \in M^{x}(F, V)$ for all $i=1, \ldots, n$,
(iii) $\leq$ has a unique solution in $T_{s, k_{1}} \times \cdots \times T_{s, k_{n}}$,
(iv) E has a unique solution in $T_{k} \times \cdots \times T_{k, n}$.

These conditions are decidable.
Proof. (ii) $\Rightarrow$ (iii): any other solution ( $t_{1}^{\prime}, \ldots, t_{n}^{\prime}$ ) satisfies $t_{i} \leq t_{i}^{\prime}$ for $i=1, \ldots, n$. Since $t_{1}, \ldots, t_{n}$ have no occurrence of $\Omega$, they are maximal hence $t_{i}=t_{i}^{\prime}$ for all $i$.
(iii) $\Rightarrow$ (iv) is obvious.
(iv) $\Rightarrow$ (i). $\Sigma$ is not proper if and only if the set $J=\left\{i \in[n] \mid t_{i}=\Omega\right\}$ is not empty. It can be shown that $J$ is the set of indices $i$ such that

$$
\begin{aligned}
& \phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right) \xrightarrow[\underline{\underline{x}}]{\stackrel{*}{\rightarrow}} \phi_{i}\left(w_{1}, \ldots, w_{k}\right), \\
& \phi_{1}\left(v_{1}, \ldots, v_{k_{1}}\right) \xrightarrow[\underline{\leq}]{\stackrel{\rightharpoonup}{x}} \phi_{i}\left(w_{1}^{\prime}, \ldots, w_{k_{1}}^{\prime}\right)
\end{aligned}
$$

for some $j$ in $[n], w_{1}, \ldots, w_{k_{1}}, w_{1}^{\prime}, \ldots, w_{k_{1}}^{\prime}$ in $M\left(F \cup \Phi, V_{k_{1}}\right)$. This characterization allows us to construct $J$ and to decide whether $\Sigma$ is proper.

Let $s$ be any element of $M^{\infty}(F)$. It can be shown that there exists a unique solution ( $s_{1}, \ldots, s_{n}$ ) of $\Sigma$ in $T_{k_{1}} \times \cdots \times T_{k_{n}}$ such that $s_{i}=s$ for all $i$ in $J$.

Any other choice of $s$ gives another solution of $\Sigma$ in $T_{k_{1}} \times \cdots \times T_{k_{n}}$. Hence if $\Sigma$ satisfies (iv), it must be proper.
(i) $\Rightarrow$ (ii). For any tree $t$ in $M_{\Omega}^{\infty}(F, V)$ let us define $\|t\|$ as $\operatorname{Min}\{\mid \alpha \| \alpha \in \operatorname{Occ}(\Omega, t)\}$ so that $t \in M^{\infty}(F, V)$ if and only if $\|t\|=\infty$.

Let $\Sigma$ be proper; let $w$ be a tree in $M(F \cup \Phi, V)$ such that $\|\theta(w)\|$ is minimal. If there exist several trees satisfying this, let us select one of minimal size.
Case $1:\|\theta(w)\|=0$. This is possibly only if $w=\phi_{i}\left(w_{1}, \ldots, w_{k_{i}}\right)$. Since $t_{i} \neq \Omega$, this implies $t_{i}=v_{j}$ and $\theta\left(w_{j}\right)=\Omega$, i.e. $\left\|\theta\left(w_{i}\right)\right\|=0$ but this contradicts the minimality of $|w|$.

Case 2: $\|\theta(w)\|=n>0$. If $w=f\left(w_{1}, \ldots, w_{k}\right)$ then $\left\|\theta\left(w_{i}\right)\right\|=n-1$ for some $j$ and this contradicts the minimality of $\|\theta(w)\|$. Hence $w=\phi_{1}\left(w_{1}, \ldots, w_{k_{1}}\right)$ and as above $t_{i} \notin V$. Hence $t_{i}=f\left(t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right)$. This shows that $\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right) \xrightarrow{+} \pm f\left(u_{1}^{\prime}, \ldots, u_{k}^{\prime}\right)$ for some $u_{1}^{\prime}, \ldots, u_{k}^{\prime}$ in $M\left(F \cup \phi, V_{k_{i}}\right)$. And we have

$$
\begin{aligned}
& \theta(w)=f\left(\theta\left(w_{1}^{\prime}\right), \ldots, \theta\left(w_{k}^{\prime}\right)\right), \\
& w_{i}^{\prime}=u_{i}^{\prime}\left[w_{1}, \ldots, w_{k_{i}}\right] .
\end{aligned}
$$

But $\left\|\theta\left(w_{i}^{\prime}\right)\right\|=n-1$ for some $i$ and this contradicts the choice of $w$.
Hence $\|\boldsymbol{\theta}(\boldsymbol{w})\|=\infty$, i.e. $\boldsymbol{\theta}(w) \in \boldsymbol{M}^{\infty}\left(F, V_{k}\right)$ for all $w$ in $\boldsymbol{M}\left(\boldsymbol{F} \cup \boldsymbol{\phi}, V_{k}\right)$. This holds in particular for $w=\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right)$ (for which $\left.\theta\left(w^{\prime}\right)=t_{i}\right)$. And this proves (ii). II

Definition 5.4.2. Let us recall that $\Sigma$ is in Greibach normal form if its right-hand sides (the $u_{i}$ s) belong to $F(M(\Phi \cup F, V))$. Note that by introducing extra unknowns (corresponding to the function symbols of $F$ ), one can put $\Sigma$ in such a form that $u_{i} \in F(M(\Phi, V))$. This more stringent form corresponds closer to the usual Greibach normal form for context-free grammars.

The algebraic system $\mathbf{\Sigma}$ is $V$-reduced if for all $i$ in $[n]$, all $j$ in $\left[k_{i}\right.$ ], the variable $v_{j}$ has an occurrence in $t_{i}$. This means that all variables occurring in $\Phi$ are useful.

An algebraic system is trim if it is $V$-reduced and in Greibach normal form. Our purpose is to show that any proper system can be 'trimmed'.

We need a precise definition. Let $\Sigma^{\prime}=\left\langle\psi_{1}, c_{1}, \ldots, c_{h_{1}}\right)=u_{1}^{\prime}, \ldots . \psi_{m} \mid c_{1}, \ldots$. $\left.\left.c_{h_{1}, m}\right)=u_{m}^{\prime}\right\rangle$ be another algebraic system and $\psi^{\prime}=\left\{\psi_{1}, \ldots, \psi_{m}\right\}$. We say that $\Sigma$ is $\Sigma^{\prime}$-definable if there exist $w_{1}$ in $M\left(F \cup \Psi, V_{k_{1}}\right), \ldots w_{n}^{\prime}$ in $M\left(F \cup \psi^{\prime}, V_{k_{n}}\right)$ such that

$$
t_{1}=\theta_{2} \cdot\left(w_{i}\right) \text { for } i=1, \ldots, n .
$$

In that case $A_{\mathbf{\Sigma}}(F, V) \subseteq A_{\mathbf{2}}(F, V)$, where $A_{\mathbf{I}}(F, V)$ denotes the set of $\mathbf{\Sigma}$-definable. $\operatorname{trec}$, i.e. the set $\left\{\theta_{2}(u) \mid u \in M(F \cup \Phi, V)\right\}$.

Conversely, if $\left.A_{\mathbf{\Sigma}} F^{F}, V\right) \subseteq A_{\mathbf{\Sigma}}(F, V)$ then $\Sigma$ is $\mathbf{V}^{\prime}$-definable.
We shall also say that $\Sigma^{\Sigma}$ is equicalent to ( $\Sigma^{\prime}, w_{1}, \ldots, w_{n}$ ) or that $\Sigma^{\prime}, W_{1} \ldots \ldots w_{n}$ ) is a translation of ป.

If ( $\Sigma^{\prime}, w_{1}, \ldots, w_{n}$ ) is a translation of $\Sigma$ and $\left(\Sigma, w_{1}^{\prime}, \ldots, w_{n}^{\prime}\right)$ is a translation of $\Sigma^{\prime}$ then we say that $\Sigma$ and $\Sigma^{\prime}$ are intertranslatable (and this implies $A_{\Sigma}(F, V)=$ $A_{\mathbf{\Sigma}}(F, V)$ ). In the special case where $\Phi=\Psi, w_{i}=w_{i}^{\prime}=\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right)$ we shall say that $\Sigma$ and $\Sigma^{\prime}$ are equivalent.

Proposition 5.4.3. Any proper algebraic system is intertranslatable with a trim algebraic system.

Proof. Let $\Sigma=\left\langle\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right)=u_{i} ; 1 \leqslant i \leqslant n\right\rangle$ be proper and $\left(t_{1}, \ldots, t_{n}\right)$ be its unique solution.

One can determine the set $I$ of indices $i$ such that $t_{i} \notin V$. Without loss of generality (and just to simplify the notations), we can assume that $I=\{1,2, \ldots, l\}$ with $0 \leqslant l \leqslant n \quad(I=0$ if $l=0)$. Let $t_{1}=c_{h i i}$ for $i=l+1, \ldots, n$, for some mapping $h:\{1+1, \ldots, n\} \rightarrow[n]$

One can also determine (see Courcelle [15]), for each $i \in I$ the set $H(i)$ of variables occurring in $t_{i}$. Let us write it $\boldsymbol{H}(i)=\left\{v_{h_{1 i, 1}}, \ldots, v_{\left.h_{i\left(i, m_{t}\right.}\right\}}\right\}$.

Let us define $\Psi^{\prime}=\left\{\psi_{i}, 1 \leqslant i \leqslant l\right\}$ and $\rho\left(\psi_{i}\right)=m_{i}$ for all $i$. We shall translate $\Sigma$ into ( $\Sigma^{\prime}, w_{1}, \ldots, w_{n}$ ) for some system $\Sigma^{\prime}$ having $\Psi$ as set of unknowns.

Let us define immediately:

$$
\begin{array}{ll}
w_{i}=w_{1}\left(c_{n, 1,1}, \ldots, c_{n}, m_{1}\right) & \text { for } 1 \leqslant i \leqslant l, \\
w_{i}=v_{n, 1} & \text { for }!+1 \leqslant i \leqslant n . \tag{2}
\end{array}
$$

We define $\mathbf{I}^{\prime}=\left\langle\Psi_{1}\left(c_{1}, \ldots, v_{m_{1}}\right)=u_{i}^{\prime} ; 1 \leq 1 \leqslant 1\right\rangle$ by letting $u_{i}^{\prime}$ be tite unique element of $M\left(F \cup \Psi^{\prime}, V_{m}\right)$ such that

$$
\begin{equation*}
u_{1}^{\prime}\left[c_{n_{1}, 1,1}, \ldots, v_{n_{1}, m_{1},}\right]=u_{1}^{\prime \prime}\left\{w_{1} / \phi_{1} \ldots, u_{n} / \phi_{n}\right\} \tag{3}
\end{equation*}
$$

where $u_{i}^{\prime \prime}$ is some element of $M\left(F \cup \Phi, V_{k_{1}}\right)$ such that $\operatorname{First}\left(u_{i}^{\prime \prime}\right) \in F$ and $\phi_{i}\left(v_{1}, \ldots, v_{h}\right) \ddot{\ddot{t}}^{2} u_{i}^{\prime \prime}$.

We have to show that the right-hand side of (3) belongs to $M(F \cup \Phi, H(i))$ in order to ensure the existence of $u_{i}^{\prime}$.

It is easy to see that every variable $r^{2}$, occurring in $u_{i}^{\prime \prime}\left\{w_{1} / \phi_{1}, \ldots, w_{n}^{\prime} \phi_{n}\right\}$ also occurs in $u_{1}^{\prime \prime}\left\{t_{1} / \phi_{1}, \ldots, t_{n} / \phi_{n}\right\}$.

Remark now that $t_{i}=u_{i}^{\prime \prime}\left\{t_{1} / \phi_{1}, \ldots, t_{n} / \phi_{n}\right\}$ since $\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right) \leadsto{ }_{\Sigma} u_{i}^{\prime \prime}$ and for all u, $u^{\prime}, ~ u^{\rightarrow} \leq u^{\prime}$ implies $\boldsymbol{\theta}_{\mathbf{2}}(u)=\boldsymbol{\theta}_{\mathbf{\Sigma}}\left(u^{\prime}\right)$.

Hence $v^{v}$, belongs to $\operatorname{Var}\left(t_{1}\right)=H_{1}(i)$.
We shall now prove that $\left(\Sigma^{\prime}, n, \ldots, w_{n}\right)$ is a translation of $\Sigma$.
We do this by means of another system in Creihach normal form:

$$
\mathbf{\Sigma}^{\prime \prime \prime}=\left\langle\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right)=u_{l}^{\prime \prime \prime} ; 1 \leqslant i \leqslant l\right\rangle
$$

where

$$
u_{i}^{\prime \prime \prime}=u_{i}^{\prime \prime}\left\{v_{h!+1} / \phi_{l+1}, \ldots, v_{h(n)} / \phi_{n}\right\}=u_{i}^{\prime \prime}\left\{t_{l+1} / \phi_{l+1}, \ldots, t_{n} / \phi_{n}\right\} .
$$

One has for all $i=1, \ldots, l$,

$$
u_{i}^{\prime \prime \prime}\left\{t_{1} / \phi_{i}, \ldots, t_{l} / \phi_{1}\right\}=u_{i}^{\prime \prime}\left\{t_{1} / \phi_{1}, \ldots, t_{n} / \phi_{n}\right\}
$$

Hence $\left(t_{1}, \ldots, t_{l}\right)$ is the solution of $\Sigma^{\prime \prime \prime}$. Let us show that $\left(\theta_{\mathbf{\Sigma}}^{\prime}\left(\boldsymbol{w}_{1}\right), \ldots, \boldsymbol{\theta}_{\mathbf{\Sigma}}\left(\boldsymbol{w}_{l}\right)\right)$ is also a solution of $\Sigma^{\prime \prime \prime}$; let $\left(t_{1}^{\prime}, \ldots, t_{l}^{\prime}\right)$ be the solution of $\Sigma^{\prime}$; for all $i \in[l]$,

$$
\begin{aligned}
\theta_{\Sigma^{\prime}}\left(w_{i}\right) & =t_{i}^{\prime}\left[v_{h(i, 1)}, \ldots, v_{h\left(i, m_{1}\right)}\right] \\
& =u_{i}^{\prime}\left\{t_{1}^{\prime} / \psi_{1}, \ldots, t_{l}^{\prime} / \psi_{l}\right\}\left[v_{h(i, 1)}, \ldots, v_{h\left(i, m_{1}\right)}\right] \\
& =u_{i}^{\prime}\left[v_{h(i, 1)}, \ldots, v_{h\left(i, m_{i}\right)}\right]\left\{t_{1}^{\prime} / \psi_{1}, \ldots, t_{l}^{\prime} / \psi_{l}\right\} \\
& =u_{i}^{\prime \prime}\left\{w_{1} / \phi_{1}, \ldots, w_{n} / \phi_{n}\right\}\left\{t_{1}^{\prime} / \psi_{1}, \ldots, t_{l}^{\prime} / \psi_{l}\right\} \\
& =u_{i}^{\prime \prime}\left\{w_{i}\left\{t_{1}^{\prime} / \psi_{1}, \ldots, t_{l}^{\prime} / \psi_{l}\right\} / \phi_{i} ; 1 \leqslant i \leqslant n\right\} \\
& =u_{i}^{\prime \prime}\left\{v_{h(l+1)} / \phi_{l+1}, \ldots, v_{n(n)} / \phi_{n}\right\}\left\{\theta_{\mathbf{I}_{2}}\left(w_{1}\right) / \phi_{1}, \ldots, \theta_{\mathbf{I}}\left(w_{l}\right) / \phi_{l}\right\} \\
& =u_{i}^{\prime \prime \prime}\left\{\theta_{\left.\Sigma^{\prime}\left(w_{1}\right) / \phi_{1}, \ldots, \theta_{\Sigma^{\prime}}\left(w_{l}\right) / \phi_{l}\right\} .} .\right.
\end{aligned}
$$

Hence $\left(\theta_{\boldsymbol{\Sigma}} \cdot\left(w_{i}\right)\right)_{1<i=l}$ is a solution of $\Sigma^{\prime \prime \prime}$ and $t_{i}=\theta_{\mathbf{\Sigma}^{\prime}}\left(\boldsymbol{w}_{i}\right)$ for all $i$ in [l].
Since $\theta_{\Sigma^{\prime}}\left(w_{i}\right)=v_{h(i)}$ for all $i \in\{l+1, \ldots, n\}$, we have shown that $\left(\Sigma^{\prime}, w_{1}, \ldots, w_{n}\right)$ is a translation of $\boldsymbol{\Sigma}$.

On the other hand

$$
t_{i}^{\prime}=\theta_{\mathbf{\Sigma}}\left(\mathfrak{w}_{i}^{\prime}\right) \text { for } i=1, \ldots, l
$$

where

$$
w_{i}^{\prime}=\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\left[v_{1} / v_{h_{1,1}, 1}, \ldots, v_{m_{1}} / v_{h_{1,2}, m_{1}}\right]\right.
$$

(this follows from (1), (2) and the fact that $\operatorname{Var}\left(t_{4}\right)=\boldsymbol{H}(i)$ hence $\leq$ and $\Sigma$ are intertranslatable.

We shall use this construction to decide whether an algebraic tree is locally finite, by means of another proposition.

Proposition 5.4.4. Let $F$ have no constant. Let $\Sigma$ be a trim algebraic system over $F, \Phi$ its set of unk:nowns and $\left(t_{1}, \ldots, t_{n}\right)$ its unique solution. The following properties are equicalent:
(1) $\rho(\phi) \neq 0$ for all $\phi$ in $\phi$,
(2) $t_{i} \in M^{\text {licc }}(F, V)$ for all $i=1, \ldots, n$.
(3) $A_{2}(F, V) \subseteq M^{\text {len }}(F, V)$.

Proof. $(3) \Rightarrow(2)$ is trivial since $t_{i} \in A_{\mathbf{\Sigma}}(F, V)$.
$(2) \Rightarrow(1)$ is clear since $t_{i} \in M^{\infty}(F, V)$ if $t_{i}$ is locally finite $\operatorname{Var}\left(t_{i}\right) \neq 0$ hence $\rho\left(\phi_{i}\right) \neq 0$.
$(1) \Rightarrow(3)$. Let $u \in M(F \cup \notin, V)$ and $t=\theta_{\Xi}(u)$. By Proposition 5.6.1 to be proved later, for all $\alpha$ in $\operatorname{Dom}(t)$, there exists $u^{\prime}$ in $M(F \cup \Phi, V)$ such that $t / \alpha=\theta_{\mathbf{2}}\left(u^{\prime}\right)$. Note that $\operatorname{Var}\left(u^{\prime}\right) \neq 0$.

Since $\Sigma$ is trim, $\operatorname{Var}\left(\operatorname{\theta \leq }\left(u^{\prime}\right)\right)=\operatorname{Var}\left(u^{\prime}\right)$. Hence $\operatorname{Var}(t / \alpha) \neq \emptyset$ and this shows that $t$ is locally finite.

Corollary 5.4.5. It is possible to decide whether a given algebraic tree is locally finite.
Proof. Let $\Sigma$ be an algebraic system over $F$ and $t=\theta_{\mathbf{\Sigma}}(u)$ for $u$ in $M(F \cup \Phi, V)$.
One can translate $\Sigma$ into ( $\Sigma^{\prime}, w_{1}, \ldots, w_{n}$ ) where $\Sigma^{\prime}$ is an algeb raic system over $F$ without constants. It suffices to define a new variable $v_{a}$ for each $a$ in $F_{0}$ and add $v_{a}$ to the variable list of $\phi_{i}$ if $a$ occurs in $t_{i}$. We omit the details.

Hence $t=\theta_{\mathbf{\Sigma}}\left(u^{\prime}\right)$ for some $u^{\prime} \in M\left(F \cup \Phi^{\prime}, V\right)$.
Let us translate $\Sigma^{\prime}$ into a trim system $\Sigma^{\prime \prime}$ by using Proposition 5.4.4 and let us restrict $\Sigma^{\prime \prime}$ to the equations that are really useful cor the definition of $t$.

This means that $t=\boldsymbol{\theta}_{\mathbf{\Sigma}}$ "( $\mathbf{u l \prime}^{\prime \prime}$ ) for some trim algebraic system $\Sigma^{\prime \prime}$ with set of unknowns $\phi^{\prime \prime}$ and such that for all $\phi$ in $\Phi^{\prime \prime}$, there exists $\alpha$ in $\operatorname{Dom}(t)$ and $w^{\prime \prime}$ in $M\left(F \cup \Phi^{\prime \prime}, V\right)$ such that

$$
t / \alpha=\theta_{\mathbf{\Sigma}}-\left(w^{\prime \prime}\right), \quad \text { First }\left(w^{\prime \prime}\right)=\phi
$$

From this one can deduce that $t$ is locally finite if and only if $\Sigma^{\prime \prime}$ satisfies condition (2) of Proposition 5.4.4, i.e. if and only if $\rho(\phi) \neq 0$ for all $\phi$ in $\Phi^{\prime \prime}$. This is decidable.

### 5.5. Algebraic trees and deterministic langluige.

The following theorem draws a bridge between algebraic trees and deterministic context-free languages. Let us recall that these languages can be defined by deterministic pushdown automata (DPDA`s) or equivalently, by LR( $k$ ) or strict deterministic grammars (see Harrison [45]).

The equivalence problem for DPDA's, i.e. the problem of deciding whether two DPDA's $A_{1}$ and $A_{2}$ define the same language is open. Many decidable subcases have been discovered (Valiant [68], Oyamaguchi et al. [58,59] in particular).

By using the notations of Section 1.6

Theorem 5.5.1. (1) A tree in $M^{\text {lor }}(F)$ is algebraic if and only if $\operatorname{Brch}(t)$ is $a$ diterministic language.
(2) A tree $t$ in $M^{x}(F)$ is algebraic if and only if $\operatorname{PBrch}(t)($ or $L(t))$ is a deterministic language.
(3) If a tree $t$ in $M^{\times}(F)$ is algebraic then $\operatorname{Occ}(f, t)$ is a deterministic language for all $f$ in $F$.

Part (1) is proved in Courcelle [15], part (2) follows easily and part (3) is proved in Gallier [37]. The proofs are much too technical to be even sketched here.

This result is fully similar to Theorem 4.11 .1 concerning regular trees, except tiat the converse to ( 3 ) yields an open problem.

Open problem 5.5.2. Is it true that a tree $t$ in $M^{\infty}(F)$ such that $F$ is finite and Oce $(f, t)$ is a deterministic language for all $f$ in $F$ is algebraic?

The answer is yes if $F$ consists of two symbols of the same arity. This is due to the fact that the complement of a deterministic language $L$ can be recognized by the same automaton as $L$ except for accepting modes.

We do not make any conjecture concerning the general case but we give an equivalent formulation:

Is it true that if $\left(L_{1}, L_{2}, \ldots, L_{n}\right)$ is a partition of $X^{*}$ into $n$ deterministic languages then the language $L_{1} 1 \cup L_{2} 2 \cup \cdots \cup L_{n} n$ over $X \cup[n]$ is deterministic?

Theorem 5.5.3. The equivalence problem for DPDA's $a^{\prime}$ the equality problem for algobraic trees are interreducible.

The reduction from algebraic trees to DPDA's follows from the remark that $t=t^{\prime}$ if and only if $\operatorname{Occ}(f, t)=\mathbf{O c c}\left(f, t^{\prime}\right)$ for all $f$ in $F$ and part (2) of Theorem 5.5.1. It can also be established by means of $\mathbf{P B r c h}(t)$ or $\operatorname{Brch}(t)$ (Courcelle [15]).

The other reductions are much more technis, they are proved in Courcelle [15] and Gallier [37].

Consequences 5.5.4. The above cited constructions yieid the following facts:
(1) Every decidable case of the equivalence problem for DPDA's yields decidable cases of the equality problem for algebraic trees. (Not just one case because there exist several reductions of the equality problem for algebraic trees to the equivalence problem for DPDA's: two by Courcelle and one by Gallier [14, 15, 37]. Actually it is not at all easy to have handy characterizations of the corresponding classes of algebraic systems. But this is a direction for future research.
(2) Every decidable case of the equality problem for algebraic trees yields decidable cases of the equivalence problem for DPDA's. This is also a largely open research direction.

Remark 5.5.5. Since $\operatorname{Brch}^{\prime} t$ ) can be defined by a grammar, $\operatorname{Var}(t)$ can be computed. One can decide whether a given system is trim.

### 5.6. Finding one's way in an algehraic tree

We shall describe an automaton the states of which are trees which deseribes the paths from the root to any node in an algebraic tree.

It will allow us to determine the subtree issued from any node of an algebraic tree.
Let $エ=\left\langle\phi_{i}\left(v_{1}, \ldots, v_{h_{1}}\right)=u_{i} ; 1 \leqslant i \leqslant n\right\rangle$ be an algebraic system in Greibach normal form. We associate with $\Sigma$ a partial mapping:

$$
\gamma_{\Sigma}: \mathbf{N} . \times M\left(F \cup \Phi, V_{k}\right) \rightarrow M\left(F \cup \Phi, V_{k}\right)
$$

and its canonical extension $\gamma_{\Sigma}^{*}$ to $\mathbf{N}_{+}^{*}$, by the following definitions ( $\Sigma$ being fixed we use $\gamma$ and $\gamma^{*}$ instead of $\gamma_{\mathbf{\Sigma}}$ and $\gamma_{\mathbf{2}}^{\boldsymbol{*}}$ ):
$-\gamma(i, t)=s$ if and only if
(1) either $t=f\left(s:, \ldots, s_{k}\right), 1 \leqslant i \leqslant k$ and $s=s_{i}$,
(2) or $t=\phi_{i}\left(s_{1}, \ldots, s_{k_{i}}\right), u_{j}$ is of the form $f\left(u_{1}^{\prime}, \ldots, u_{k}^{\prime}\right)$ and $s=u_{i}^{\prime}\left[s_{1}, \ldots, s_{k_{i}}\right]$ with $1 \leqslant i \leqslant k$,
$-\gamma^{*}(\varepsilon, t)=t$ for all $t$ in $M\left(F \cup \Phi, V_{k}\right)$,
$-\gamma^{*}(i \alpha, t)=\gamma^{*}(\alpha, \gamma(i,:))$ for $i \in \mathbf{N}_{+}, \alpha \in \mathbf{N}_{+}^{*}$ provided $\gamma(i, t)$ and $\gamma^{*}(\alpha, \gamma(i, t))$ are defined; otherwise, $\gamma^{*}(i \alpha, t)$ is undefined.

Proposition 5.6.1. Let $u \in M\left(F \cup \Phi, V_{k}\right)$ and $\alpha \in \mathbf{N}_{+}^{*}$. Then $\alpha \in \operatorname{Dom}\left(\theta_{\mathbf{\Sigma}}(u)\right)$ if and only if $\gamma_{\mathbf{\Sigma}}^{*}(\alpha, u)$ is defined. If it is then $\boldsymbol{\theta}_{\mathbf{\Sigma}}(u) / \alpha=\theta_{\mathbf{\Sigma}}\left(\gamma_{\mathbf{\Sigma}}^{*}(\alpha, u)\right)$.

Proof. An easy induction on $|\alpha|$.
Let $\bar{\gamma}_{\underline{*}}: \mathbf{N}_{*}^{*} \times \boldsymbol{M}\left(\boldsymbol{F} \cup \boldsymbol{\Phi}, V_{k}\right) \rightarrow \boldsymbol{F} \cup V_{k}$ be defined as follows (we use $\bar{\gamma}^{*}$ instead of $\bar{\gamma}^{*}$ ):

- $\bar{\gamma}^{*}(\alpha, t)=\operatorname{First}\left(\gamma^{*}(\alpha, t)\right)$ if $\gamma^{*}(\alpha, t)$ is defined and belongs to $F\left(M\left(F \cup \Phi, V_{k}\right)\right) \cup$ $V_{k}$,
$-\bar{\gamma}^{*}(\alpha, t)=f$ if $\gamma^{*}(\alpha, t)=\phi_{i}\left(w_{1}, \ldots, w_{k_{1}}\right)$ and $f=\operatorname{First}\left(u_{i}\right)$
- $\bar{\gamma}^{*}(\alpha, t)$ is undefined if $\gamma^{*}(\alpha, t)$ is.

Hence, for all $u$ in $M(F \cup \Phi, V)$, all $\alpha$ in $\operatorname{Dom}\left(\theta_{\mathbf{I}}(u)\right)$ we have

$$
\theta_{\mathbf{2}}(u: \alpha)=\bar{\gamma}^{*}(\alpha, u) .
$$

Corollary 5.6.2. For $u, u^{\prime}$ in $M(F \cup \Phi, V), \theta_{\mathbf{\Sigma}}(u)=\theta_{\mathbf{2}}\left(u^{\prime}\right)$ if and only if the mappings $\lambda \alpha \in \mathbf{N}^{*} . \bar{\gamma}^{*}(\alpha, w)$ and $\lambda \alpha \in \mathbf{N}^{*} . \bar{\gamma}^{*}\left(\alpha, u^{\prime}\right)$ are equal.
5.7. Two congruences associated with an algebraic system

Let $\left.\Sigma, t_{1}, \ldots, t_{.}\right), \theta$ be as in Section 5.6. Let us also assume that $\Sigma$ is $V$-reduced. Hence $\Sigma$ is trim.

Since $\boldsymbol{\Sigma}$ is in Greibach normal form, the second-order substitution $\theta$ is continuous and extends uniquely to $\boldsymbol{M}^{x}(F \cup \boldsymbol{\Phi}, V)$ by Proposition 3.5.6.

There corresponds to $\mathbf{\Sigma}$ a congruence $\leftrightarrow \leq$ on $M(F \cup \Phi, V)$ generated by $\Sigma$ considered as a set of pairs of terms, and a congruence on $M^{x}(F \cup \Phi, V)$ defined by

$$
t \equiv \pm t^{\prime} \text { if and only if } \theta(t)=\theta\left(t^{\prime}\right)
$$

In the following theorem, we compare $\leftrightarrow_{2}$ with the restriction of $\equiv_{£}$ to $M(F \cup \Phi, V)$, also denoted by $\equiv$.

A congruence $\sim$ on $M(G, V)$ is stable if $\sigma(t) \sim \sigma\left(t^{\prime}\right)$ for all finite first-order substitution and all $t, t^{\prime}$ such that $t \sim t^{\prime}$.

Theorem 5.7.1. (1) $\stackrel{\star}{ \pm}$ and $\equiv_{£}$ are stable congruences on $M(F \cup \Phi, V)$ and $\stackrel{\leftrightarrow}{\leftrightarrows} \subset \equiv$.
(2) $\equiv_{\mathrm{\Sigma}}$ is simplifiable.
(3) $\stackrel{\leftrightarrow}{\Sigma}^{\text {s }}$ is semi-decidable and $\equiv_{\mathrm{\Sigma}}$ is semi-refutable.
(4) $t \equiv_{ \pm} t^{\prime}$ if and only if

$$
\operatorname{Inf}\left\{d\left(u, u^{\prime}\right) \mid t \underset{\underline{\Sigma}}{\stackrel{\leftrightarrow}{\longleftrightarrow}} u, t \stackrel{\leftrightarrow}{\overleftrightarrow{\leftrightarrow}} u^{\prime}, u, u^{\prime} \in M(F \cup \Phi, V)\right\}=0 .
$$

Before starting the proof, let us make some remarks:

Remark 5.7.2. (1) Proving that $\equiv \mathrm{x}$ is semi-decidable is equivalent to proving that the equivalence problem for DPDA's is solvable.
(2) Here is an example of $\Sigma$ such that $\stackrel{*}{*}_{\mathbf{x}}$ and $\equiv \underline{\leq}$ are not the same:

$$
\begin{aligned}
& \Sigma=\left\langle\phi\left(v_{1}\right)=f\left(v_{1}, \phi \phi v_{1}\right), \psi\left(v_{1}\right)=f\left(\phi v_{1}, \psi \phi v_{1}\right)\right\rangle, \\
& \phi \phi v_{1} \equiv \underline{\Xi} \psi v_{1}, \\
& \left.\phi \phi v_{1} \stackrel{\leftrightarrow}{\underset{\Sigma}{\leftrightarrow}} \psi v_{1} \quad \text { (if } \psi v_{1} \stackrel{*}{\stackrel{*}{\leq}} u, \text { then } u \text { has occurrences of } \psi\right) .
\end{aligned}
$$

(3) It is shown in Courcelle and Vuillemin [27] that every system $\mathbf{\Sigma}$ such that $\rho\left(\phi_{i}\right)=1$ for all $i$ and which is $V$-reduced and in Greibach normal form can be transformed into an equivalent system $\Sigma^{\prime}$ (on the same set $\boldsymbol{\phi}$ of unknowns and

(4) Whether $\stackrel{\leftrightarrow}{\leftrightarrow}$ is decidable in general is an open question raised by R. Milner. A similar congruence on free monoids has been shown undecidable in general by Book [12]. But this does not prove that $\stackrel{\leftrightarrow}{\leftrightarrow}$, is.

Proof of Theorem 5.7.1. (1) That $\ddot{\leftrightarrows}_{\underline{2}}$ and $\equiv_{\underline{2}}$ are congruences is obvious. Since $\Sigma$ considered a binary relation on $M(F \cup \Phi, V)$ is included in $\equiv$, so is $\dot{\sim}$ the least congruence containing $\Sigma$.
(2) Let $w^{\prime}=a\left(w_{1}, \ldots, w_{k}\right) \equiv \underline{a} a\left(w_{1}^{\prime}, \ldots, w_{k}^{\prime}\right)=w^{\prime}$.

If $a=f \in F$ then $f\left(\theta\left(w_{1}\right) \ldots, \theta\left(w_{k}\right)\right)=f\left(\theta\left(w_{i}^{\prime}\right), \ldots, \theta\left(w_{k}^{\prime}\right)\right)$, hence $\theta\left(w_{i}\right)=\theta\left(w_{i}^{\prime}\right)$. i.e. $w_{i} \equiv \geq w_{i}^{\prime}$ for $i=1, \ldots, k$. If $a=\phi_{i} \in \Phi$ then $t,\left[\theta\left(w_{1}\right), \ldots, \theta\left(w_{k}\right)\right]=$ $t_{1}\left[\theta\left(w_{1}^{\prime}\right), \ldots, \theta\left(w_{k}^{\prime}\right)\right]$. Since $\dot{\Sigma}$ has been assumed $V$-reduced each $\varepsilon_{:}!=1, \ldots, k$ occurs in $t_{i}$, hence $\theta\left(w_{i}\right):=\theta\left(w_{i}^{\prime}\right)$ for all $i=1, \ldots, k$ by Proposition 3.4.1.
(3) As any finitely generated congruence for which one knows a finite set of generators, eity is semi-decidable.

Since $\bar{\gamma}^{*}$ is computable, Corollary 5.6 .2 shows that $\equiv \pm$ is semi-refutable, i.e. that its negation is semi-decidable.
(4) Let $\quad t^{\prime}$. Let us consider the mapping $\mid: E \rightarrow E$ where $E=M(F \cup \boldsymbol{D}$. $\left.V_{k_{1}}\right) \times \cdots \times M\left(F \cup \Phi, V_{k_{n}}\right)$ which was used in Theorem 5.1.2; we recall its definition:

$$
\begin{aligned}
& \left.\dot{y} w_{1}, \ldots, w_{n}\right)=\left(w_{i}^{\prime}, \ldots w_{n}^{\prime}\right) \\
& w_{i}^{\prime}=u_{1}\left\{w_{1} / \phi_{1} \ldots, w_{n} / \phi_{n}: \text { for all } i \text { in }[n] .\right.
\end{aligned}
$$

Since $\Sigma$ is assumed in Greibach normal form, this mapping is contracting and $|\Sigma|^{\prime m}\left(\phi_{1}\left(v_{1}, \ldots, v_{k_{1}}\right), \ldots, \phi_{n}\left(v_{1}, \ldots, v_{k}\right)\right)=\left(w_{1}^{\prime \prime \prime}, \ldots, w_{n}^{m}\right)$ converges (but not in $E$ ) to $\left(t_{1}, \ldots, t_{n}\right)$, the unique solution of $\Sigma$.

In particular,

$$
\begin{equation*}
\delta\left(t_{i}, w_{i}^{m}\right) \geqslant m \quad \text { for all } i=1, \ldots, n \text { and } m \in \mathbf{N} . \tag{*}
\end{equation*}
$$

It can be shown that $\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right) \xrightarrow{*} \underline{\underline{x}} \boldsymbol{w}_{i}^{m}$ and that $t{ }^{*} \underline{\Sigma} t^{m}=t\left\{w_{1}^{m} / \phi_{1}, \ldots\right.$, $\left.w_{n}^{\prime \prime \prime} / \phi_{n}\right\}$ for all $m$. Since $\theta(t)=t\left\{t_{1} / \phi_{1}, \ldots, t_{n} / \phi_{n}\right\}$ we have by Lemma 3.5.1 and $(*)$ above,

$$
\delta\left(\theta(t), t^{m}\right) \geqslant m .
$$

One defines similarly $t^{\prime \prime \prime \prime}$ and one has

$$
\delta\left(\theta\left(t^{\prime}\right), t^{\prime \prime \prime}\right) \geqslant m .
$$

Since $\theta(t)=\boldsymbol{\theta}\left(t^{\prime}\right)$ ene has

$$
\delta\left(t^{\prime \prime \prime}, t^{\prime \prime \prime}\right) \geq m .
$$

Hence, we have found $u=t^{\prime \prime \prime}$ and $u^{\prime}=t^{\prime \prime \prime \prime}$ such that $t \not{ }_{\unlhd} u^{*} t^{\prime} \leftrightarrow \leq u^{\prime}$ and $\delta\left(u, u^{\prime}\right) \geqslant m$.
Let us now prove the converse.
 all $m$.

We can restrict $F$ and $V$ to the finite number of symbols appearing in $\Sigma, t$ and $t^{\prime}$ so that $M^{x}(F \cup \boldsymbol{D}, V)$ is compact: hence one can find $u$ and $u^{\prime}$ in $M^{x}(F \cup \Phi, V)$ and an increasing sequence $m_{1}<m_{2}<\cdots<m_{k}<\cdots$ such that

$$
\operatorname{Lim}_{k \rightarrow x}\left(u^{\prime \prime \prime}\right)=u, \quad \operatorname{Lim}_{k \rightarrow x}\left(u^{\prime \prime m_{k}}\right)=u^{\prime} .
$$

Since $\mathcal{V}$ is in Greibach normal form, $\theta$ is continuous and since $\theta(t)=\theta\left(u^{\prime \prime \prime}\right)$, $\theta\left(t^{\prime}\right)=\theta\left(\mathbf{c t}^{\prime \prime \prime}\right)$,

$$
\theta(u)=\lim _{k \rightarrow x} \theta\left(u^{m_{k}}\right)=\theta(t), \quad \theta\left(u^{\prime}\right)=\lim _{k \rightarrow x} \theta\left(u^{\prime m_{k}}\right)=\theta\left(t^{\prime}\right) .
$$

Since $\theta$ is contracting,

$$
d\left(\theta\left(u^{\prime m_{h}}\right), \theta\left(u^{\prime m_{k}}\right)\right)<d\left(u^{m_{k}} \cdot \|^{\prime m_{h}}\right)<(1 / 2)^{m_{h}}
$$

hence

$$
d\left(\theta(\|), \theta\left(\| \prime^{\prime}\right)=0, \theta(\|)=\theta\left(\|^{\prime}\right)\right.
$$

and finally

$$
\theta(t)=\theta\left(t^{\prime}\right), \quad \text { i.e. } t \equiv \approx t^{\prime}, \quad \square
$$

5.8. The equality problem for algebraic trees: decidable subcases

We prove a metatheorem on decidable cases and state (without proof) several applications.

Theorem 5.8.1. If $\mathbf{\Sigma}$ is an algebraic system in Greibach normal form such that $\equiv \mathbf{\Sigma}$ is finitely generated then $\equiv_{\mathrm{\Sigma}}$ is decidable, even if one does not know the finite relation generating $\equiv$ s.

The proof will use a technical definition. A binary relation $R \subseteq M(F \cup \Phi, V)^{2}$ is self-proving if for all $\left(s, s^{\prime}\right)$ in $R$ :
(1) $\bar{\gamma}^{*}(\varepsilon, s)=\bar{\gamma}^{*}\left(\varepsilon, s^{\prime}\right) \in F_{l}$ for some $l>0$,
(2) $\gamma(i, s) \stackrel{\leftrightarrow}{\leftrightarrow}_{R} \gamma\left(i, s^{\prime}\right)$ for all $i=1, \ldots, l$,
where $\gamma$ and $\bar{\gamma}^{*}$ are the mappings associated with $\Sigma$, defined in Section 5.6.
Let us denote by $\delta \theta$ the mapping

$$
M\left(F \cup \Phi, V_{k}\right)^{2} \rightarrow \mathbf{N} \cup\{\infty\}
$$

defined by

$$
\delta \theta\left(s, s^{\prime}\right)=\delta\left(\theta(s), \theta\left(s^{\prime}\right)\right) .
$$

Lemma 5.8.2. If $R$ is such that $\delta \theta\left(s, s^{\prime}\right) \geqslant m$ for all $\left(s, s^{\prime}\right)$ in $R$ then the same holds for all $\left(:, s^{\prime}\right)$ such that $s{ }_{\leftrightarrow}^{*} R^{\prime} S^{\prime}$.

Proof. By an induction the basic cases are as follows: if $\delta \theta\left(s_{i}, s_{i}^{\prime}\right) \geqslant m$ for all $i=1, \ldots, k$ then

$$
\begin{aligned}
& \delta \theta\left(s, s^{\prime}\right) \geqslant m \text { if } \\
& \text { either } s=f\left(s_{1}, \ldots, s_{k}\right), s^{\prime}=f\left(s_{1}^{\prime}, \ldots, s_{k}^{\prime}\right), f \in F_{k}, \\
& \text { or } \quad s=\phi\left(s_{1}, \ldots, s_{k}\right), s^{\prime}=\phi\left(s_{1}^{\prime}, \ldots, s_{k}^{\prime}\right), \phi \in \boldsymbol{\Phi}_{k} \\
& \text { or } \quad s=u\left[s_{1}, \ldots, s_{k}\right), s^{\prime}=u^{\prime}\left[s_{1}, \ldots, s_{k}\right],\left(u, u^{\prime}\right) \in R .
\end{aligned}
$$

Lemma 5.8.3. If $R$ is self-procing then $R$ is true, i.e. $R \subseteq \equiv$.
Proof. Let us assume that $R$ is not contained in $\equiv$. Let ( $1, t^{\prime}$ ) be a pair such that $t \leftrightarrow_{R} t^{\prime}, \delta \theta\left(t, t^{\prime}\right)<\infty$ and $\delta \theta\left(t, t^{\prime}\right)=\delta_{0}$ is minimal.

Lemma 5.8.2 shows that there exists ( $s, s^{\prime}$ ) in $R$ such that $\delta \theta\left(s, s^{\prime}\right): \delta_{10}$. If $\delta_{10}=0$ then $\bar{\gamma}^{*}(\varepsilon, s) \neq \bar{\gamma}^{*}\left(\varepsilon, s^{\prime}\right)$ which contradicts the hypothesis that $R$ is self-proving. Hence $\delta_{1}>0$. We have $\theta(s)=f\left(\theta\left(s_{1}\right), \ldots, \theta\left(s_{1}\right)\right), f \in F_{i}$ with $s_{1}=\gamma(i, s)$ for all $i=$ $1, \ldots, l$, and similarly for $s^{\prime}$. Hence $\delta \theta\left(\gamma(i, s), \gamma\left(i, s^{\prime}\right)\right)=\delta_{0}-1$ for some $i$ in [ $l$ ]. Since $\gamma(i, s) \leftrightarrow_{R} \gamma\left(i, s^{\prime}\right)\left(R\right.$ being self-proving), this contradicts the choice of $\delta_{1}$. Hence $\delta \theta\left(t, t^{\prime}\right)=\infty$ for all $t, t^{\prime}$ such that $t \overleftrightarrow{\leftrightarrow}_{R} t^{\prime}$ and in particular for all $\left(t, t^{\prime}\right)$ in $R$. This shows that $R \subseteq \equiv$.

Proof of Theorem 5.8.1. Let us first remark that for a finite relation $R \subseteq$ $M(F \cup \Phi, V)^{2}$, the property " $R$ is self-proving" is semi-decidable. This follows immediately from the definition.

Lemma 5.8.3 shows that $t \equiv \Xi^{\prime} t^{\prime}$ if $t \not \leftrightarrow_{R} t^{\prime}$ for some finite self-proving relation $R \subseteq M(F \cup \boldsymbol{\Phi}, V)^{2}$. This sufficient condition is clearly semi-decidable.

Hence we only need to prove its necessity to achieve the proof.
To do so, we shall use (for the first time) the hypothesis that $\equiv_{\mathbf{y}}$ is finitely generated.

Let $R_{\mathbf{0}}$ be such that $\equiv_{\mathrm{I}}$ is ${\stackrel{\leftrightarrow}{R_{10}}}$. If any component of any $\left(s, s^{\prime}\right)$ in $R_{0}$ is a variable say $v_{i}$ then the other must also be $v_{i}$ since we have assumed that $\phi\left(v_{1}, \ldots, v_{k}\right) \not \equiv v_{i}$ for all $\phi$ in $\boldsymbol{\phi}$. We can clearly assume that $\boldsymbol{R}_{\boldsymbol{0}}$ does not contain any trivial pair such that $\left(v_{i}, v_{i}\right)$.

More generally we also exclude all pairs of the form $(t, t)$.
It follows that $R_{0} \subseteq\left(M(F \cup \Phi, V)-\left(F_{0} \cup V\right)\right)^{2}$.
Let us now verify that $\boldsymbol{R}_{\mathbf{0}}$ is self-proving.
For all $\left(s, s^{\prime}\right)$ in $\boldsymbol{R}_{0}, \boldsymbol{\theta}(s)=\boldsymbol{\theta}\left(s^{\prime}\right) \in \boldsymbol{M}^{\boldsymbol{x}}(\boldsymbol{F}, \boldsymbol{V})-\left(F_{0} \cup V\right)$ herce $\bar{\gamma}^{*}(\varepsilon, s)=\bar{\gamma}^{*}\left(\varepsilon, s^{\prime}\right)=$ $f$ for some $f$ in $F_{\text {, }}$ with $l \geq 1$; we have $\theta(s)=f(\theta(\gamma(1, s)), \ldots \theta(\gamma(l, s)))$ and similarly for $s^{\prime}$. Hence $\gamma(i, s) \equiv \underline{\sum_{2}} \gamma\left(i, s^{\prime}\right)$ for all $i=1, \ldots, l$ and $\gamma(i, s) \leftrightarrow_{R_{1},} \gamma\left(i, s^{\prime}\right)$ since $R_{0}$ generates $\equiv_{2}$. This establishes ( 2 ) and proves that $R_{0}$ ) is self-proving.

Hence if $t \equiv \Xi_{\underline{\prime}} t^{\prime}$ then $t \ddot{\leftrightarrow}_{R} t^{\prime}$ for some finite self-proving $R$.
tience $\equiv_{\mathrm{a}}$ is semi-decidable; it is decidable by Theorem 5.7.1(3). $\square$

In the following extension of Theorem 5.8.1 we shall be interested in deciding whether $t \equiv £ t^{\prime}$ for $\left(t, t^{\prime}\right)$ in a recursive subset $\mathscr{C}$ of $M(F \cup \Phi, V)^{2}$.

Such a subset will be said stable by OI-derivations if for all $\left(s, s^{\prime}\right)$ in $\mathscr{\varnothing}, \bar{\gamma}^{*}(\varepsilon, s)=$ $\bar{\gamma}^{*}\left(\varepsilon, s^{\prime}\right)$ is some $f$ in $F$ and for all $i=1, \ldots, \rho(f),\left(\gamma(i, s), \gamma\left(i, s^{\prime}\right)\right) \in \mathscr{C}$.

Theorem 5.8.4. Let $\leq$ be in Greibach normal form, let $\mathcal{G} \subseteq M(F \cup \Phi, V)^{2}$ be recursive and stable by OI-derivations. Let us assume that there exists a finite subset $R_{0}$ of $\mathscr{C}$ such that for ail $\left(t, t^{\prime}\right)$ in $\mathscr{C}_{, ~} t \equiv t^{\prime}$ if and only if $t \leftrightarrows_{R_{1}} t^{\prime}$. Then $t \equiv ฐ t^{\prime}$ is decidable for $\left(t, t^{\prime}\right)$ in 6 .

Proof. One can show that for $\left(t, t^{\prime}\right)$ in $\mathscr{C}, t \equiv \succeq t^{\prime}$ if and only if there exists a finite self-proving relation $R \subseteq \mathscr{C}$ such that $t \leftrightarrow_{R} t^{\prime}$.

The if part is exactly as in Theorem 5.8.1. The stability of $\mathscr{C}$ implies that $R_{6}$ minus the trivial pairs of the form $(t, t)$ is self-proving. Hence the only if part holds as well.

Applications can be given to special classes of algebraic systems.

### 5.8.5. Non-nested sustems

An algebraic system $\mathbf{\Sigma}$ is non-nested if all the right-hand sides of its equations are non-nested, i.e. have no subterm of the form $\phi\left(s_{1}, \ldots, s_{k}\right)$ where some $s_{j}$ has an occurrence of a symbol in $\Phi$. One can put $\Sigma$ in such a form $\left(\phi_{i}\left(v_{1}, \ldots, v_{k_{1}}\right)=u_{i} ; 1 \leqslant\right.$ $i=n$ ) that
(1) $u_{i} \in N=M(F, V \cup \Phi(M(F, V))$ for all $i=1, \ldots, n$,
(2) the components of the unique solution of $\Sigma$ are not finite,
(3) $\Sigma$ is trim.

Let now $\mathscr{C}$ be $N^{2}$ where $N$ is as above (i.e. is the set of trees having no more than one occurrence of a symbol in $\Phi$ on each branch). It can be shown that Theorem 5.8.4 is applicable with help of $\boldsymbol{R}_{0}$ defined as follows:

$$
\begin{aligned}
& \left(s, s^{\prime}\right) \in R_{0} \text { if and only if } \\
& \quad s=u\left[\tau_{1}, \ldots, \tau_{k}\right], \\
& s^{\prime}=u^{\prime}\left[\tau_{k+1}, \ldots, \tau_{l}\right], \\
& u=\phi_{i}\left(v_{1}, v_{2}, \ldots, v_{k}\right) \text { for some } i \text {, and } k=k_{i}, \\
& u^{\prime} \in M\left(F, \Phi\left(V^{\prime}\right) \cup V^{\prime}\right) \text { where } V^{\prime}=\left\{v_{k+1}, \ldots, v_{l}\right\} \\
& \text { and } u^{\prime} \text { has exactly one occurrence of each variable in } V^{\prime}, \text { the substitution } \\
& \tau: V_{l} \rightarrow M(F, W) \text { such that } \tau\left(v_{i}\right)=\tau_{i} \text { is the most general unifier of tue } \\
& \text { pair }\left(\theta(u), \theta\left(u^{\prime}\right)\right) \text { (note that } \theta(u) \text { and } \theta\left(u^{\prime}\right) \text { are infinite trees). }
\end{aligned}
$$

A similar technique has been used in Courcelle and Franchi [21]. We conjecture that Theorem 5.8.1 is applicable to non-nested systems, giving the decidability of $=\Sigma$. This latter result is known to hold as a consequence of Valiant's result concerning finite turn DPDA's $[68,15]$.

### 58.6. Monadic systems

Let $\mathbf{\Sigma}$ be a system in Greibach normal form, which is monadic, i.e. such that $\rho(\phi) \leq 1$ for all $\phi$ in $\phi$.

It can be shown that $\equiv$ 上 is finitely generated (Courcelle [20]) hence decidable by Theorem 5.8.1.

This decidability result answers an open question of Courcelle and Vuillemin [27]. It can also be obtained as a corollary of the decidability of the equivalence problem for stateless DPDA's [58] via Gallier`s construction ([37] and Theorem 5.5.1).

### 5.8.7. Yet another case

Let $\Sigma$ be a trim algebraic system such that $\rho(\phi) \geqslant 1$ for all $\phi$ in $\phi$. Let 6 be the set of pairs $\left(t, t^{\prime}\right)$ where $t \in M\left(\Phi_{1}, V_{1}\right)$ and $t^{\prime} \in \boldsymbol{\Phi}\left(\boldsymbol{M}\left(\Phi_{1}, V_{1}\right)\right.$ (where $\boldsymbol{\Phi}_{1}=$ $\{\phi \in \Phi \mid \rho(\phi)=1\}$ ).

It can be shown that the conditions of Theorem 5.8 .4 are satistied. The decidability result thus obtained is equivalent to the one of Harrison et al. [46] via Courcelle's construction ([15] and Theorem 5.5.1). The set $R_{0}$ of Theorem 5.8.4 is deduced via this construction of the set 8 of $[19,(4.6)]$.

### 5.9. First order unification of algebraic trees

A natural object to investigate is Unif ${ }^{2}\left(t, t^{\prime}\right)$ for algebraic trees $t$ and $t^{\prime}$. Such an investigation has already proved useful in Section 5.8.5.

A substitution $\tau: \boldsymbol{V}_{\boldsymbol{k}} \rightarrow \boldsymbol{M}^{\infty}(\boldsymbol{F}, \boldsymbol{W})$ is algebraic if $\tau\left(v_{i}\right)$ is algebraic for all $i \in[k]$.
The following theorem is fully similar to Theorem 4.15 except for the decidability, but this is not surprising.

Theorem 5.9.1. Let $t$ and $t^{\prime}$ be algebraic trees.
(1) If $t$ and $t$ are unifiable, their most general unifier is algebraic.
(2) The equaiity problem for algebraic trces reduces to deciding whether $U^{\prime \prime} \mathbf{n i f}^{\boldsymbol{x}}\left(t, t^{\prime}\right)=\emptyset$ or to deciding whether $\mathbf{U n i}\left(t, t^{\prime}\right)=\emptyset$ for algebraic trees $t$ and $t^{\prime}$.

Proof. (1) Let $t$ and $t$ ' be unifiable. The proof of Theorem 4.15 gives a generalized regular system $S$ the right-hand side of cach equation of which is a subtree of one of $t$ or $t^{\prime}$, hence is algebraic. Hence Corollary 5.2 .2 shows that the unique solution of $S$ is a tuple of algebraic trees.

Hence the most general unifier of $t$ and $t^{\prime}$ is algebraic.
(2) It follows from the remark that $A(F, V)=A(F \cup V)$ that the equality problem for algebraic trees reduces to deciding whether $u \equiv_{\Sigma} u^{\prime}$ for $u, u^{\prime}$ in $M(F \cup \Phi)$. And $u \equiv \pm u^{\prime}$ is equivalent to $\operatorname{Unif}^{\boldsymbol{x}}\left(\theta(u), \theta\left(u^{\prime}\right)\right) \neq \emptyset$ or to $\operatorname{Unif}\left(\theta(u), \theta\left(u^{\prime}\right)\right) \neq \emptyset$.

### 5.10. Infinite trees and infinite words

If all the symbols of $F$ are of arity 0 r 1 an element of $M^{x}(F)$ reduces to a finite or intinite word. More precisely, $\boldsymbol{M}^{x}(\boldsymbol{r})=\boldsymbol{\Gamma}_{1}^{*} F_{0} \cup F_{1}^{*}$.

Let us define a word $w$ in $F_{1}^{\prime \prime}$ (our notations concerning infinite words are borrewed from Nivat [54]) as ultimately periodic if $w=w_{1} w_{2}^{\omega}$ for some $w_{1}$ in $F_{1}^{*}$ and some $u_{2}$ in $F_{1}^{*}$. Let Ult $\left(F_{1}\right)$ be the set of such words. Then we have the following result.

Proposition 5.10.1. $R(F)=A(F)=F_{1}^{*} F_{11} \cup U \operatorname{Ul}\left(F_{1}\right)$.
Proof. It is easy to prove that $R(F)=F_{1}^{*} F \ldots \operatorname{Ult}\left(F_{1}\right)$. Since $R(F) \subseteq A(F)$, we only have to prove that $A(F) \subseteq F_{1}^{*} F_{1} \cup \mathbf{U l t}\left(F_{1}\right)$.

Let $\mathbf{\Sigma}$ be an algebruic system over $F$. It may be assumed trim. As usual, we take it of the form $\mathbf{x}=\left(\phi_{1}\left(t_{1}, \ldots, v_{h_{1}}\right)=u_{1}, \ldots,\left(\phi_{n}\left(v_{1}, \ldots, v_{h_{n}}\right)=u_{u_{11}}\right)\right.$ and let $\left(t_{1}, \ldots, t_{n}\right)$ be its solution.

For cach $i=1, \ldots, n$,
(1. either $t_{1} \in M^{\prime}(F)$ and then $k_{1}=0$.
(2) or $t_{t} \in M^{\prime}\left(F, V_{k_{1}}\right)-M^{\prime}(F)$ and, since $F=F_{1} \cup F_{0}, t_{i}$ has exactly one occurrence of a variable, hence $k_{t}=1$ and $t_{1} \in M\left(F_{1},\left\{c_{1}\right\}\right)=F_{1}^{*} v_{1}$.

We can assume that case (1) holds for $1 \leqslant i \leqslant l$ and case (2) for $l+1 \leqslant i \leqslant n$.
One can translate $\Sigma$ into ( $\left.\Sigma^{\prime}, \phi_{1}, \ldots, \phi_{l}, t_{1-1}, \ldots, t_{n}\right)$ where $\Sigma^{\prime}=\left\langle\phi_{1}=u_{1}^{\prime}, \ldots\right.$, $\left.\phi_{l}=u_{i}^{\prime}\right\rangle$ and $u_{i}^{\prime}=u_{i}\left\{t_{1,1} / \phi_{l, 1}, \ldots, t_{n} / \phi_{n}\right\}$ for $i=l+1, \ldots, n$. Since all unknowns of $\Sigma^{\prime}$ are of arity $0, \Sigma^{\prime}$ is regular. It follows that $t_{1}, \ldots, t_{n}$ are in $F_{i}^{*} F_{0} \cup \mathbf{U l t}\left(F_{1}\right)$ hence $A_{\underline{-}}(F)=A_{\llcorner }(F) \subseteq F_{1}^{*} F_{0} \cup \mathbf{U l}\left(F_{1}\right)$.

Remark 5.10.2. This proposition shows that the concept of algebraic tree has no counterpart in infinite words, whereas regular infinite trees correspond to ultimately periodic infinite words.

## 6. Conclusion

The present work has studied several aspects of finite and infinite trees which are especially relevant to the theory of computing. To summarize:
(1) A double theory of infinite trees, by topological or order-theoretical methods has been developed.
(2) First-order and second-order substitutions are two important concepts; some of their basic combinatorial properties have been stated; their continuity properties have been investigated in detail.
(3) Regular trees and their relations with first-order unification have been studied; rational expressions denoting regular trees have been introduced and related with iterative theory expressions.
(4) Algebraic trees have been studied; their combinatorial properties are complex enough to yield an open problem which is interreducible with the equivalence problem for DPDA's; decidable special cases have been stated.

Many other interesting aspects (raising open problems) could have been treated as well (except for the author's time availability):
(5) Higher-order algebraic trees corresponding to higher-order recursive program schemes (Damm et al. [30, 31], Gallier [39]), algebrai trees as images under yield operators of regular trees,
(6) Frontiers of infinite trees as generalized infinite words (Courcelle [16]. Heilbrunner [47]) and even more important:
(7) Extensions of congruences from finite trees to infinite ones: whereas the theory is rather neat in the approach with partial orders, (Courcelle [18]), it is much more difficult in the topological approach (Courcelle [17]).

And finally, the theory of tree languages which constitutes a theory by aself but is of course grounded on the present the theory of infinite trees.
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## Note added in proof

L. Boasson has shown that the answer to problem 5.5.2 is negative.

