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IEEE 802.16, popularly known as WiMAX, is at the forefront of the technology drive
because of the growing demand for high-speed wireless broadband networks. Multihop
WiMAX networks are particularly useful as they increase the coverage area without the
need to deploy expensive base stations. There are two kinds of multihop WiMAX networks
- WiMAX mesh and Mobile Multihop Relay Networks. Scheduling is very important in
both of these multihop WiMAX networks. The links have to be scheduled in such a way so
that they do not interfere with each other while maximizing the throughput of the networks.
As WiMAX networks are geared towards broadband applications, any scheduling scheme
should accomodate the rate, latency and jitter requirements of the applications. This article
provides an insight to the scheduling framework presented in the IEEE 802.16 standard. It
also presents a few representative research proposals for centralized scheduling in WiMAX
networks. We discuss some of the research issues and challenges that need to be addressed
for multihop WiMAX networks to realize their full potential.

I. Introduction

WiMAX (World Interoperability for Microwave Ac-
cess) technology is based on IEEE 802.16 standard
that provides wireless access to metropolitan area net-
works (MANs). IEEE 802.16 provides an inexpensive
and easily deployable alternative to wired technolo-
gies like DSL, T1 or cable that are used for backhaul-
ing Personal Area Networks (PANs) and Local Area
Networks(LANs). This is particularly useful in re-
gions with little existing wired infrastructure. Adding
multihop technology increases the coverage area of
WiMAX networks without the need to deploy expen-
sive base stations. A multihop WiMAX network may
also lead to increased user throughput as more effi-
cient modulation techniques can be used over shorter
links [1].

The first IEEE 802.16 standard, published in April
2002, defined the Medium Access Control (MAC) and
Physical (PHY) layers, operating in licensed spectrum
between 10 and 66 GHz. It requires Line of Sight
(LOS) connectivity and supports data rate up to 134
Mb/s. A later amendment, IEEE 802.16a, published
in April 2003, defines additional PHYs for the 2-11
GHz licensed and unlicensed spectrum and provides
enhancements to the MAC to support a mesh topol-
ogy. IEEE 802.16-2004 (also known as IEEE 802.16-
d) incorporates IEEE 802.16a into the original stan-
dard. IEEE 802.16-2005 adds mobility extensions to
the fixed IEEE 802.16 standard. This is popularly
known as Mobile WiMAX. A new working group,

IEEE 802.16j, is currently adding multihop capabil-
ities to Mobile WiMAX by introducing new entities
called Relay Stations.

IEEE 802.16 supports a number of parameters re-
lated to the MAC and physical layers. In order to
ensure that IEEE 802.16-based products from differ-
ent vendors are interoperable, an industry consortium
called the WiMAX forum provides guidelines known
as profiles, which specify the frequency band of oper-
ation, the PHY to be used and a number of other pa-
rameters. We use the terms IEEE 802.16 and WiMAX
interchangeably in this article.

The rest of the article is organized as follows. Sec-
tion II gives a brief overview of IEEE 802.16 Point-to-
Multipoint (PMP) mode. We briefly describe WiMAX
mesh in Section III and Mobile Multihop Relay Net-
works in Section IV. Sections V and VI describe cen-
tralized and distributed scheduling respectively. Sec-
tion VII discusses some of the research proposals that
address scheduling in multihop WiMAX Networks.
We describe some research issues and challenges in
Section VIII. Finally we conclude in Section IX.

II. Overview of IEEE 802.16

The basic architecture of IEEE 802.16 is similar to
that of cellular networks. In a particular region, there
is a base station (BS) and multiple subscriber stations
(SSs). IEEE 802.16 Point-to-MultiPoint (PMP) mode
is a star-shaped network where every SS communi-
cates directly with the BS. IEEE 802.16 standard de-
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Table 1: List of Acronyms

WiMAX World Interoperability for Mi-
crowave Access

MAN Metropolitan Area Network
WMN Wireless Mesh Network
TDMA Time Division Multiple Access
CSMA/CA Carrier Sense Multiple Access

with Collision Avoidance
OFDMA Orthogonal Frequency Division

Multiple Access
PMP Point-to-MultiPoint
BS Base Station
SS Subscriber Station
LOS Line of Sight
FDD Frequency Division Duplex
TDD Time Division Duplex
PHY Physical Layer
MAC Medium Access Control
PDU Protocol Data Unit
SDU Service Data Unit
CRC Cyclic Redundancy Check
CID Connection Identifier
BRH Bandwidth Request Header
GMH Generic MAC Header
MMR Mobile Multihop relay
MS Mobile Station
RS Relay Station

fines the physical layer (PHY) and the data link layer
which are the bottommost layers of the protocol stack
( [2], [3]).

The physical layer of IEEE 802.16 consists of
a number of air interfaces such as WirelessMAN-
OFDM and WirelessMAN-OFDMA. Both frequency-
division duplex (FDD) and Time-Division Duplex
(TDD) are supported for communication between BS
and SS. A frame consists of a downlink subframe and
an uplink subframe. IEEE 802.16 also supports adap-
tive burst profile, that enables the transmission param-
eters to be modified on a frame-by-frame basis for
each SS.

The MAC is connection-oriented, which means that
all services are mapped to a connection identified by a
16-bit connection identifier (CID). Scheduling of data
transfer is done by the Base Station in the PMP mode.
The downlink subframe sent by the BS contains the
DL-MAP and UL-MAP. The DL-MAP specifies the
downlink channel access and the associated burst pro-
file. The UL-MAP defines the uplink channel access,

that is, the time slot in which the SS can transmit in
the uplink subframe and the uplink data burst profiles.

IEEE 802.16 standard defines five different service
classes of traffic as illustrated in Table 2.

Table 2: Service Classes in WiMAX

Class Application QoS param-
eters

Unsolicited
Grant Ser-
vice (UGS)

VoIP,E1;
fixed-size
packets on
periodic
basis

max rate, la-
tency and jit-
ter

Real-Time
Polling
Service
(rtPS)

Streaming
audio/video

minrate,
maxrate and
latency

Enhanced
Real-Time
Polling
Service
(ertPS)

VoIP with
activity
detection

minrate,
maxrate,
latency and
jitter

Non Real-
Time Polling
Service
(nrtPS)

FTP minrate and
maxrate

Best Effort
(BE)

Data trans-
fer, Web

maxrate

II.A. OFDM and OFDMA

IEEE 802.16d (fixed WiMAX) uses Orthogonal Fre-
quency Division Multiplexing (OFDM) whereas IEEE
802.16e (mobile WiMAX) uses Orthogonal Fre-
quency Division Multiplexing Access (OFDMA). In-
stead of a single carrier, OFDM uses multi-carrier
modulation that increases the data throughput and
eliminates problems with multi-path signal and spec-
tral interference. OFDM allows only one user on the
channel at a time. Time Division Multiple Access
(TDMA) is used to accomodate multiple users where
interfering users are assigned different timeslots.

OFDMA is a multi-user OFDM that allows multi-
ple users to access the channel at the same time. In-
terfering users are assigned different subchannels on
the same timeslot. Thus OFDMA can be viewed as a
combination of FDMA and TDMA.

In our discussion, a slot refers to a timeslot in
OFDM-based fixed WiMAX (WiMAX mesh) net-
works and a slot refers to a slot in the time-frequency
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Figure 1: Comparison of OFDM and OFDMA

grid in OFDMA-based mobile WiMAX (MMR) net-
works as depicted in Figure 1.

III. WiMAX mesh

A mesh network consists of a mesh BS and multiple
SSs. In contrast to the PMP mode, a SS can be multi-
ple hops away from the BS in the mesh mode and may
communicate with the BS with the help of intermedi-
ate nodes. Figure 2 shows a mesh network.

Mesh

BS

SS

SS

Figure 2: IEEE 802.16 mesh network

IEEE 802.16a defines a new mesh frame format. A
Mesh frame is addressable by a 12-bit frame num-
ber and is divided into a number of minislots. Fig-
ure 3 shows the mesh frame where each frame con-
sists of a control subframe and data subframe. The
control subframe may be a network control subframe
or a scheduling control subframe. The network con-
trol subframe is used to send network control mes-
sages like MSH-NENT and MSH-NCFG that enable
new nodes to join a mesh. The scheduling control sub-
frame is used for sending centralized scheduling mes-
sages like MSH-CSCF and MSH-CSCH. Scheduling
control subframe may also be divided into transmis-

sion opportunities where distributed scheduling mes-
sages (MSH-DSCH) are sent. The network control
subframe is repeated periodically after a few schedul-
ing control subframes. The data subframe is used
for transmitting data packets and some distributed
scheduling messages. There are two mechanisms

Network control subframe Scheduling control subframe

Data subframe

MSH-NENT

Transmission

Opportunity

(N-1) MSH-NCFG transmit opportunities

MSH-CSCH & MSH-CSCF

Control message minislots

Mesh frame format

Network Control Subframe

Scheduling Control Subframe

MSH-DSCH transmit

opportunities

Figure 3: IEEE 802.16 mesh frame format

by which data transmissions can be scheduled in the
mesh mode - centralized and distributed. Schedul-
ing is done so that there are no collisions during the
transfer of data in the data subframe. In centralized
scheduling, the BS determines how the SSs should
share the channel in different time slots. The schedul-
ing procedure is simple, however the connection setup
delay is significant. Hence centralized scheduling
is not suitable for occasional traffic needs. In dis-
tributed scheduling, the nodes themselves determine
the schedule of data transmissions without the help
of the BS. Therefore, distributed scheduling is more
flexible and efficient for connection setup and data
transmission. Distributed scheduling may be coor-
dinated or uncoordinated. In coordinated distributed
scheduling, every node competes for channel access
using a pseudo-random election algorithm based on
scheduling information of two-hop neighbors. MSH-
DSCH messages are sent during the scheduling con-
trol subframe to set up the schedule. Uncoordinated
distributed scheduling uses “idle” slots in the data sub-
frame to determine the schedule of data transmissions.
In both cases, data subframe is allocated based on
request-grant-confirm three-way handshaking among
the nodes.
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Base station

Relay station

Mobile Station

Figure 4: IEEE 802.16 mobile multihop relay mode

IV. Mobile Multihop Relay

The goal of IEEE 802.16j is to add multihop capabil-
ities to IEEE 802.16e so that the throughput and cov-
erage area of mobile WiMAX networks is increased
while ensuring compatibility with the PMP mode.
The network topology of a Mobile Multihop Relay
(MMR) network is a tree with the BS at the root of
the tree. New network entities called Relay Stations
(RSs) are introduced. RSs relay information between
a subscriber station(SS)/mobile station(MS) and a BS
or between other RSs or between an RS and a BS. A
RS does not provide backhaul functionality and hence
it is much simpler than a BS. We refer to a BS in
a MMR network as MR-BS from now on. Figure 4
shows a typical relay network.

The differences between mesh and relay mode is
illustrated in Table 3.

Table 3: Comparision of Mesh and Relay Mode

Mesh Relay
Not compatible
with PMP mode

Compatible with
PMP mode

Fixed broadband
access

Mobile broadband
access

Network architec-
ture is a mesh

Network architec-
ture is a tree

Network entities
are Mesh BS and
SS

Network entities
are BS, SS and RS

IEEE 802.16j only focuses on the OFDMA PHY
mode of IEEE 802.16e-2005. There are two types of
relay stations:

1. Transparent Relays - These relays serve mobile

stations that receive control information from the
base station. Thus the mobile station can receive
signals from both the base station and the relay
and hence can achieve higher throughput. Trans-
parent relays, therefore lead to increased network
capacity. All transparent relays must operate in
centralized scheduling mode, relying on the MR-
BS to allocate its resources.

2. Non-transparent relays - These relays serve mo-
bile stations that cannot decode control informa-
tion from the MR-BS. These relay stations act as
the base stations for the mobile stations and must
transmit control information at the beginning of
the frame. Non-transparent relays increase the
coverage area and may operate in both central-
ized and distributed scheduling mode.

V. Centralized Scheduling

In addition to communication between SS and BS,
WiMAX mesh networks allow communication be-
tween SSs. Similarly, MMR networks allow commu-
nication between RSs, between a MS and a RS and
between a RS and a BS. Hence scheduling in mul-
tihop WiMAX networks has to accomodate all these
different communications.

In centralized scheduling scheme, the BS deter-
mines the schedule and the scheduling packets are
transmitted in a collision-free way within scheduling
control subframes. Two control messages are used
in centralized scheduling: MSH-CSCF and MSH-
CSCH. MSH-CSCF message delivers the information
of channel configuration and routing tree, while MSH-
CSCH message delivers bandwidth request and grant
information.

During a downstream MSH-CSCF or MSH-CSCH
frame, a BS transmits first, followed by all its chil-
dren with hop-count 1. This is followed by the nodes
with hop-count 2 and so on until all the nodes in the
routing tree have transmitted. The nodes with a given
hop count transmit depending on the their order in the
most recent MSH-CSCF or MSH-CSCH frame. The
upstream messages follow the reverse order.

The MSH-CSCH:Request message is used by SSs
to send bandwidth demands to the BS. When a node
sends a MSH-CSCH:Request message to its parent, it
includes the estimate of its own upstream and down-
stream traffic demand, along with the demands re-
ported by its children. After the BS receives this mes-
sage, it estimates the bandwidth to grant to each node
and issues a MSH-CSCH:Grant message. This MSH-
CSCH:Grant message then propagates down the tree.
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The SSs use the bandwidth assignment to determine
the starting times and link durations in the frame.
There is no spatial reuse; that is, the links transmit
one after another.

VI. Distributed Scheduling

There are two types of distributed scheduling: co-
ordinated and uncoordinated. In coordinated dis-
tributed scheduling, the scheduling packets(MSH-
DSCH) are transmitted in a collision-free manner
within the control subframe. In uncoordinated dis-
tributed scheduling, the scheduling is performed in
a partially, contention-based manner while avoiding
any conflicts with the schedules established using
the coordinated methods. Uncoordinated distributed
scheduling is best suited for links with occasional or
brief traffic needs [1]. Distributed scheduling involves
a three-way handshake - request, grant and confirm
messages during which the slots in which data trans-
fer takes place are selected. The different scheduling
techniques are compared in Table 4.

VI.A. Coordinated Distributed Schedul-
ing

Coordinated distributed scheduling sets up a schedule
for data transfer between neighbouring nodes with-
out the help of the BS. Nodes compete for transmit-
ting scheduling packets (MSH-DSCH) in the schedul-
ing control subframe so that there is no contention
in the data time slots. The scheduling control sub-
frame is divided into transmission opportunities and
nodes contend for transmitting MSH-DSCH messages
in these transmission opportunities using a distributed
election algorithm. If a node wins the election algo-
rithm, it sets the temporary transmission opportunity
as its transmission time and broadcasts it to the neigh-
bors in the MSH-DSCH packet. There are two impor-
tant parameters which are used in this algorithm [1].
These are NextXmtMx and XmtHoldOffExponent. The
NextXmtTime, that is, the time when a node can trans-
mit again is given by:

2XmtHoldOffExponent.NextXmtMx

≤ NextXmtT ime

≤ 2XmtHoldOffExponent.(NextXmtMx + 1)

So the eligibility interval of a node spans a duration
of 2XmtHoldOffExponent transmission opportunities.
The station can transmit in any slot during this inter-
val. After one eligibility interval, a station must hold

Table 4: Comparison of Scheduling Techniques

Centralized Coordinated
Distributed

Uncoordinated
Distributed

BS deter-
mines the
schedule for
all the nodes
in the network

Data tran-
fer between
neighboring
SSs/RSs is
done without
BS involve-
ment

Data trans-
fer between
neighboring
SSs/RSs
without BS
involvement

Connection
setup over-
head is high

Connection
setup over-
head is
lower than
centralized
scheduling
but higher
than Unco-
ordinated
distributed
scheduling

Conenction
setup over-
head is lowest

Data transfer
is completely
contention
free

Data transfer
is contention
free

Data is trans-
ferred based
on an esti-
mation of
idle slots and
may involve
collisions

MSH-CSCF
and MSH-
CSCH mes-
sages are
used to de-
liver routing
information
and band-
width request
and grant
information

Nodes com-
pete for
sending
MSH-DSCH
messages that
are used to
deliver the
request-grant
and confirm
information
are sent in the
scheduling
control sub-
frame using
a distributed
election
algorithm

Nodes com-
pete for
sending
MSH-DSCH
messages in
the idle slots
of the data
subframe
using a ran-
dom access
algorithm

Suitable for
consistent
continuous
traffic

Suitable for
intermittent
and bursty
traffic

Suitable for
occasional
and brief
traffic

Mobile Computing and Communications Review, Volume 12, Number 2 5



off at least 2XmtHoldOffExponent+4 transmission op-
portunities before the next transmission. The holdoff
exponent value decides the channel contention time of
node and so it is an important parameter that can affect
the system performance.

A node calculates its NextXmtTime during the cur-
rent transmission time using the distributed election
algorithm. The node sets the first transmission slot
after the holdoff time as the next transmission oppor-
tunity (CandidateXmtOppurtunity) and then competes
for this slot with other competing nodes in the two-
hop neighborhood.

For a given CandidateXmtOpportunity, the eligible
competing nodes of a node within the local node’s ex-
tended neighborhood are those nodes whose:

• NextXmtTime interval includes the Candida-
teXmtOpportunity.

• EarliestSubsequentXmtTime (equal to NextXmt-
Time + XmtHoldoffTime) is ≤ the CandidateXm-
tOpportunity

• NextXmtTime is not known.

For example, in Figure 5, node A competes for
the next tranmission opportunity with nodes B, C and
D. Node B’s NextXmtTime includes node A’s Can-
didateXmtOppourtunity, node C’s EarliestSubsequen-
tXmtTime is ≤ than node A’s CandidateXmtOpportu-
nity and node D’s NextXmtTime is not known. The

Eligibility Interval

Eligibility Interval

Node A

Node B

Node C

Node D

Holdoff Time

CandidateXmtOpportunity
Current 

Transmission

Time

Figure 5: Nodes competing for a CandidateXmtOp-
portunity

algorithm takes the slot number and the IDs of all the
competing nodes as inputs and uses a pseudo-random
function to generate mixing values. If the current
node ID and the slot number generate the largest mix-
ing value, it wins; otherwise it loses and it chooses
the next transmission opportunity as CandidateXm-
tOpportunity and repeats the same procedure.

VI.B. Uncoordinated Distributed Sche-
duling

Uncoordinated distributed scheduling is used for fast
setup of new, temporary data “bursts” between neigh-
boring nodes [1]. The scheduling messages are sent
during data subframe and the connection setup uses a
three-way request-grant-confirm handshake.

The node sending the MSH-DSCH:Request mes-
sage first observes the “idle” slots of the current
schedule and uses a random-access algorithm to de-
termine when it should send the request message. If
there is a collision or after a nearby “burst” is com-
pleted, random backoff is used before scheduling a re-
quest message. The request message contains a list of
the neighbors with whom it wants to exchange data.
The message also lists the “idle” slots in its neigh-
borhood. On receiving a request, a requestee sends a
MSH-DSCH:Grant message in one of the “idle” slots.
The “idle” slot in which the requestee sends the grant
message depends on its order of appearance in the Re-
quest message. The Requestee must also make sure
that transmission of the grant message does not cause
any collision in its own neighborhood. The requestee
determines jointly available slots from the “idle” slots
in the request message and its own schedule. Upon re-
ceiving this grant message, the requester confirms the
schedule by sending another MSH-DSCH:Grant mes-
sage. Data transfer can then take place in the selected
slots.

VII. Centralized Scheduling Tech-
niques

Many researchers have proposed centralized schedul-
ing techniques for WiMAX mesh networks. We
present some centralized scheduling techniques in this
section. However, to the best of our knowledge,
no distributed scheduling techniques have been pro-
posed so far and hence we do not discuss distributed
scheduling schemes in this article.

Scheduling techniques can be broadly divided into
two categories - with no spatial reuse and those en-
abling spatial reuse. Schemes that allow spatial reuse
try to allocate the same slots to non interfering links
whereas those schemes that do not allow spatial reuse
only allocate one link in one slot. Note that slot may
be a timeslot in TDMA based OFDM networks or
slot may be a slot in the time-frequency domain in
OFDMA networks. Other differentiating factors be-
tween various scheduling schemes include whether
or not they provide any QoS guarantees, whether
the schemes consider fairness etc. Some centralized
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scheduling algorithms also suggest routing schemes
since a good route might lead to efficient scheduling.

Shetiya and Sharma design routing and centralized
scheduling algorithms that provide per flow QoS guar-
antees to real and interactive data applications [4] for
IEEE 802.16 mesh networks. They use fixed routing
based on a tree structure and adopt shortest path rout-
ing algorithms that work well for both type of appli-
cations. They propose separate scheduling algorithms
for UDP(Constant bit rate and Variable bit rate) and/or
TCP connections. The resource allocation in terms
of slots is done assuming an OFDM physical layer
and does not support spatial reuse. They compute the
number of slots required per flow along the path and
hence at each node per frame. The number of slots
is computed depending on derived flow characteris-
tics such as end to end packet drop probability. How-
ever, the slot ordering per node or per flow is not dis-
cussed in the paper. Traffic is divided into different
queues at every node depending on the bandwidth re-
quirements. Once the Mesh BS assigns the computed
number of slots to the nodes, the nodes provide the re-
quired slots to its different queues in a weighted round
robin manner. For TCP traffic, the slot allocation for
nodes is done in a manner that is proportionally fair to
the minimum bandwidth requirements of the nodes.
The authors consider link rates as well as the traffic
requirements while performing slot allocation. This
could lead to starvation of nodes with bad link con-
nections. To avoid this problem they employ an adap-
tive fixed allocation scheme where allocation is done
depending on link quality and the time that a node has
not been allocated slots as well as traffic requirements.
The proposed algorithms are efficient and can be im-
plemented in real time. However, there is no spatial
reuse.

Bandwidth requirements of flows are satisfied in [5]
where the number of slots required is computed based
on the minimum rate, maximum rate and the band-
width request of the flows. The authors present an
algorithm on how to allocate free slots. They also
discuss how the order in which the slots are assigned
can be changed to reduce jitter. The algorithm is for
an OFDM physical layer for a single hop network.
The algorithm accounts for MAC overhead in both the
cases when the BS allows packing and when it does
not.

In [6] the authors introduce and compare schedul-
ing algorithms for 802.16d OFDMA/TDD based sys-
tems that provide fair and efficient allocation to all
users. The algorithms are for PMP (point to multi-
point) systems. The algorithms schedule flows based

on service class priority. SSs with larger amount of
data to transmit are given priority in the heuristic al-
gorithm. The authors use proportional fairness such
that bandwidth is provided to a user in proportion to
its throughput requirement. They present algorithms
that determine the proportional constant value. Fair-
ness is not applied when scheduling UGS flows as the
bandwidth demand for UGS flows is low.

Cohen and Katzir [7] divide the OFDMA schedul-
ing problem into a macro and a micro scheduling
problem. The authors assume that the association be-
tween PDUs and their Phy-pofiles has been already
been determined. The macro scheduling problem de-
cides which Phy-profiles will be accomodated in this
frame and which PDUs will be transmitted for every
selected Phy-profile. The micro scheduling decision
determines the number of bursts that will be used for
each Phy-profile and the location of each rectangle
within the frame. However, the algorithm proposed
consider only one burst per Phy-profile. Also, they
address this problem only for single-hop networks.

An optimization problem that minimizes the trans-
mit power of the BS and RSs in OFDMA-based relay
networks is formulated in [8]. In the network consid-
ered an SS may have a direct connection or a two-hop
connection via an RS to the BS. The authors use in-
stantaneous channel state information and address the
problem of dynamic resource allocation in terms of
subcarriers, bits and power to the links in a relay net-
work. The resource allocation is done such that the
transmit power is minimised subject to the constraint
that the requested data rate on each link is met. The
RSs are assumed to be half duplex and can transmit
simultaneously separated in the frequency domain.
First an algorithm that allocates subcarriers is used,
then a greedy approach for bit and power loading is
applied for each link.

In [9] the authors address resource allocation for
QoS traffic in OFDMA based wireless networks. The
considered network comprises of a base station trans-
mitting to a number of mobile users. The authors pro-
pose a technique for determining the rate requirement
for delay constrained sessions. Then, based on the rate
requirements, they propose algorithms for resource al-
location that achieve proportional fairness for users
and short term rate guarantees for real-time applica-
tions subject to power and bandwidth constraints.

The authors in [10] do joint routing and scheduling
so as to maximize spatial use. The routing algorithm
constructs routes with minimum interference. Two
parameters are defined- blocking value of a node and
the blocking metric of a route. Blocking value b(n) of

Mobile Computing and Communications Review, Volume 12, Number 2 7



a node n is the number of blocked nodes when node n
is transmitting. The blocking metric B(k) of a multi-
hop route indicates the total number of blocked (inter-
fered with) nodes along the route from the root node
toward the destination node k. Therefore, the block-
ing metric of a route is a summation of the block-
ing values of the nodes that transmit along the route.
An example of how blocking metric is calculated is
shown in Figure 6.

S

D

S

D

S

D

S

D

b(1) = 2

b(2) = 4

b(3) = 3

b(4) = 4

An example of blocking metric B(k) = 2 + 4 + 3 + 4 = 13

Figure 6: Blocking value and Blocking metric

The algorithm starts with a single mesh BS node
and adds one SS into the mesh at a time. When an SS
node joins the mesh, it selects the node with minimum
blocking as its parent node. The goal of the schedul-
ing algorithm is to maximize the number of concur-
rent transmissions, without creating exceeding inter-
ference for other simultaneous transmissions. The ca-
pacity request of an SS node is converted into link
demands. The scheduling algorithm iteratively deter-
mines the set of active links at any time t. In each
allocation iteration t, a link with the highest unallo-
cated traffic demand is selected for next allocation of
a unit traffic. The algorithm ensures the set of active
links excludes interfering links. The iterative alloca-
tion continues until there is no unallocated capacity
request. The drawback of this scheme is that the fair-
ness among the SSs is not considered and SSs farther
away from the BS may not get fair share of the re-
sources.

The authors in [11] propose a simple and general-
ized even-odd framework for link activation. Their
main goal is to satisfy bandwidth and delay require-
ments of flows. Each node is alternately labeled
even or odd; even nodes transmit in even timeslots
and odd nodes transmit in odd timeslots. Heuristics
for construction of efficient backhaul routes are pro-

vided that construct routes with alternate even and odd
links. They provide a mapping between the half-idle
even-odd framework with an imaginary wireless sys-
tem and show by analysis that when a multihop wire-
line scheduler with worst case delay bounds is imple-
mented over a wireless backhaul, the even-odd frame-
work guarantees approximately twice the delay com-
pared to the corresponding wireline strategy. Their
algorithm takes subchannelization into account and
so it is suitable for OFDMA networks. Also, band-
width and delay guarantees are provided. However,
the routing algorithm has to ensure that no two inter-
fering even or odd links are present in the same route.
Thus, this scheme may not be able to find a feasible
routing even if a route exists between two nodes. Also
as each link is scheduled only half the time, the band-
width requirement of each link must not exceed half
of the total capacity of the link.

Flow based heuristic admission control and
scheduling algorithms for multi-hop WiMAX net-
works are proposed and compared in [12]. Flows are
scheduled by service class priority and within each
service class by arrival time first. The deadline of a
flow is computed from its arrival time, latency and
number of hops. A flow is scheduled close to its dead-
line and the slot allocation then proceeds towards the
beginning of the frame. A flow is admitted only if its
end to end QoS requirement is guaranteed. The al-
gorithms discussed in the paper are for an OFDMA
physical layer and the time-frequency slot allocations
are done in spectrum efficient manner while consider-
ing interference constraints. The authors define the
“Schedule Efficiency” metric that is the proportion
of the weighted measure of the admitted flows to
the weighted measure of all flows seeking admission.
Based on this metric the ”schedule flow subchannel”
algorithm outperforms the other algorithms. However,
the authors do not consider fairness in their algorithms
and also do not account for the overhead in the uplink
map.

In [13] a SS is assigned service tokens based on
its traffic demand. In each timeslot a link is selected
based on a certain criterion and the service token of
the transmitter is decreased and the service token of
the receiver is increased by one. The algorithm then
finds another non-interfering link that can be sched-
uled in the same timeslot. However, the channel uti-
lization rate of this algorithm is very low.

The objective of [14] is to formulate a schedul-
ing problem which maximizes the system through-
put under the fairness model defined by the authors.
The fairness is considered at the granularity of a SS-
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aggregated flow. Each SS node i is assigned a weight
fi that is determined according to pricing or some
other criteria. The authors define the uplink capac-
ity region C of the WiMAX mesh. If the traffic de-
mand vector s is within the capacity region, then the
traffic demand can be met even though the bandwidth
request si may not be proportional to fi. If the traf-
fic demand vector is outside the capacity region, then
fairness constraints are imposed for those SS nodes
whose demands cannot be met without violating the
fairness constraints relative to other nodes. The opti-
mal fair rate allocation (OFRA) problem is then for-
mulated and a fair uplink scheduling algorithm is pro-
posed that solves the OFRA problem and finds the op-
timal rate allocation vector.

Tang, Xue and Zhang [15] studied bandwidth allo-
cation in multi-channel multihop wireless mesh net-
works. They tried to maximize network throughput
and enhance fairness at the same time. They use a
max-min fairness model to achieve fairness and pro-
vide an LP that maximizes the minimum bandwidth
allocation. The authors also propose a heuristic to
solve the lexicographical max-min bandwidth alloca-
tion problem in polynomial time.

Agrawal et al in [16] discuss scheduling and re-
source allocation for an OFDMA-based wireless net-
work. They address the problem of subcarrier alloca-
tion to selected users while determining the transmis-
sion power and modulation scheme used for each sub-
carrier. They formulate the scheduling and resource
allocation problem as a convex problem and charac-
terize the solution using a dual formulation.

Another centralized scheduling scheme using mul-
tiple channels and single transceivers in a WiMAX
Mesh Network is discussed in [17]. The goal in this
paper is to minimize the length of scheduling defined
as the number of timeslots needed to complete all the
data transmissions.

Djukic and Valee [18] discuss three centralized
scheduling algorithms for 802.16 networks. All the
algorithms take the number of OFDM slots each link
should transmit in the frame as the input and produces
a transmission schedule. The algorithms ranks the
links. Links with lower rank transmit before higher-
ranked links. The algorithms differ in the link ranking
schemes and the assignment of transmission opportu-
nities to the links.

The first algorithm, based on the IEEE 802.16 stan-
dard, does link ranking based on a breadth-first traver-
sal of the routing tree. The links are then scheduled
one after another and hence there is no spatial reuse.

The second algorithm, which is a link schedul-

ing version of the node load-balancing algorithm pro-
posed in [19] works in iterations. At the beginning of
each iteration, a link is ranked based on its satisfac-
tion with the schedule in the previous iteration. The
satisfaction sj of a link ej can be defined as:

sj =
r̂j

rj

where r̂j is the rate achieved with the previous sched-
ule and rj is the required bandwidth of the link. In
the next iteration, links with the lowest satisfaction in-
dex transmit before links with high saisfaction index
which ensures links with low satisfaction index get
higher bandwidth than the other links. Based on the
ranks, a link is allowed to transmit in the first trans-
mission opportunity that does not overlap with any
conflicting links.

The third algorithm, which is based on [20], finds a
ranking with good TDMA delay properties. A band-
width optimal ranking is found using branch-and-
bound search techniques. A ranking is bandwidth
optimal if link bandwidths resulting from its sched-
ule cannot be increased with a schedule from an-
other ranking. A conflict graph is created with the
links as vertices and conflicts between the links as
edges. A transmission schedule is determined with the
Bellman-Ford algorithm based on minimum distances
in the conflict graph.

VIII. Research Issues and Chal-
lenges

It can be inferred from the above discussion that
scheduling in WiMAX networks is a challenging
problem. Some of the key issues involved are:

1. Routing: In a mesh network, multiple routes
may exist between two nodes. Hence algorithms
should evaluate different routing strategies like
minimum hop, minimum packet loss, minimum
intererence, to ascertain their affect on schedul-
ing.

2. QoS: None of the algorithms except [12] and [11]
consider delay. Also none of the algorithms con-
sider jitter. Delay and jitter are very important for
real-time audio and video applications and hence
algorithms that address delay and jitter needs to
be proposed.

3. Fairness: New fairness metrics need to be
defined that takes into account Service Level
Agreements between the service providers and
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custmomers. The scheduling algorithm should
ensure that BE traffic is not starved while giv-
ing higher priority to UGS, ertPS and rtPS flows.
Fairness has to be implemented at the SS level as
well as the user level.

4. Distributed scheduling: A performance analysis
of the distributed scheduler was done by [21].
However, more research is required to deter-
mine slot assignment for data transfer and hold-
off exponent values. Also, different distributed
scheduling techniques need to be proposed that
can do effficient scheduling while taking into
account the interference and half-duplex con-
straints of the nodes.

5. Adaptive burst profile: WiMAX networks sup-
port adaptive burst profile. It is therefore impor-
tant to study how burst profiles can be modified
to increase the scheduling efficiency.

6. Overheads: A scheduling scheme is incomplete
if the various overheads and constraints are not
considered. Overheads include size of the uplink
and downlink map, schedule propagation and
signaling overhead and interference constraints
in multi-hop networks. Hence, algorithms that
minimize wasted bandwidth, scheduling over-
head and interference for multihop WiMAX net-
works need to be developed.

While many of the issues listed above have been stud-
ied in isolation or in conjunction with a few more,
however a complete solution with realistic assump-
tions is still lacking especially in the area of schedul-
ing for OFDMA based WiMAX networks.

IX. Conclusion

Multihop WiMAX networks increase the capacity and
coverage area of single-hop WiMAX networks by
either allowing subscriber stations to communicate
with each other or by using relay stations that act as
”virtual” base stations to mobile stations. However
scheduling become an even more challenging problem
in multihop networks. An efficient and fair schedul-
ing algorithm that maximizes network throughput and
minimises overhead while considering bandwidth, de-
lay and jitter requirements of the various flows needs
to be developed. The algorithm should also take into
account interference constraints, channel conditions
and adaptive modulation rates. As WiMAX technol-
ogy becomes more and more popular, these issues
should be addressed in an efficient to ensure long term
commercial viability of WiMAX products.
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