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A b s t r a c t 

A p r e d e t e r m i n e d n e u r a l - l i k e f u n c t i o n wh ich 
makes a t e r n a r y l o g i c a l compar ison t o i t s 
n e i g h b o r s i n a n a r r a y o f s i m i l a r f u n c t i o n s e x h i b i t s 
t he a b i l i t y t o c a t e g o r i z e t w o - d i m e n s i o n a l geomet r i c 
p a t t e r n s b y t he d i s t i n c t i v e n e s s o f t h e i r shape 
d i r e c t l y . T h i s p r o p e r t y f i l t e r i s bu t one o f a 
f a m i l y o f s i m i l a r p rede te rm ined n e u r a l - l i k e f u n c 
t i o n s wh ich e x h i b i t G e s t a l t r e c o g n i t i o n c h a r a c t e r 
i s t i c s . 

A c t u a l c o n s t r u c t i o n s o f i n d i v i d u a l u n i t s and 
d i g i t a l s i m u l a t i o n o f a r r a y s o f these u n i t s have 
e m p i r i c a l l y suppo r ted the t h e o r e t i c a l f o u n d a t i o n o f 
t h i s wo rk . The f i n d i n g s a t t h i s t ime a re p r e l i m i 
na ry and a re d e s c r i b e d here to i n f o r m the reader 
about t he n a t u r e and scope of the work and the 
d i r e c t i o n i n wh i ch f u r t h e r work w i l l p r o c e e d . 

The a u t h o r f e e l s t h a t the d e m o n s t r a t i o n o f a 
n e u r a l - l i k e a r r a y w i t h G e s t a l t - l i k e p r o p e r t i e s f o r 
r e c o g n i z i n g p a t t e r n s r e p r e s e n t s a s t ep i n demon
s t r a t i n g t h a t the G e s t a l t c a p a b i l i t y o f the human 
be ing may be m e c h a n i s t i c in n a t u r e and can even 
t u a l l y be implemented by a r t i f i c i a l means. The 
u t i l i t y o f t h i s p a t t e r n r e c o g n i t i o n system i s 
obv ious f o r t w o - d i m e n s i o n a l p r o j e c t i o n s . The eco 
nomics of such a d e v i c e as compared to o t h e r 
methods o f r e c o g n i t i o n l o o k f a v o r a b l e . Thus, t h i s 
work n o t o n l y i n d i c a t e s the t h e o r e t i c a l p o s s i b i l i t y 
o f G e s t a l t - l i k e f u n c t i o n s , bu t i s expected t o 
r e s u l t i n u s e f u l a p p l i c a t i o n s . 

I n t r o d u c t i o n 

The method o f p a t t e r n r e c o g n i t i o n d e s c r i b e d 
here i s one t h a t i s aimed a t r e c o g n i z i n g shapes and 
p a t t e r n s d i r e c t l y f rom the p a r t i c u l a r f e a t u r e s o f 
each p a t t e r n as a u n i t and no t n e c e s s a r i l y t he 
i n d i v i d u a l c h a r a c t e r i s t i c s o f t h e p a t t e r n . T h i s i s 
accomp l i shed t h r o u g h a n e u r a l - l i k e a r r a y o f l o g i c a l 
f u n c t i o n s . T h i s a r r a y d i f f e r s f rom the P e r c e p t r o n 
Concept o f R o s e n b l a t t * . I t c o n s i s t s o f p r e d e t e r 
mined f u n c t i o n s connected i n a r e g u l a r a r r a y w i t h 
i t s n e a r e s t n e i g h b o r s . 

The German word " G e s t a l t " i s d e f i n e d i n 
W e b s t e r ' s Unabr idged D i c t i o n a r y as "a s t r u c t u r e o r 
systems o f phenomena whether p h y s i c a l , b i o l o g i c a l , 
o r p s y c h o l o g i c a l , so i n t e g r a t e d as to c o n s t i t u t e a 
f u n c t i o n a l u n i t w i t h p r o p e r t i e s n o t d e r i v a b l e f rom 
i t s p a r t s ; a l s o t he p a t t e r n o r f i g u r e assumed b y 
such a s y s t e m " . The work d e s c r i b e d he re has been 

aimed a t r e c o g n i z i n g p a t t e r n s o r g e o m e t r i c a l f i g u r e s 
i n two d imens ions d i r e c t l y f rom the f e a t u r e s o f t h e 
p a t t e r n s t h e m s e l v e s . 

O b j e c t i v e s 

The p r i m a r y o b j e c t i v e o f t h i s work has been to 
demons t ra te t h a t a group o f n e u r o n - l i k e f u n c t i o n s 
o p e r a t i n g t o g e t h e r can have a c a p a b i l i t y o f s e n s 
i n g the fo rm of a p a t t e r n in a G e s t a l t mode. The 
d e m o n s t r a t i o n o f t h i s c a p a b i l i t y can p r o v i d e e v i 
dence t h a t e v o l u t i o n a r y g row th o f p h y s i o l o g i c a l 
neuron s t r u c t u r e s l eads t o G e s t a l t p r o c e s s e s . 

T o demons t ra te t h i s , one p a r t i c u l a r f u n c t i o n 
( d i g i t a l compar ison) has been examined i n d e t a i l . 
The c h o i c e of t h i s f u n c t i o n was made on an e m p i r 
i c a l b a s i s as no t h e o r e t i c a l means have y e t been 
found t h a t can p r e - d e t e r m i n e the e f f e c t i v e n e s s o f 
any p a r t i c u l a r f u n c t i o n f o r p a t t e r n r e c o g n i t i o n . 
I f a n e m p i r i c a l l y s e l e c t e d f u n c t i o n can p r o v i d e 
the c a p a b i l i t y f o r G e s t a l t p a t t e r n r e c o g n i t i o n , i t 
may be expec ted t h a t o t h e r f u n c t i o n s can a l s o p r o 
v i d e i t a s w e l l a s su rpass I t , S ince e x t e n s i v e 
t h e o r e t i c a l work does no t e x i s t , t he i n d i c a t i o n o f 
even r u d i m e n t a r y G e s t a l t p a t t e r n r e c o g n i t i o n d e 
r i v e d u s i n g a n e m p i r i c a l l y s e l e c t e d f u n c t i o n p r o 
v i d e s a f i r s t s t ep i n t h i s d i r e c t i o n . 

Ano ther p r i m a r y o b j e c t i v e i s t o c o n s t r u c t a 
u s e f u l , low c o s t p a t t e r n r e c o g n i t i o n system t h a t 
r e q u i r e s n e i t h e r s e l f l e a r n i n g c a p a b i l i t y nor p r e -
s c r e e n i n g f o r n o r m a l i z a t i o n a s t o s i z e , o r i e n 
t a t i o n , shape, r o t a t i o n , s h a d i n g , o r v a r y i n g d e 
g rees o f backgound n o i s e . The u s e f u l n e s s o f such 
a system is o b v i o u s . I t s use in areas such as map 
r e a d i n g , f i n g e r p r i n t a n a l y s i s , o p t i c a l scann ing 
and many o t h e r a p p l i c a t i o n s a re p o s s i b l e i f t he 
system can be r e f i n e d to a h i g h d e g r e e . 

A f i n a l o b j e c t i v e i s the u n d e r s t a n d i n g o f t he 
methods by w h i c h l o g i c a l f u n c t i o n s can be used to 
implement n e u r o n - l i k e a c t i o n and c o n s t r u c t s f o r 
d e t e r m i n i n g t h e e f f e c t i v e n e s s o f these t e c h n i q u e s . 
The methodo logy used here has been to cons i de r 
l o g i c a l f u n c t i o n s t h a t m i g h t b e i m p o r t a n t i n 
n e u r a l a r r a y s , c o n s t r u c t such f u n c t i o n s and d e t e r 
mine t h e i r a c t i o n i n d i v i d u a l l y and i n a r r a y s . 
Thus , as opposed to a random or l e a r n i n g app roach , 
t h e c o n s t r u c t i o n o f the system i s p r e d e t e r m i n e d , 
t r a c e a b l e , and i m p l i e s l e a r n i n g by the expe r imen te r 
o f the i m p l i c a t i o n s o f t h e approach , no t l e a r n i n g 
by t he model o r system i t s e l f . 

R o s e n b l a t t , F . , The P e r c e p t r o n o f R e c e i v i n g and 
R e c o g n i z i n g A u t o m a t i o n , Repor t 8 5 - 4 6 0 - 1 , Kuene l 
A e r o n a u t i c a l L a b o r a t o r y , I t h i c a , N .Y . , J a n . 1957 
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Other Work 

The work of Rosenblatt2 and other workers in 
the Perceptron f i e l d have considered arrays of 
neural -nets fo r pa t te rn recogn i t i on . However, 
they are consider ing randomly connected arrays 
which have learn ing p roper t i es . 

Simi lary work has been done in feature 
detectors by Babcock et a l 3 . They have considered 
l o g i c a l one and two dimensional arrays of neuron-. 
l i k e ce l l s and l o g i c a l funct ions fo r these c e l l s 
such as exclusive OR c i r c u i t s which provide edge 
de tec t ion . Other studies car r ied out by Babcock, 
inc lud ing d i f f e r e n t i a l geometry and l o g i c a l 
ca lcu lus , have provided a preface to some of the 
work that is reported here. 

Status of the Present Work 

The present work is only in i t s i n i t i a l stages. 
However, important resu l t s have been obtained that 
ind ica te that a Gestal t process can r esu l t from 
the array of predetermined func t ions . Therefore, 
i t i s f e l t that i t i s important t o report the work 
at t h i s stage of i t s complet ion, as we l l as to 
ind ica te the manner in which fu ture work w i l l be 
pursued towards a f i n a l conclusion. 

Formulation of the Array 

Predetermined Neural Functions 

As opposed to attempting to develop analogs of 
actual neural func t ions , i d e n t i f i c a t i o n of func
t i o n a l cha rac te r i s t i cs of l o g i c a l networks that 
might have important proper t ies in neural arrays 
were considered. There are a great va r i e t y of 
l o g i c a l funct ions from which to choose. However, 
the usual l o g i c a l funct ions were avoided, since 
a large amount of work has already been accomp
l i shed w i t h these. Ins tead, funct ions that might 
be important from the phys io log ica l po in t of view 
were se lec ted. 

Determin is t ic Functions 

Because these funct ions are l o g i c a l , they 
are expected to be de te rm in i s t i c . Thus, the 
act ion of any array of l o g i c a l funct ions in 
i t s e l f ought to be de te rm in i s t i c . However, 
where these l o g i c a l funct ions i n t e r a c t w i th 
each o ther , i t i s sometimes d i f f i c u l t to 
understand the ensuing ac t ion of t h e i r 

Rosenblatt , F . , P r inc ip les of Neurodynamics, 
Washington, D. C, Spartan, 1962 

Babcock, M. L. et a l , Some Pr inc ip les of Pre-
organizat ion in Sel f Organizing Systems, Tech
n i c a l Report #2, Contract #1834 (21) , ONR Pro
j e c t #NRO 49-123, O f f i ce of Naval Research, 
24 June 1960 

operat ion. Mathematical and l o g i c a l form
u la t ions may be made, but these are not always 
usefu l or desc r i p t i ve . 

However, in t h i s case, as w i l l subsequently 
be duscussed, it was found that the l o g i c a l 
funct ions tha t are considered here have a 
spec ia l proper ty . They may be p r o b a b i l i s t i c a l l y 
dependent upon the time at which changes in the 
input of the system occur. This impl ies that 
whi le the l og i c of any given s i t u a t i o n can be 
determined, the choice of combinational con
d i t i ons o f d i f f e r e n t a l te rna te conf igurat ions 
is dependent upon the time upon which input 
changes occur w i th respect to a time reference. 
Thus, the act ion of the network as a whole can 
be a p r o b a b i l i s t i c func t ion of the time at which 
input s t i m u l i are app l ied . 

The i n i t i a l choice fo r a predetermined func
t i o n was to inves t iga te the concept of com
par ison. It was considered that an i n d i v i d u a l 
neuron in an array must do i t s work In concert 
w i th i t s neighbors. Therefore, i t must con
t inuously compare i t s own ac t ion w i t h that of 
i t s neighbors. One can then consider an array 
where every neuron is comparing i t s own act ion 
w i th others in terms of input s ignals presented 
to the ar ray . 

The Comparison Function 

The concept of comparison is bas i ca l l y an 
analog concept. Two s ignals are compared w i t h 
each other to determine if one is higher or 
lower than the other . This is i l l u s t r a t e d in 
Figure 1. A reference s igna l fo r comparison 
is shown on the abscissa and labeled ' C ' ; the 
unknown s igna l is shown on the ordinate and 
labeled ' S ' . I f both the reference and the 
s igna l are the same, a comparison e x i s t s . 
However, a l l phys ica l comparators have a f i n 
i t e inaccuracy. This band of inaccuracy may 
be considered as the reso lu t ion of the com
para to r , and is shown by a region p a r a l l e l to 
the locus of comparison po in t s . I f the coor
dinates of two signals occur in t h i s reg ion , 
i t i s said that the s ignals are i d e n t i c a l i n 
magnitude w i t h i n the reso lu t ion of the system. 
However, outside t h i s region i f the s igna l i s 
la rger than the reference, there is a region 
of pos i t i ve excursion of the output s igna l and 
symmetr ica l ly , i f the s igna l is lower than the 
reference, there is a region of negative ex
curs ion. I t i s important t o note that a l l 
three regions are of equal importance as f a r 
as in format ion is concerned. The s ignals are 
e i t he r comparable in amplitude or they are 
d i f f e r e n t , and the d i r e c t i o n of d i f fe rence is 
i nd i ca ted . Thus, two kinds of in format ion are 
simultaneously prov ided; namely the s ignals 
compare or don ' t compare, and if they don ' t 
compare, which d i r e c t i o n the s igna l is w i th 
respect to the reference. 
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Signed Ternary Logic (STL) 

In te res t is in a d i g i t a l func t ion as op
posed to an analog func t ion . Representation 
of a d i g i t a l comparison must include both the 
concept of comparison and the concept of 
d i r e c t i o n from the reference when no compari
son takes place. This can ce r t a i n l y be rep
resented in binary form by two b i t s of i n f o r 
mation w i th one state of the four possible 
not al lowed. However, fo r the purpose of com
par ison, t h i s seems to be an a r t i f i c i a l method 
of considering a d i g i t a l comparison. A 
d i r e c t re la t i onsh ip w i th d i g i t a l comparison 
is found when one uses signed ternary l o g i c 4 . 
In signed ternary l o g i c , there are three 
s ta tes : zero, minus and plus which may also 
be considered as zero, ' + ! ' and f - l ' . The 
use of the l a t t e r nota t ion has been selected 
since i t impl ies a f i n i t e s igna l l eve l or 
amplitude for e i ther a a + l * o r ' - 1 ' cond i t i on . 
While s igna l leve ls may be higher than ' + 1 ' 
or ' - 1 ' , they may be considered as l o g i c a l l y 
l i m i t e d i n th i s va lue. 

While ternary ar i thmet ic and log ic may be 
more d i f f i c u l t to manipulate, i t is both use
f u l fo r desc r ip t i ve purposes and s t r a i g h t 
forwardly implementable in terms of hardware. 
I t i s used here p r imar i l y for i t s descr ip t i ve 
nature. 

Since binary and signed ternary log ic 
s ignals are sometimes used together, we w i l l 
use the nota t ion of l e f t hand subscr ipt 3 or 
2 to ind ica te whether a s igna l is signed t e r 
nary or b inary . The i n d i f f e r e n t s ta te ( i . e . , 
no subscr ip t ) w i l l be considered that of 
signed ternary l o g i c . 

Log ica l Comparator 

A func t iona l diagram of a signed ternary 
comparator is shown in Figure 2. Two ternary 
input s igna ls , namely the s igna l ' S' in the 
reference !C' are both shown as input to the 
func t i on . The s ing le output 'Q' is also 
ternary . Der iva t ion of the t r u t h tab le for 
t h i s comparator is shown in Figure 3 and pro
ceeds as fo l l ows . If both the s igna l and the 
reference are the same, there is a comparison 
and the output of the comparator should be 
zero. Thus, the condi t ions (0 , 0 ) , (+1 , +1) , 
and ( - 1 , -1) a l l have an output of zero. 
However, i f the reference s igna l is zero and 
the input s igna l is ' + 1 ' , then a comparison 
does not e x i s t , the output is in the pos i t i ve 
region of comparison and the output i s ' + l ' . 
I f the reference s igna l i s lowered t o ' - 1 ' , 
i t is s t i l l in the same region and cannot go 
above the ' - l ' l e v e l . There is a symmetrical 

s i t u a t i o n when the input s igna l is negative 
w i th the output ' - l 1 . The l a s t case occurs 
when the input s igna l is ' 0 ' , but the r e f e r 
ence is ' + 1 ' ( i . e . , higher than the input 
s i g n a l ) , therefore the output is in the 
negative region or '-l' and symmetrical ly 
' + 1 ' when the reference s igna l is negative 
fo r '0 ' input s i gna l . 

Examination of the t r u t h tab le shows that 
the output is i d e n t i c a l to input fo r a '0 ' 
comparison s igna l and the output Is the com
plement of the comparison s igna l f o r ' 0 ' i npu t . 
I t i s t h i s l o g i c a l f unc t i on , the l o g i c a l com
parator , that has been the primary target of 
i nves t i ga t i on . 

Act ion Under Self Feedback 

As implied in the paragraph on Determin is t ic 
Functions, the l o g i c a l comparator can have a 
p r o b a b i l i s t i c choice of s ta tes . This occurs under 
condi t ions of se l f feedback. This occurs when 
the output is fed d i r e c t l y back i n to the reference 
input as shown func t i ona l l y in Figure A. Under 
t h i s cond i t i on , one stable and three dynamic states 
occur. This ac t ion can be seen by reference to 
Figure 5. For the cond i t ion where the s igna l is 
'0' and the output is ' 0 ' (thus the reference 
input is ' 0 ' ) , i t can be seen from the t r u t h tab le 
that the s tab le output s ta te is the 'O' s ta te . 
Figure 5A shows the s tab le s ta te when the input is 
' 0 ' . I f the input takes the '+l ' s t a te , the output 
must also be ' + 1 ' since the reference value is 
' 0 1 i n i t i a l l y . However, the reference value then 
also becomes ' + 1 ' and a cond i t ion where both 
s ignals are i d e n t i c a l occurs and the output changes 
to ' 0 ' . This r e p e t i t i v e process occurs w i th the 
time delay of the func t ion becoming the determi
nant of the p e r i o d i c i t y . This is shown in Figure 
5B, and is representat ive of a pos i t i ve half-wave 
s i g n a l . For reference, t h i s a l t e rna t i ng plus 
w i l l be designated as a '+2* s igna l and is purely 
n o t a t i o n a l . I f the output is a ' - 1 ' , we have in 
the same manner a symmetrical negative a l t e rna t i ng 
s ta te and t h i s is shown in Figure 5C. However, 
a fou r th s ta te occurs i f the input is set to 
zero when the comparator is an a l t e rna t i ng s ta te 
w i t h a pos i t i ve or negative value at the output. 
For example, assume the output is pos i t i ve at the 
time the input s igna l is set to ' 0 ' . Since the 
reference input is , + l ' and the input s igna l is 
' 0 ' , the t r u t h tab le shows that the output w i l l 
become ' - l ' . The ' - l ' output s ta te is fed back 
to the reference s i g n a l . When the reference 
becomes '-l' and the s igna l ' 0 ' , the output 
becomes , + l ' so in t h i s cond i t ion we have a f u l l -
wave a l t e rna t i ng s igna l as shown in Figure 5D. 
For n o t a t i o n , t h i s is ca l led a '3 ' l eve l s ta te . 

These four states show ac t ion w i th d i r ec t 
feedback. Other l o g i c a l funct ions may be s e r i a l l y 
connected in the feedback loop to provide a large 
va r i e t y of condi t ions for feedback. Use of t h i s 
c a p a b i l i t y w i l l be subsequently discussed. 

Grosch, H. R. J . , Signed Ternary Ar i thmet i c , 
Memo N-1496, D i g i t a l Computer Laboratory, 
Cambridge, Massachusetts, May 22, 1952, 
Unpublished I n te rna l Memorandum. 
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I t is evident from the above discussion that 
two separate s ta tes occur f o r the '0' input under 
d i r e c t feedback cond i t i ons . These are i l l u s t r a t e d 
by Figures 5A and 5D. The choice of s ta te is 
dependent upon which par t of a half-wave cyc le as 
i l l u s t r a t e d in Figures 5B and 5C in which the i n 
put i s set t o ' 0 ' . I f i t occurs i n the ac t i ve 
180° h a l f - c y c l e , the cond i t ion is that o f a f u l l -
wave a l t e r n a t i n g s t a t e . Thus, the se lec t i on of 
the a l t e r n a t i n g s tates depends on which ha l f of 
the per iod of the input swi tch ing occurs. As 
determined by ac tua l tes ts of c i r c u i t r y , the 
periods are approximately equal , p rov id ing essen
t i a l l y a binary choice as to s ta te se lec ted. I f 
input swi tch ing is asynchronous, then there are 
two output s ta tes , equal ly l i k e l y , depending upon 
the time at which input swi tch ing occurs. For 
the synchronous case, the d i f fe rence in delays 
in i n d i v i d u a l neuron c i r c u i t s must be taken i n t o 
account, but when these are accounted f o r , sw i t ch 
ing becomes a de te rm in i s t i c process. 

As a r e s u l t , the func t ion is a purely l o g i c a l 
element in which a p r o b a b i l i s t i c choice of s ta tes , 
depending upon input swi tch ing t ime, is an i n t e r 
na l c h a r a c t e r i s t i c o f the f unc t i on . 

The Ternary Weigher 

In order to make e f f e c t i v e use of the prob
a b i l i s t i c nature of feedback in the l o g i c a l com
para to r , use fu l l o g i c a l funct ions may be placed 
in ser ies w i t h the feedback movement. A par
t i c u l a r f u n c t i o n , the ternary weigher, has been 
used. The purpose of t h i s func t i on is to a l low 
each neuron to compare I t s e l f w i th i t s nearest 
neighbors. I t s func t ion is to take a number of 
input s ignals and determine whether one type of 
input s igna l is predominant over others or 
whether they are equal . I t is essen t i a l l y a 
threshold c i r c u i t in which the ' '0 s t a t e , a 
s tab le c o n d i t i o n , occurs around the threshold 
p o i n t . The func t ion of t h i s c i r c u i t is shown 
in Figure 6 fo r any number of inputs in diagram
matic' f ash ion . Figure 7 shows the t r u t h tab le 
f o r a '2' input ternary weigher. As can be seen, 
i t i s simply an a lgebra ic add i t i ve func t i on o f 
i npu ts . I t s s implest reduct ion to p rac t i ce i s 
that of a K i rchko f f adder as shown in Figure 8 
w i t h balanced suppression to bound the '0' s t a t e . 

The Log ica l Comparison Neural Function 

The l o g i c a l comparison neural f unc t i on 
essen t i a l l y is one func t i on in an array of such 
func t i ons . Consider a regular array of M rows 
and N columns tha t make up a mat r ix of neural 
f unc t i ons . The 1 t h r o w a n d the j c ^ column w i l l 
be the func t i on of I n t e r e s t . Since the func t ion 
w i l l be interconnected w i t h i t s neighbors, they 
cannot be considered separate ly . 

The St ructure 

The l o g i c a l s t ruc tu re of the l o g i c a l com
par ison neura l func t ion is shown in Figure 9. 
The ternary l o g i c a l comparator receives i t s 
s i gna l ( S i j ) from an input sensory l e v e l or 
from a preceedlng l o g i c a l element. This 

s igna l is a lso fed out to i t s nearest ne igh
bors in the ma t r i x , which, in t h i s case, are 
the four c losest orthogonal neighbors. The 
reference s igna l comes from a ternary weigher 
in ser ies w i t h the feedback loop from the ou t 
put of the l o g i c a l comparator and also rece iv 
ing the four input s ignals from the four near
est orthogonal neighbors in a symmetric manner. 

In opera t ion , the feedback loop w i l l only 
become ac t i ve when the four input s ignals from 
the nearest neighbors sums to ' 0 ' , ' + 1 ' , or 
' - 1 ' . Therefore, the ac t ion o f the l o c a l c i r 
c u i t becomes dominant only when i t s nearest 
neighbors are evenly d iv ided or i f '0* input 
s tates occur, r e s u l t i n g i n ' + 1 1 o r ' - 1 1 . Since 
the four inputs from neighbors are a l l equiv
a l e n t , only combinations and not permutations 
of input s tates are considered fo r the l o g i c a l 
ac t ion of t h i s f u n c t i o n . For a ternary func
t i o n of four inputs and one ou tput (excluding 
the feedback l oop ) , there are 4.4 x 103 8 

possib le l o g i c a l connect ives, and 81 input 
combinations. However, only a few of these 
are important and the remaining ones do not 
occur. F i r s t , consider fo r s i m p l i f i c a t i o n 
the reduct ion of the cond i t ion of the four 
inputs from nearest neighbors from 81 cases to 
13 cases of i n t e r e s t . This is shown in Figure 
10. The four s ignals are shown w i th var ious 
conf igura t ions of inputs fo r 12 cases. The 
a lgebraic sum of the inputs is shown and the 
cond i t ion of output is ind icated w i t h the 
l e t t e r ' L f i n d i c a t i n g a saturated cond i t i on . 
A saturated cond i t ion impl ies that the feed-
back mechanism w i l l have no e f f e c t on the 
output of the weighing c i r c u i t . As a r e s u l t , 
there are f i v e output s tates which are to be 
considered. These are the ' 0 ' , ' + 1 ' , ' - 1 ' , 
' - 1 L 1 , and ' - 1 L ' s ta tes . When the output of 
the weigher of these values is compared w i t h 
the input s i g n a l , there are f i f t e e e n sets of 
condi t ions as shown in Figure 11 . F i r s t , the 
output is considered w i th the feedback loop 
open and t h i s cond i t ion is shown in the t h i r d 
column. When feedback is appl ied as shown in 
the l a s t column, i t can be seen that t h i s 
feedback has no e f f ec t on the ' L ' (saturated) 
s ta tes . In region 1 fo r '0 ' s igna l i npu ts , 
the a l t e r n a t i n g s ta te '3' is the only unusual 
one. In reg ion '2 ' fo r p o s i t i v e i npu t , the 
a l t e r n a t i n g ha l f wave (+2) is the only un
usual output . In region '3 ' fo r negative 
i npu t , the a l t e rna t i ng negative s ta te (-2) is 
the only unusual one. 

For the case where we have a b inary i npu t , 
only regions ' '2' and '3* are of i n t e r e s t . 
That i s , we may ignore the ' 0 ' s i gna l input 
s t a t e . This is the case when we have a photo
c e l l represent ing a l i g h t or dark exposure 
as the two condi t ions of i npu t . Here, l i g h t 
is represented by ' + 1 ' and darkness rep re 
sented b y ' - l * • 

Real izable C i r c u i t r y 

C i r c u i t s have been b u i l t that perform 
t h i s f u n c t i o n . There are a v a r i e t y of methods 
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f o r implementing t h i s c i r c u i t , but one is 
shown here in Figure 12 to i l l u s t r a t e one 
reduc t ion to p rac t i ce using complementary 
t r a n s i s t o r s . A pho toce l l suppl ies an input 
s i g n a l . The inputs to the nearest ne igh
bors along w i t h the feedback from the ou t 
put are fed i n t o a complementing c i r c u i t w i t h 
clamped output l e v e l s . The complementing 
c i r c u i t cons is ts of two complementary sym
metry t r a n s i s t o r s operat ing in a swi tch ing 
mode. The input s igna l is e i the r a p o s i t i v e 
or negat ive l e v e l and is added, a l g e b r a i c a l l y , 
to the output of the complementing c i r c u i t 
at the output mode. The feedback loop, using 
s t a b i s t o r l i m i t i n g to overcome output noise 
f o r the '0 ' s t a t e , is a lso shown. 

The c i r c u i t could be produced by micro-
e lec t ron i c techniques w i th many of these 
c i r c u i t s on a s ing le substrate already con
nected in the proper array form. Other 
methods of implementation inc lude magnetics 
and c ryo t ron i c devices. 

Arrays of Functions 

As ind ica ted above, these funct ions are con
nected w i t h t h e i r nearest neighbors in an array 
of s i z e , M X N. There are a number of poss ib le 
in terconnect ions in the a r ray . The primary con
nec t ion is tha t of the nearest o r thog ina l ne igh
bors . 

The Primary In terconnect ion 

The primary in terconnect ion method is 
i l l u s t r a t e d in Figure 13 which shows how the 
array i s interconnected to i t s nearest ne igh
bors . The input s igna l fo r a p a r t i c u l a r e l e 
ment enters the 'S' input of the f unc t i on and 
is deployed to the weighing c i r c u i t of the 
four nearest neighbors as w e l l . Each of the 
four nearest neighbors is thus prov id ing 
s i gna l to the weighing c i r c u i t . The purpose 
then of t h i s array is to compare the input 
s i gna l of a f unc t i on w i th the input s igna ls 
of i t s nearest neighbors. This has been the 
primary func t i on studied although severa l 
others have been considered and t r i e d . 

A l t e rna te Interconnect ions 

There are a number of a l t e r n a t e con f i gu r 
a t ions fo r i n te rconnec t ion . Some of those 
which have been considered are : 

1. In terconnect ion to the nearest four 
d iagonal neighbors. 

2 . Connection to a l l o f i t s neighbors 
w i t h i n area w i t h weighing o f f u r t h e r 
d i s t a n t neighbors at lower va lues . 
The d i s t r i b u t i o n of weights might be 
Gaussian or some other d i s t r i b u t i o n . 

3. In terconnect ing the output of the 
neighbor func t ions to the input of the 
reference s i g n a l . 

Only the diagonal neighbors have been 
tested at t h i s time to any degree fo r these 
a l t e rna te con f i gu ra t i ons . 

Proper t ies of the Array 

The array of l o g i c a l neuron func t ions has 
proper t ies that are not apparent when the i n d i v i d u a l 
neuron is looked a t . The purpose of t h i s sec t ion 
is to look at the output c h a r a c t e r i s t i c s of the 
array fo r given types of inputs to attempt to 
understand the c h a r a c t e r i s t i c s of the array when 
pat terns are appl ied to i t . The method of presen
t a t i o n w i l l be to show an input pa t te rn in a mat r i x 
and ind ica te the output pa t te rn tha t may occur. 
Since the number of pat terns that can be appl ied 
is l a rge , only those which can eas i l y i l l u s t r a t e 
the c a p a b i l i t i e s of the array w i l l be shown here. 

I nva r ian t Ratios 

The output of the array consis ts of s igna ls 
from each element. Each may have f i v e s t a tes ; 
(+2) , (+1) , ( 0 ) , ( - 1 ) , and ( - 2 ) . When a pa t te rn 
is appl ied to the i n p u t , a c e r t a i n number of each 
type of output s ta te occurs ( i . e . , there may be 
3 members w i t h '+2' s t a t e s , 5 w i t h ' - 1 ' , e t c . ) 
The r a t i o s of these numbers w i t h one another form 
re l a t i onsh ips that are d i s t i n c t i v e fo r each type 
of p a t t e r n , and remain i nva r i an t as the pat terns 
are a l t e red by l i n e a r an, 90° r o t a t i o n a l t r a n s f o r 
mations, and f o r s ize and shading changes as w e l l . 
The number of '0' outputs are ignored as these are 
res t s t a t e s . This l a s t cond i t i on makes the output 
r a t i o s independent of mat r i x s ize as w e l l . 

Some r e l a t i v e l y i n v a r i a n t r a t i o s are shown in 
Figure 14. As pa t te rns become more complex, s imple, 
s ing le i n v a r i a n t r a t i o s do not always occur, but a 
set of r a t i o s does. For example, fo r t r i ang les 
there are s i x s i g n i f i c a n t r a t i o s , but these 
separate i soce les , r i g h t , and scalene t r i ang les 
from one another and a lso i nd i ca te d i f f e rence in 
shading. That i s , there is one r a t i o f o r a f i l l e d 
r i g h t t r i a n g l e , another f o r a p a r t i a l l y empty 
one, e t c . 

These r a t i o s may be considered on a t o t a l 
screen basis or in a l oca l i zed area. For l o c a l i z a 
t i o n , a second l e v e l of comparison funct ions can 
determine separat ion of m u l t i p l e pa t te rns . For 
example, a d iagonal (+2, -2) ind ica tes a corner, 
and a d iagonal ( + 1 , -1) i nd ica tes a diagonal l i n e . 

I t i s expected tha t ambigui t ies among d i f f e r e n t 
types of pa t te rns (espec ia l l y w i t h m u l t i p l e 
pa t te rns) w i l l occur. However, the a b i l i t y to 
separate pa t te rns i n t o classes wi thout ambiguity 
( i . e . , the classes are orthogonal sets) is not 
possessed by the human b ra in e i t h e r . 

Other Conf igurat ions 

There are a number of other con f igura t ions tha t 
can be t r i e d to determine i f pa t te rn invar iances 
also a r i s e and how they d i f f e r from the i n i t i a l ones 
repor ted . Two of these are the use of ternary i n 
puts where there is a gray s igna l designated by 0, 
and using diagonal neighbors as opposed to or thogonal 

- 1 2 1 -



neighbors to determine i f r o t a t i o n by 45° in t h i s 
case is i d e n t i c a l to the nearest neighbor case. 
The use of weighted neighbors ( i . e . , b r i n g i n g 
neighbors from the nearest po in ts w i t h one set of 
we ights , d iagonal neighbors w i t h a second s e t , 
f u r t h e r neighbors w i t h lesser we ights , poss ib ly 
a l l the way out to the par imeter f o r each pa t te rn ) 
is another p o s s i b i l i t y . This method impl ies a 
la rge ar ray of in terconnect ions which would prob
ably be determined to correspond w i t h some func
t i o n of d is tance from the neuron. These func t ions 
might be Gaussian, exponen t ia l , or simply d i s c r e t e 
step f unc t i ons . 

Of these, only an i n i t i a l look at d iagonal 
neighbors and the '0' input case have been t r i e d . 
The p re l im inary r e s u l t s are s t i l l i nconc lus ive and 
connot be repor ted here. 

The Method of U t i l i z a t i o n 

Rat io Detec t ion 

I t is shown tha t the app l ied pa t te rns cause 
c h a r a c t e r i s t i c ac t i on on the neura l array where 
output has i n v a r i a n t r a t i o s f o r d i f f e r e n t pa t t e rns . 
I t is then necessary to provide a detec tor scheme 
f o r determin ing the value of the r a t i o s . The 
f i r s t method considered is the s imp les t . I t uses 
a s i n g l e layer of photo-detectors w i t h a s i ng le 
layer of neurons. The output of the neura l func
t i ons are a l l connected together through an array 
of diodes and capac i tors to separate p o s i t i v e , 
nega t i ve , AC, and DC s igna ls from one another. 
This is i l l u s t r a t e d in Figure 15 and can be used 
f o r e i t h e r the nearest neighbor, d iagonal neighbor, 
or weighted neighbor case. Thus, there are four 
outputs prov ided; e i t h e r ' + 1 ' , ' - l ' , a l t e r n a t i n g 
minuses (-2) or a l t e r n a t i n g pluses (+2) . The '0' 
s ta tes are ignored. The ampl i tude of these s igna ls 
are compared in terms of r a t i e s to determine the 
p a t t e r n ou tpu t . This r a t i o detec tor has been used 
e f f e c t i v e l y and i t does represent the s implest 
case of p a t t e r n d e t e c t i o n . The method is simple 
but very power fu l . 

Successive Arrays 

The case fo r one layer of f u n c t i o n a l neurons 
feeding i n t o a successive layer may a lso be con
s ide red . This i s i l l u s t r a t e d in Figure 16 f o r 
N-Layer De tec t ion . The layers may be i d e n t i c a l or 
they may be d i f f e r e n t func t ions as r equ i r ed . The 
f i n a l de tec tor in t h i s system might be a r a t i o 
de tec to r or some other dev ice . 

P a r a l l e l Arrays 

The case f o r p a r a l l e l ar rays Is shown in 
Figure 17. Here, the input array is fed to 
m u l t i p l e ar rays of neura l f u n c t i o n s . For example, 
u n i t 1 might be the nearest neighbors, u n i t 2 the 
nearest or thogonal neighbors and u n i t 3 some 
other c o n f i g u r a t i o n . In t h i s manner, h igher 
degrees of r o t a t i o n and combinations of func t ions 
might be taken i n t o account. 

Log ica l Methods fo r Further Reduction 

The output of a neura l l o g i c a l comparator array 
might be d i r e c t l y fed to a second device fo r 
l o g i c a l reduc t ion based upon the output pa t t e rn 
d i r e c t l y . This l o g i c a l detec tor would be set up 
to take a smal l number of pa t te rns and pa t te rn 
assoc iat ions and f u r t h e r r e f i n e them f o r output 
i d e n t i f i c a t i o n s . The design of such a detector 
i s i n process. 

D i g i t a l S imulat ion 

A number of d i f f e r e n t f u n c t i o n a l l o g i c a l neuron 
have been constructed and t es ted . Their oper
a t i o n is as pred ic ted from the theory . However, 
as these are put together in a r rays , i t becomes 
expensive to b u i l d them unless no m o d i f i c a t i o n 
i s a n t i c i p a t e d . A t t h i s t ime in the p r o j e c t , the 
f i n a l con f igu ra t i ons fo r these neurons have not 
been completely determined. Therefore, i t has 
been des i rab le to f i n d a method where the system 
could be tested e m p i r i c a l l y , but changed eas i l y 
f o r exper imental purposes. A n a t u r a l answer to 
t h i s problem is the use of d i g i t a l s imu la t i on . 
Such s imu la t i on has been implemented and 
operated. 

Purpose 

The purpose of the s imu la t ion is to a l low the 
i n v e s t i g a t i o n of complete l o g i c a l arrays of func
t i o n a l neurons, operat ing in the ac tua l manner of 
the i n d i v i d u a l neurons. Thus, a s imu la t ion of 
c i r c u i t r y has been implemented, not a mathematical 
s imu la t i on . Pat terns can be app l ied to a mat r i x 
of sensors and l o g i c a l neurons in a simulated mode 
w i t h the outputs processed as though they had 
a c t u a l l y been implemented w i t h c i r c u i t r y . The 
f l e x i b i l i t y of the s imu la t ion al lows the process 
to be changed by simply r e w r i t i n g par ts of the 
program. 

Method of S imulat ion 

The technique of s imu la t ion uses the General 
Purpose System Simulator (GPSS/360) to s imulate 
the ac t i on of each neuron in the array as w e l l 
as the input detectors and the r a t i o output 
de tec to r . Input to the s imu la t ion is an XY matr ix 
of symbols which represent the p a t t e r n . I n i t i a l l y 
t h i s pa t t e rn has been inse r ted by punched cards. 
The type of pa t t e rn detected la a lso p r i n t e d out 
using a r a t i o detec tor type of ana l ys i s . 

Capab i l i t y of the Simulat ion 

The present s i m u l t i o n a l lows inpu t matr ices 
of up to 50 x 50 to be examined. However, in 
p r a c t i c e , smal ler s ize matr ices have been used 
because processing time is p r o p o r t i o n a l to the 
square of the s ize of a s ide of a m a t r i x . Pro
cessing t ime, i nc lud ing compi l ing t ime, of a 
9 x 9 mat r i x i s about 1.2 minutes. A t present , 
the s imu la t i on is capable of s imu la t i ng the 
or thogonal neighbors, d iagonal neighbors, and 
b inary and ternary i n p u t s . 
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An example of the p r i n t o u t of t h i s s imu la t ion 
is shown in Figure 18. 

An a d d i t i o n a l c a p a b i l i t y has j u s t been im
plemented f o r use in the s imu la t i on . This 
add i t i on al lows input pat terns to be drawn d i r e c t l y 
on a Cathode Ray Tube (CRT) w i t h a RAND Tablet f o r 
i n p u t . The pat te rns put in through t h i s d i r e c t 
access method are processed by the s imu la t ion 
program d i r e c t l y and the output arrays and 
detected pa t t e rn i d e n t i f i c a t i o n s are d isplayed 
d i r e c t l y on the CRT as w e l l as being p r i n ted out 
on the p r i n t e r . This present implementation uses 
an IBM 360/50 computer f o r processing w i th the 
average processing time fo r a pa t te rn in a 9 x 9 
mat r i x of about 30 seconds. This program is 
f a s t e r than the card input program since the p ro 
gram is not recompiled each time i t is used. 
This d i r e c t access method has only been recent ly 
developed and no s i g n i f i c a n t amounts of data have 
been acquired at t h i s w r i t i n g . 

About 50 pat terns have been t r i e d by the card 
input method inc lud ing many of those worked out 
o r i g i n a l l y by hand f o r comparison purposes. A l l 
of these t es t cases gave r e s u l t s as expected. 
Time delays f o r the var ious elements have been 
inc luded in the s imu la t ion w i t h a random v a r i a t i o n 
about a mean to account fo r the d i s s i m i l a r i t y of 
r e a l c i r c u i t s . Thus, m u l t i p l e arrays may be con
catenated w i t h one another w i t h a l l o f the a l t e r 
na t ing s ta tes ac t ing in a r e a l i s t i c manner. 

Summary and Conclusions 

A predetermined n e u r a l - l i k e f unc t i on which 
makes a ternary l o g i c a l comparison to i t s ne igh
bors in an array of s im i l a r func t ions e x h i b i t s 
the a b i l i t y to categor ize two-dimensional geo
met r ic pa t te rns by the d i s t i nc t i veness of t h e i r 
shape d i r e c t l y . This property f i l t e r is but one 
of a fam i l y of s im i l a r predetermined n e u r a l - l i k e 
func t ions which e x h i b i t Gesta l t r ecogn i t i on 
c h a r a c t e r i s t i c s . 

Ac tua l const ruc t ions of i n d i v i d u a l un i t s and 
d i g i t a l s imu la t ion of arrays of these un i t s have 
e m p i r i c a l l y supported the t h e o r e t i c a l foundat ion 
of t h i s work. The f ind ings at t h i s t ime are 
p re l im inary and are described here to inform the 
reader about the nature and scope of the work and 
the d i r e c t i o n in which f u r t he r work w i l l proceed. 

The author f ee l s that the demonstration of a 
n e u r a l - l i k e array w i t h G e s t a l t - l i k e p roper t ies 
f o r recogniz ing pa t te rns represents a step in 
demonstrating that the Gesta l t c a p a b i l i t y of 
the human being may be mechanist ic in nature and 
can eventua l ly be implemented by a r t i f i c i a l means. 
The u t i l i t y o f t h i s pa t te rn recogn i t i on system is 
obvious f o r two-dimensional p r o j e c t i o n s . The 
economics of such a device as compared to other 
methods of r ecogn i t i on look favo rab le . Thus, 
t h i s work not only ind ica tes the t h e o r e t i c a l 
p o s s i b i l i t y o f G e s t a l t - l i k e f unc t i ons , but i s 
expected to r e s u l t i n use fu l a p p l i c a t i o n s . 
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