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In this article, the authors develop hypotheses about
three key correlates of attitudes about discretionary
online behaviors and control over one’s own online infor-
mation: frequency of engaging in risky online behaviors,
experience of an online adverse event, and the disposi-
tion to be more or less trusting and cautious of others.
Through an analysis of survey results, they find that
online adverse events do not necessarily relate to greater
overallWeb discretion, but they do significantly associate
with users’ perceptions of Web information control. How-
ever, the frequencies with which individuals engage in
risky online activities and behaviors significantly asso-
ciate with both online discretion and information control.
In addition, general dispositions to trust and be cautious
are strongly related to prudent Internet behavior and atti-
tudes about managing personal online information. The
results of this study have clear consequences for our
understanding of behaviors and attitudes that might lead
to greater online social intelligence, or the ability to make
prudent decisions in the presence of Internet uncertain-
ties and risks. Implications for theory and practice are
discussed.

Introduction

Online interaction favors the brave because “In important
ways, using the Internet involves a leap of faith” (Bargh &
McKenna, 2004, p. 585). In the presence of uncertainty, a
convenient response is to recognize what one does not know
and categorically avoid risky online interactions and systems.
Alternatively, one can charge forward into uncertain inter-
actions, oblivious (or selectively inattentive) to prospective

Received December 1, 2009; revised February 23, 2010; accepted March 7,
2010

© 2010 ASIS&T • Published online in Wiley InterScience
(www.interscience.wiley.com). DOI: 10.1002/asi.21346

threats. However, the most venerable and rewarding long-
term strategy may be to act with discretion based on learned
experiences, including encounters with prior threats. If indi-
viduals wish to take advantage of potentially rewarding online
environments, the price is arguably learning to recognize risks
in the presence of uncertainty and adapt over time.

The earliest discussions of the Internet tended to fall on
one of two extremes, finding “utopians and doomsayers at
odds” (DiMaggio, Hargittai, Neuman, & Robinson, 2001,
p. 319). Early studies of online interaction highlighted the
limitless possibilities of large-scale interaction and com-
munication where geography no longer defined community
(Foster, 1996; Rheingold, 2000). The Internet was also pre-
sented as a great liberator, providing social inclusion for the
physically, materially, and socially disadvantaged (Turkle,
1995). Most of this early research also showed cautious opti-
mism, demonstrating that certain characteristics and social
categories could be manipulated and controlled online, poten-
tially freeing individuals of marginalization from stereo-
types and discrimination (Burkhalter, 1999; O’Brien, 1999).
In addition to interpersonal interactions, online financial
exchanges were portrayed as a brave new world for com-
merce (Burke, 2002; Wolfinbarger & Gilly, 2001), although
they ultimately failed to replace traditional retail shopping
and financial transactions (Grewal, Iyer, & Levy, 2004).

At the opposite extreme, the Internet has been described
as a virtual mine-field, rife with threats to security and pri-
vacy. The unregulated character of the Internet led some
to highlight the dangers of sexually explicit material, hate
speech, and personal indiscretion as ideological bogeymen
that were invading the terra firma of cyberspace (e.g., Sardar,
1995). These dangers “can be found in the space dubbed by
some on the moral right an ‘electronic Sodom’” (Valentine &
Holloway, 2001, p. 71). In addition to ethical concerns,
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even basic forms of financial transactions and interpersonal
interaction were described as potentially threatening. By the
late 1990s, approximately 80% of Internet users and online
consumers already indicated concern about online threats to
privacy (Oberndorf, 1998). Researchers and commentators
alike (e.g., Beatty, 1996; Caudill & Murphy, 2000) warned
that our activities on the Web could be tracked and mined for
the benefit of commercial, government, or other unknown,
nefarious parties.

As with all complex social and technical systems, the Inter-
net is poorly described by the views at the periphery. Online
systems can provide incredible possibilities and contribute to
interaction and close relationship formation under the pro-
tection of anonymity (Bargh & McKenna, 2004). However,
online interactions also involve significant risks that are not
always easy to recognize and control. How and when indi-
viduals perceive uncertainty and risk are arguably the central
problems for understanding online behavior. We address
these problems in this article by investigating the connec-
tion between behavioral, attitudinal, and dispositional factors
with discretionary online behaviors and attitudes about con-
trol over one’s own information. Drawing from current theory
and research, we develop several hypotheses and conduct sur-
vey analyses to investigate three key correlates of attitudes
about Web discretion and Web information control: (1) fre-
quency of engaging in risky online behaviors, (2) experience
of an online adverse event, and (3) the disposition to be more
or less trusting and cautious of others.

Mitigating and Managing Online Risk: Web
Discretion and Information Control

When individuals interact with Internet systems, they
develop implicit or explicit attitudes about the risks and
uncertainties in online environments. Over time, expecta-
tions develop about the reliability, credibility, and security
of online information systems. Colloquially, the varying lev-
els of risk and uncertainty inherent in these expectations are
often described as a problem of trust. However, what we
think of as trust in a human being is more appropriately
described as confidence in the context of an information sys-
tem (Cheshire & Cook, 2004; Nissenbaum, 2004). Unlike
interpersonal trust, in which uncertainty and risk stems from
the possibility of another individual’s betrayal (McLeod,
2008), Web sites and information systems cannot betray
because they lack the agency and consciousness to do so
(Friedman, Kahn, & Howe, 2000). Online systems can,
however, fail users’ expectations (i.e., they can be unreli-
able); present false, misleading, or incomplete information
(i.e. they can lack credibility); or fail to guard information and
services from potentially malicious others (i.e., they can be
insecure).

Designers, programmers, and practitioners are able to
influence the actions and behaviors of the online systems
they create and maintain. These individuals are ultimately
accountable for malfeasance, fraud, or deceit that occurs in
the context of the systems they manage or design (Fiore &

Cheshire, 2010). In this view, the online system can be a sur-
rogate for the decisions of its designers, and attitudes about
trust can influence our confidence in systems (Friedman et al.,
2000). As Bargh and McKenna (2004) argue, “to trust or
not to trust our interaction partners or Web site operators
is an important moderator of how we respond to the ‘limited
bandwidth’and relative lack of information over the Internet”
(p. 585).

Some researchers contend that humans can trust infor-
mation (Kelton, Fleischmann, & Wallace, 2008) based on
research that demonstrates how individuals behave towards
computers and information systems (e.g., Kiesler & Sproull,
1997). Indeed, users often self-report that they are dis-
trustful of new information and communication technolo-
gies, especially when these technologies intersect with
privacy issues (Cheung & Lee, 2006; Strickland & Hunt,
2004). For other researchers of risky online interactions
such as e-commerce transactions, conceptualizing relational
human-to-system trust is largely disregarded in favor of its
antecedent: perceived trustworthiness of the Web site or
service (Lee & Turban, 2001). Despite the intellectual differ-
ences in terminology, most agree that trust-like concepts such
as trustworthiness, credibility, and security are regarded as
primary facilitators of constructive experiences on the Inter-
net. For these reasons, “trust” and its related concepts should
be designed into online systems (Shneiderman, 2000).

A crucial similarity between the concepts of trust and con-
fidence is a shared focus on risk and uncertainty (Friedman
et al., 2000). Risk describes what is at stake in a given interac-
tion, whereas uncertainty captures one’s level of confidence
about a given outcome (Cook,Yamagishi, et al., 2005). Just as
individuals have different tolerances for uncertainty and risk
in interpersonal interactions, they also have varying accep-
tance of risk and uncertainty when interacting with online
systems. The willingness or reluctance to engage in risky or
uncertain situations is a critical part of understanding human
behavior. Those who shy away from risk and uncertainty may
fail to take advantage of opportunities to interact, entertain,
and profit from these experiences (cf. Yamagishi, 2001). On
the Internet, individuals who evade risky and uncertain sit-
uations may choose to interact in extremely circumscribed
online environments, rarely moving beyond trusted Internet
services and sites.

We investigate two distinct, but related ways that individ-
uals can mitigate and manage the risks that they encounter in
uncertain online environments. The first approach includes
intentionally limiting oneself to trusted Web sites and dili-
gently reading online information to alleviate potential
harms. These behaviors lessen exposure to Internet risks
through vigilance, demonstrating experience rather than care-
lessness or unconditional Internet avoidance. The second
method for managing online risk is taking control of one’s
own personal information on the Internet. We are interested
in individuals’ belief that they have the power and capacity
to manage their own information, rather than the objective
accuracy of their presumed ability. Together, discretionary
behaviors and perceptions of information control provide an
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inclusive view of individual agency and awareness in risky
and uncertain online environments.

A crucial aspect of our investigation of Internet behav-
iors, attitudes, and beliefs is the associational relationship
between these concepts. Beliefs and behaviors in online or
offline settings are intrinsically linked and often mutually
reinforced by one another. One’s belief about the dangers
of Internet interactions can influence online behaviors. Simi-
larly, behavioral choices and circumstances can affect beliefs
and attitudes about online interaction. For these reasons, we
acknowledge the reciprocal relationship between these con-
cepts in our theoretical and methodological discussions that
follow.

Web Discretion

We refer to individuals’ tendencies to (1) proactively avoid
risky or harmful online situations, and (2) judiciously read
information on Web sites as indicators of Web discretion.
Individuals who employ greater Web discretion are more
selective, carefully evaluating information and adjusting
behavior based on perceptions of risks and uncertainties on
the Internet. Such individuals are vigilant and meticulous
about assessing and responding to online threats and menda-
cious information. On the other hand, individuals with lower
Web discretion are less likely to discriminate between con-
tent and activities that engender varying levels of risk and
uncertainty. A lack of Web discretion denotes an inability or
reluctance to respond to changing contexts and selectively
protect oneself from harm or misinformation.

An important indicator of an individual’s perception of
online risk is the strategy she or he employs for dealing with
potential threats. In a survey analysis, Fox (2000) found that a
sizable percentage of respondents reported using tactics such
as providing fake personal information to deal with online
risks. More recent research by the Pew Research Center
echoes this finding, noting that 46% of teens who have pub-
lic online profiles intentionally provide false information for
protection or as a form of play (Ranie & Tancer, 2007). Those
who are less concerned about online dangers are unlikely
to take actions to protect themselves. Thus, it is logical to
assume that increasing levels of concern beget greater pro-
tective behaviors and precautions. However, this effect is not
necessarily supported by empirical research. Individuals who
perceive fairly high online risk still choose to participate in
risky transactions (Corbitt, Thanasankit, & Yi, 2003). Even
though a clear majority of Internet users report that they are
concerned about privacy issues, research shows that very few
people actually engage in behaviors to alleviate this anxiety
(Perez, 2009).

Perhaps the most fundamental way to reduce online risk
is to interact with Web sites that one already deems trust-
worthy. For example, trust in certain types of Web sites or
e-commerce transactions correlates with lower perceptions
of risk and uncertainty when purchasing products (Kim &
Han, 2009). Different features of Web sites can encourage
perceptions of trustworthiness, such as navigational structure

(Vance, Elie-Dit-Cosaque, & Straub, 2008), ease of use
(Gefen, Karahanna, & Straub, 2003), and use of other con-
tent and social cues (Fogg, 2003; Wang & Emurian, 2005).
Beyond the behavioral and self-reported determinants of Web
site trustworthiness and credibility, an equally important fac-
tor is whether an individual believes that he or she restricts
herself to established, trustworthy Web sites. Furthermore,
carefully reading online information from online sources,
trusted or not, is an important means of protecting oneself
from potential harm. Even cursory evaluations of Web site
policy and privacy notices are used as strategies by individ-
uals to manage the risks of disclosing personal information
(Milne & Culnan, 2004).

Web Information Control

Concerns about how personal information will be handled
on the Internet have grown alongside the explosive growth
of voluntary information sharing and online personal disclo-
sure. Attention to the dangers of online personal information
has in part been driven by a variety of high-profile scams
and other forms of malfeasance (e.g., Jones, 2008; Sterling,
2005). We refer to an individual’s perception that she has
control over her personal information on the Internet as Web
information control. Control over one’s own information is
synonymous with information privacy control: “the claim of
individuals, groups, or institutions to determine for them-
selves when, how, and to what extent information about them
is communicated to others” (Westin, 1967, p. 7).Although the
definition itself is uncomplicated, the reality of information
control and privacy is that these concepts are rarely consis-
tent, widely varying by culture, industry, and regulatory laws
(Malhotra, Kim, & Agarwal, 2004).

Control over one’s own information is a key element of
privacy in online financial transactions (Chen & Rea, 2004;
Malhotra et al., 2004) and other forms of Internet interaction
(Olivero & Lunt, 2004). Information technology changes so
quickly on the Internet that individuals often violate their
own privacy without realizing how their digital identifiers
(e.g., e-mail addresses, usernames, uniform resource loca-
tors [URLs]) are stored and used by others (Gross, 2009).
Phelps and his colleagues define privacy in terms of, “who
has access to personal data (i.e., disclosure), how personal
data are used (i.e., appropriation and false light), and what
volume of advertising and marketing offers arise from the use
of personal data” (Phelps, Nowak, & Ferrell, 2000, p. 29).
In their multidimensional analysis of Internet users’ infor-
mation privacy concerns, Malholtra et al. (2004) demonstrate
that the perception of control over one’s information is one of
three first-order factors of online privacy, along with beliefs
about the equitable exchange of information and aware-
ness of how personal information will be used by others.
In addition, Olivero and Hunt (2004) use qualitative inter-
views to find similar evidence of widespread concerns about
one’s ability to control their own information and the com-
plex Internet environments where personal information is
collected.
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The dramatic rise in the popularity of social networking
sites (SNSs) changed the scale of personal information made
available on the Web. The number of American adults who
use social networking sites such as MySpace, Facebook, or
LinkedIn exploded from 8% in 2005 to 46% in 2009 (Lenhart,
2009). Systems such as Facebook create value for users
by closely tracking individual behavior, and subsequently
advertising this information to others. In exchange for free
services, users share large amounts of potentially sensitive
information. Amazingly, individuals offer this information
willingly; even when the privacy and rules of ownership
are in constant flux (see Sullivan, 2009; Walters, 2009a,
2009b). Although some online systems allow users to deter-
mine which information about them is tracked or shared,
others do not. Furthermore, simply navigating to various Web
sites leaves trails of information behind (Gross, 2009), some-
times despite protective measures available in popular Web
browsers (Gomez, Pinnick, & Soltani, 2009).

The potential for user backlash and unintended conse-
quences of personal information sharing has grown alongside
technological advances in tracking (e.g., Read, 2006), forc-
ing leading online systems such as Facebook to backpedal
and provide users with greater control over their information
(Wortham, 2009). When entirely new systems are released
that appear to violate norms of personal disclosure, the furor
over privacy can largely overshadow the practical uses of the
technologies. For example, when Google introduced its Buzz
social networking platform in winter 2010, the company took
advantage of existing patterns of communication in its users’
e-mail and instant messaging contact lists. Because Buzz
made frequent contacts into shared information by default,
the chorus of disapproval from users and privacy advocates
forced Google into a protracted cycle of apologies and service
adjustments (Helft, 2010).

Theory and Hypotheses: Online Risky Behaviors,
Adverse Events, and Social Intelligence

Surfing the Web and communicating with others online
involve various levels of uncertainty and risk. Some behav-
iors are relatively benign, such as exchanging e-mail with
friends or reading news on popular, well-known Web sites.
Other online behaviors are rife with significant risks. When
individuals purchase items on the Web, pay to download
digital audio or video, or bid in online auctions, they put
tangible assets at risk. In addition, they may reveal sensi-
tive details such as personal contact information, credit card
data, or bank account numbers. The frequency with which
one engages in online financial transactions constitutes a
form of risk-taking with material resources. Many forms of
online financial transactions such as direct online purchases,
banking, and online auctions are fairly commonplace and
have some associated risk. However, we argue that engag-
ing in more frequent online financial transactions implies
an acceptance of monetary risk. Although many individu-
als intermittently engage in online financial transactions, a
higher frequency of these behaviors is indicative of both

familiarity and a level of comfort with using online tools
and systems to exchange money for goods and services.

At first glance, the propensity to take risks might seem like
a form of gullibility or naïveté. On the contrary, individuals
who frequently engage in risk-taking behaviors develop first-
hand experience and tend to make more prudent decisions
than those who typically avoid risky interactions (Yamagishi,
2001;Yamagishi, Kikuchi, & Kosugi, 1999).An equally valid
possibility is that individuals who proactively engage in dis-
cretionary online behaviors may feel comfortable frequently
participating in potentially risky financial behaviors. In both
cases, our prediction is the same: We expect higher frequency
of online financial transactions to positively associate with
judicious and prudent online behavior (Web discretion).

Hypothesis 1a: Ceteris paribus, higher frequency of online
financial transactions is positively associated with Web
discretion.

The experience that comes with greater risk-taking could
lead to greater learned pragmatism regarding one’s lack of
control over personal online information. However, the con-
verse could lead to the opposite prediction. Disregarding
other factors, the less control one perceives over her online
information, the less likely she is to purposely engage in an
increased number of potentially risky online financial trans-
actions. However, if we control for other key factors such
as one’s self-described information technology knowledge,
it follows that a low perception of Web information con-
trol would not necessarily be associated with a decrease in
financial transactions because the individual is cognizant of
the risks involved. Holding information technology knowl-
edge constant, we expect more frequent online financial
transactions to negatively associate with perceptions of Web
information control.

Hypothesis 1b: Ceteris paribus, higher frequency of online
financial transactions is negatively associated with percep-
tions of Web information control.

Although online financial transactions involve explicit
pecuniary risks, other online behaviors entail less specific
hazards. For example, individuals who produce and share
digital information on Web pages and blogs confront social
risks (e.g., critique and derision) as well as potential legal
ramifications (e.g., licensing rights and unlawful reproduc-
tion of material). Individuals who frequently engage in online
creative production are regularly exposed to various types
of risk, yet continue to create content and share it with
others. As we argue above, frequent participation in risky
and uncertain interactions can generate both experience and
knowledge about how to protect oneself online. The reverse
relationship is similar, as one who actively engages in greater
discretionary behaviors may feel more at ease with increased
production and sharing of digital information Though the
associated risks are different than those in online financial
transactions, we expect higher frequency of online creative
production and sharing activities to positively associate with
Web discretion behavior.
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Hypothesis 2a: Ceteris paribus, higher frequency of online
creative production and sharing is positively associated with
Web discretion.

Following the same logic above, we might assume that
those who regularly produce content on the Web are more
knowledgeable about the difficulties associated with control-
ling personal information online. However, there is a key
difference between financial risk-taking and online content
production: Individuals who frequently produce and share
information in Web pages and blogs are directly and indi-
rectly managing aspects of their own online information and
identity. Consequently, it follows that a greater incidence of
online creative production and sharing should be positively
associated with one’s perception of Web information control.

Hypothesis 2b: Ceteris paribus, higher frequency of online
creative production and sharing is positively associated with
perceptions of Web information control.

Negative experiences are an important part of learning
about risk and uncertainty in online or offline settings. Dam-
aging experiences from spam, phishing attacks, identity theft,
data loss, viruses, and malware can negatively affect one’s
online experience and engender a higher awareness of risk.
Adverse events can range from harmless and annoying affairs
to malicious experiences with potentially detrimental out-
comes (Preece, 2004). In part, these problems are our own
making because online safety depends on our capacity and
motivation to protect ourselves from harm (LaRose, Rifon,
Liu, & Lee, 2005). Simply being informed about the potential
risks of online interaction is important, but information alone
is not always enough to change behavior. Ultimately, threats
have the potential to discourage safe behavior unless we
know individuals’ level of perceived risk (LaRose, Rifon, &
Enbody, 2008).

A potentially important indicator of one’s heightened per-
ception of risk on the Internet is the experience of an online
adverse event. The occurrence of a negative experience makes
risks and uncertainties salient to individuals by forcing their
involvement. When personal involvement is low, individuals
tend to invoke heuristics such as, “relying on the credibility
of a web site rather than reading its privacy policy” (LaRose
et al., 2008, p. 74). On the other hand, direct involvement
brings potential risks to the forefront, leading to proactive
behaviors that could protect them from future troubles. In
fact, high perceptions of online threats have been shown
to strongly associate with safe online behaviors and prac-
tices (LaRose et al., 2008).1 We predict that the experience
of an online adverse event will positively associate with
Web discretion behaviors. Furthermore, the experience of an

1LaRose et al. (2008) find that high perceptions of risk correlate with safe
online behaviors; they also note that the opposite result is found in prior
research (e.g., Witte, 1992). The so-called ‘boomerang effect’ describes the
non-linear relationship between fear and prudent behavior. The consensus
between the various findings is that threats tend to discourage safe online
behavior unless we (1) know something about individual perceptions of risk
and, (2) adjust warning notifications to match these perceptions.

adverse event dissuades complacency and serves as a somber
reminder that online risks are real. Individuals who experi-
ence adverse events should have a greater appreciation for
the realities of online risks and uncertainties. The experi-
ence of an adverse event should be negatively associated with
perceptions of Web information control.

Hypothesis 3a: Ceteris paribus, experience of an online
adverse event is positively associated with Web discretion.

Hypothesis 3b: Ceteris paribus, experience of an online
adverse event is negatively associated with perceptions of
Web information control.

An individual’s ability to recognize risky situations with
others and to distinguish between trustworthy and untrust-
worthy individuals is a type of social intelligence (Yamagishi,
2001). Counteracting the popular notion that, “those who
tend to trust others without hard evidence are easy prey
to predators in the social jungle” (Yamagishi et al., 1999,
p. 149),Yamagishi (2001) illustrates that individuals who are
less cautious and more trusting of others develop a kind of
“street smarts” that improves their ability to identify poten-
tially risky and uncertain social interactions. The explanation
for this result is similar to the earlier logic related to the fre-
quency of risky online behaviors and discretionary actions:
those who are more trusting in general tend to engage in risky
and uncertain environments more often, gaining more experi-
ence and opening more opportunities for profitable outcomes
compared to less trusting individuals (Cook, Hardin, & Levi,
2005). Hence, generalized attitudes about trusting others in
a variety of contexts are likely to associate with attitudes and
behaviors in many offline or online interactions. If individu-
als with higher general trust are likely to gain experience in
risky and uncertain situations, it follows that they should be
more likely to engage in discretionary behaviors to protect
themselves from potential harm, compared to those with less
general trust.

Hypothesis 4a: Ceteris paribus, higher general trust is
positively associated with Web discretion.

Social intelligence should not be confused with gullibil-
ity (Yamagishi et al., 1999). With greater online experience
also comes an enhanced knowledge of the pitfalls and chal-
lenges of managing information about oneself on the Internet.
Individuals with greater social intelligence should possess
wisdom and experience to be pragmatic about the dangers of
social interactions, allowing them to discern the limitations
of their own capabilities in online situations. Hence, individu-
als with higher general trust should be more likely than those
with lower general trust to develop a sense of skepticism
about their ability to control their information on the Web,
leading to lower perceptions of Web information control.

Hypothesis 4b: Ceteris paribus, higher general trust is
negatively associated with perceptions of Web information
control.

Yamagishi (2001) argues that individuals with high trust
and low caution are more likely to engage in risky but
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potentially lucrative interactions. However, Yamagishi et al.
(1999) find that the most socially successful individuals
(e.g., those able to make beneficial and productive deals
with others) balance higher trust with a healthy measure of
caution. In a cross-national study, Yamagishi and Yamagishi
(1994) found a triangular shape between the two factors of
general trust and general caution. Those with low general
trust tend to be highly cautious, but the reverse is not neces-
sarily true. A sizable number of individuals (above 40% in
their sample) were highly trusting but also highly cautious.
Yamagishi et al. (1999) argue that these results, “suggest that
being prudent or cautious in dealing with others does not
necessarily imply that a person is distrustful of others in gen-
eral” (p. 148). It is this unique combination of high trust and
high caution that leads some individuals to engage in risky
and uncertain social interactions while maintaining a sense
of vigilance and discretion (Gordon, 2007; Markoczy, 2003;
Yamagishi et al., 1999). As Gordon (2007) argues, trust is the
basis for interpersonal interaction and, “balanced dispositions
to trust and vigilance should. . . most benefit the exchange
of information” (p. 46). Due to their heightened sense of
vigilance, we expect those with higher levels of general cau-
tion to indicate higher degrees of Web discretion. However,
increased vigilance should also stimulate skepticism and pru-
dence about one’s control over personal online information.
As with higher trust (Hypothesis 4b), we expect higher gen-
eral caution to negatively associate with Web information
control.

Hypothesis 5a: Ceteris paribus, higher general caution is
positively associated with Web discretion.

Hypothesis 5b: Ceteris paribus, higher general caution is
negatively associated with perceptions of Web information
control.

Methodology: Survey of Internet Behaviors,
Experiences, and Attitudes

Materials

To test our hypotheses, we created a Web-based survey
instrument that included questions in three primary areas:
sociodemographic characteristics, frequency of online activ-
ities, and attitudes/dispositions. The survey was built and
distributed online using LimeSurvey, a PHP-based open
source survey tool.2 This system provided us with compre-
hensive control of survey presentation, implementation, and
deployment. In addition, we were able to collect data while
ensuring anonymity and confidentiality. We first distributed
the survey to a pilot group (N = 70) to test the survey tool and
gather feedback. The pilot test led to several small changes to
question presentation, order, and wording. The final instru-
ment contained 88 questions and took approximately 15
minutes to complete.

2http://www.limesurvey.org/

Participants and Procedure

We recruited participants for the survey by posting adver-
tisements on the community volunteer request section of a
popular online classified listing service, Craigslist.org, in
Atlanta, Georgia and Chicago, Illinois. The community vol-
unteer section of Craigslist is a designated place to request
participation for surveys, clinical trials, nonprofit activities,
and other volunteer work. Our survey participation request
indicated that we were interested in learning more about Inter-
net use and attitudes, and that we would offer $5 gift cards
to a popular online retailer to the first 200 participants who
successfully completed the survey over the next 5 days. Our
solicitation did not guarantee payment for participation, and
was designed to both pique interest in the topic and to provide
the potential for a small financial gift.

As with many participation requests that offer potential
gift cards, our survey request was reposted to Web sites that
aggregate online survey and research opportunities drawn
from many sources, including Craigslist.org. Importantly,
all individuals who found our request for participation on
Craigslist.org or another site were directed to the same study
information page and consent form hosted on our research
Web site and server. Thus, our sample is most accurately
described as Internet users who are familiar with online
classified sites such as Craiglist.org, and are interested in
social research or the potential for a $5 gift card. The sur-
vey was active for 5 calendar days in July 2008. During this
period, 1545 individuals recorded unique entries in our sur-
vey database. Of these, 1213 participants fully completed the
survey (79% completion rate).

Data Cleaning and Integrity

Researchers have noted that all Internet-based surveys suf-
fer from limitations related to sampling and data integrity
(Birnbaum, 2004). Hence, we expected some responses from
individuals who rushed through the survey without reading
the questions simply to collect the gift card. To identify sus-
picious responses, we calculated the standard deviation of
each participant’s responses on each page of the survey.3 This
method allowed us to find respondents who were answering
questions with almost the same response every time. Given
the many different types of questions on each page (15–20
questions per page) it was extremely unlikely that any partic-
ipant could provide meaningful answers with little deviation
across many different types of questions. Furthermore, sev-
eral groups of questions included reverse-coded items, so a
respondent who answered consistently (e.g., all 1 s or 7 s)
would have contradicted herself several times. Forty-eight

3As one of our anonymous reviewers notes, another approach to checking
data integrity would be an analysis of completion time (assuming that faster
completion rates are correlated with poor data responses). Unfortunately, the
version of LimeSurvey that we used at the time of data collection did not
allow us to record reliable information about start and end times. However,
our ability to detect direct contradictions with reverse-coded questions is
arguably a very effective way to uncover and flag respondents who were not
reading the questions.
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TABLE 1. Descriptives for all variables in analyses (N = 971).

Variable M SD Min Max

Age 32.73 10.48 18 69
Education 3.64 1.23 1 6
Female 0.59 0.49 0 1
IT Knowledge 4.99 1.15 1 7
Financial transactions 2.18 0.98 1 5
Creative production 2.18 1.16 1 5
Adverse events 0.48 0.50 0 1
General trust 4.34 1.09 1 7
General caution 4.42 0.88 1 7
Web discretion 4.65 1.11 1 7
Web information control 3.78 1.52 1 7

Note. Education is reported on the following scale: 1 = Some High
School; 2 = High School Graduate; 3 = Some College; 4 = College Gradu-
ate; 5 = Some Postgraduate; 6 = Postgraduate.

participants (3.9%) had standard deviations of close to zero
for three or more groups of questions and were subsequently
flagged for review. After eliminating suspicious data and
respondents with 10% missing data or more, the final valid
N = 971. Means and standard deviations for all variables in
the valid sample are displayed in Table 1.

Dependent Variables

Web discretion. Our measure of Web discretion is
comprised of 7-point Likert-style agreement statements
(1 = Strongly Disagree, 2 = Disagree, 3 = Somewhat Dis-
agree, 4 = Neither Disagree or Agree, 5 = Somewhat Agree,
6 = Agree, 7 = Strongly Agree). The Web discretion measure
is designed to assess selective, vigilant behaviors that could
protect one from harm. We based these questions on related
items from the Trust and Privacy Surveys from the Pew
Internet & American Life project (www.pewinternet.org).

FIG. 1. Frequency distribution of Web discretion.

Our Web discretion measure was computed as the average
of two positively correlated questions about meticulous and
discerning behaviors regarding Web sites and information: “I
restrict myself to only Web sites that I trust,” and “I carefully
read the information I see on the Internet regardless of the
Web site it’s on” (r = 0.3, p < 0.001). Figure 1 displays the
distribution of Web discretion. The average level of Web dis-
cretion in the valid sample is 4.65 with at standard deviation
of 1.1.

Web information control. Web information control is the
perception that one has control over one’s own personal
information on the Web. We operationalize Web information
control using a direct attitudinal question (“I feel like I don’t
have control over information about me on the Internet”).
This item was based on a question from the 2000 Pew Trust
and Privacy survey which dealt with concerns over personal
information online. The original Pew question was a simple
yes/no response, whereas our version is an agreement state-
ment allowing for greater variation in response. Our question
used the same 7-point Likert-style agreement scale described
in the Web discretion items above. Because the Web infor-
mation control question is framed as a negative, we reverse
coded the responses so that higher values indicate higher per-
ception of Web information control. Figure 2 displays the
distribution of the responses. The average level of Web infor-
mation control is 3.78, though the standard deviation is rather
large, 1.52.

Independent Variables

Online activities. We used scales to measure how often
respondents engage in online financial transactions and
online content production. These questions were also based
on online behavior items from the Pew Internet & American
Life Project. However, we asked about frequency of the
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FIG. 2. Frequency distribution of Web information control.

behaviors per week using a 5-item ordinal scale (1 = Less
than once, 2 = 1–3 times, 3 = 4–6 times, 4 = 7–9 times,
5 = 10 + times) rather than dichotomous, yes–no responses
like the Pew study. Our scales were created by taking the aver-
age of respondents’ responses to several related items. The
online financial transaction scale included the frequency that
the respondent “pays to access or download digital content,”
“makes a purchase through a Web site,” and “participates in
an online auction” (Cronbach’s α = 0.77). The online con-
tent production and sharing scale included the frequency that
the respondent “shares something online,” “works on their
own Web page,” and “works on their own online journal or
blog” (Cronbach’s α = 0.83). The average activity levels in
the sample are on the low end of the scale, 2.18 for both finan-
cial transactions and creative production (e.g., 1–3 times per
week). Standard deviations for both scales are approximately
equal to 1.

Adverse events. The adverse event measure is a dichoto-
mous variable created from a single yes–no response ques-
tion: “Have you, personally, ever had a bad experience or
adverse event on the Internet? An adverse event is any unex-
pected bad experience in which you, your online accounts,
or your computer was attacked or violated in some way
that led to a negative consequence (e.g., virus attack, iden-
tity theft, password compromise).” As with our other online
activity and attitudinal questions, this item was based on sim-
ilar questions in the Pew Internet & American Life Project.
However, the wording of our question was expanded to give
both context and examples. As a consistency check, we also
collected open-response text about the nature of the adverse
event. The open responses were checked for uniformity with
the intended concept, and leaned heavily towards virus and
worm attacks and password problems on Web sites. In our

sample, almost half (48%) of respondents indicated that they
had experienced an online adverse event.

General trust and caution. We used Yamagishi’s Trust
and Caution scales (Yamagishi & Yamagishi, 1994), which
have been validated in many diverse studies and continue
to be used to measure general trust and caution within
and between societies (e.g., Cook, Yamagishi, et al., 2005;
Markoczy, 2003; Yamagishi, 2001). Following Yamagishi
(1999), we treat the trust and caution scales as indicators
of a type of social intelligence—the propensity to trust oth-
ers and be cautious in social interactions. Consistent with
prior research (e.g., Yamagishi & Yamagishi, 1994), the
trust and caution scales are negatively correlated (r = −0.15,
p < 0.001).

The trust scale is computed from the average of five
items: “Most people are basically honest,” “Most peo-
ple are basically good-natured and kind,” “If anything,
I trust others,” “Most people trust others,” and “Most peo-
ple are trustworthy.” Responses range from Strongly Dis-
agree to Strongly Agree on a 7-point agreement Likert scale
(1 = Strongly Disagree, 2 = Disagree, 3 = Somewhat Dis-
agree, 4 = Neither Disagree or Agree, 5 = Somewhat Agree,
6 = Agree, 7 = Strongly Agree). The general trust items are
highly related (Cronbach’s α = 0.85). The general caution
scale also has five items that are averaged into a single scale
(Cronbach’s α = 0.62). The items include “One can avoid
falling into trouble by assuming that all people have a vicious
streak,” “You cannot be too cautious in dealing with others,”
“We do not always have to guard ourselves against being
used by someone” (reverse coded), “If you are not careful
enough, people will take advantage of you,” and “It is safer
to believe that everyone has the capacity to be malicious.” The
average general trust and caution responses in the sample are
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near the center of each scale (4.34 and 4.42, respectively).
However, the standard deviation for general trust is slightly
higher (1.1) than for general caution (0.88).

Sociodemographic Measures and Information
Technology Knowledge

Sociodemographic characteristics. Respondents reported
their age, gender, and level of education. Age was
reported with a free-response text box and gender was a
dichotomous choice (male/female) that we recoded into a sin-
gle variable, female, where 1 = female and 0 = male. Educa-
tional level was registered on a 6-item ordinal scale where
higher values indicate higher levels of education (1 = Some
High School, 2 = High School Graduate, 3 = Some Col-
lege, 4 = College Graduate, 5 = Some Postgraduate, and
6 = Postgraduate Degree). As Table 1 shows, the average
age of our respondents is 33 years, they are 39% female,
and the average education level is between some college and
college graduate.

Information and technology (IT) knowledge. The IT knowl-
edge scale is designed to measure one’s overall level of
comfort and self-described knowledge about information
technology. This is a crucial control variable in our mod-
els because one’s self-reported knowledge and confidence
with using information technology and systems, “is bounded
by our understanding of the conditions under which the
technology functions” (Friedman et al., 2000, p. 35). We con-
structed a measure of IT knowledge from the average
of two items: “I fully understand most of the technol-
ogy I use on a daily basis,” and “I usually know enough
about the source of online information to decide whether
I trust it.” As with our other online behavior and atti-
tude items, these questions were based on similar items
about technology competence and familiarity from the Pew
Internet & American Life Project. Both of our questions
use the same 7-point Likert-style agreement statements
(1 = Strongly Disagree, 2 = Disagree, 3 = Somewhat Dis-
agree, 4 = Neither Disagree or Agree, 5 = Somewhat Agree,
6 = Agree, 7 = Strongly Agree). The two items are
highly correlated (r = 0.46, p < 0.001). The average self-
reported IT knowledge in our sample was fairly high
(4.99, SD = 1.15).

Results

To test our hypotheses we used ordered logistic regression
with maximum-likelihood method of estimation. Although
our two dependent variables have fairly normal distributions
(see Figures 1 and 2), the use of ordinal logistic regression
allows us to test associational relationships without assum-
ing that the distances between the levels of our Likert-style
responses are equivalent.4 Table 2 displays the principal

4For comparison, we also conducted ordinary least squares regression
analyses for all models. We find the same significant directional effects for
every relationship reported in this article.

TABLE 2. Bivariate relationships between variables in the analyses
(N = 971).

Web information
Web discretion control

Metric variables
Pairwise correlations
Age 0.17*** −0.09**
Education −0.05† −0.07*
IT Knowledge 0.36*** 0.02
Financial transactions 0.08** −0.02
Creative production 0.09** 0.05†
General trust 0.21*** −0.09**
General caution 0.20*** −0.11***

Dichotomous variables
Group means comparisons
Gender

Male 4.44 (0.05)*** 3.77 (0.07)
Female 4.78 (0.04) 3.82 (0.06)

Adverse event
No 4.66 (0.05) 3.85 (0.07)†
Yes 4.60 (0.05) 3.67 (0.07)

Note. Standard errors are in parentheses.
*p ≤ 0.05. **p ≤ 0.01. ***p ≤ 0.001. †p ≤ 0.1.

bivariate relationships between independent and dependent
variables in our analyses. Tables 3 and 4 present the ordered
log-odds coefficients (abbreviated as coef in text) for each
independent variable on Web discretion and Web informa-
tion control, respectively. The ordered logistic regression
results for each dependent factor are presented across four
nested models. Model 1 includes only the sociodemographic
items and the IT knowledge control variable. The next three
models add the key predictor variables in steps: risky online
behaviors (Model 2), adverse events (Model 3), and general
trust and caution (Model 4). We also include the overall
model fit and the change/improvement statistics between
each model.

Demographic and Control Variables

The sociodemographic and control variables all show
highly significant effects for Web discretion. Older and
less-educated respondents indicate higher degrees of Web
discretion. We also find positive, significant effects among
females and individuals with higher IT knowledge. These
effects are consistent across all four models. In fact, one of
the strongest effects in any model is the positive associa-
tion between IT knowledge and Web discretion (coef = 0.62,
p ≤ 0.001 in the first three models and 0.53, p ≤ 0.001 in the
fourth model).

The associations between sociodemographic controls and
IT knowledge are not quite as clear for Web information
control. Age shows a very slight negative effect on Web
information control (coef = −0.02, p ≤ 0.001). In addition,
education level has a small, negative association with Web
information control in the first three models, but given the
scale of the variables this is also a very small practical effect.
IT knowledge is not significant in the first three models for
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TABLE 3. Web discretion—nested ordinal logistic regression models (N = 971).

Model 1 Model 2 Model 3 Model 4

Age 0.02(0.01)*** 0.03(0.00)*** 0.03(0.01)*** 0.02(0.01)***
Education −0.10(0.05)** −0.12(0.05)** −0.12(0.05)** −0.13(0.05)**
Female 0.39(0.12)*** 0.43(0.12)*** 0.43(0.12)*** 0.40(0.12)***
IT Knowledge 0.62(0.05)*** 0.62(0.05)*** 0.62(0.05)*** 0.53(0.06)***
Financial transactions 0.19(0.07)** 0.19(0.07)** 0.17(0.07)**
Creative production 0.06(0.06) 0.06(0.06) 0.03(0.06)
Adverse events 0.01(0.11) −0.02(0.11)
General trust 0.29(0.06)***
General caution 0.40(0.07)***

Log likelihood −2040.84 −2033.06 −2033.03 −2009.64
Likelihood ratio χ2 172.08*** 187.63*** 187.64*** 234.47***
Pseudo R2 0.04 0.04 0.04 0.06
Model improvement χ2 167.73*** 15.56*** 0.01 46.22***

Note. Coefficients are ordered log-odds, with standard errors in parentheses.
*p ≤ 0.05. **p ≤ 0.01. ***p ≤ 0.001.

TABLE 4. Web information control—nested ordinal logistic regression models (N = 971).

Model 1 Model 2 Model 3 Model 4

Age −0.02(0.01)*** −0.02(0.01)** −0.02(0.01)** −0.01(0.01)*
Education −0.08(0.05)† −0.08(0.05)† −0.07(0.05)† −0.07(0.05)
Female 0.06(0.12) 0.02(0.12) 0.01(0.12) 0.05(0.12)
IT Knowledge 0.00(0.05) −0.00(0.05) −0.01(0.05) 0.10(0.06)†
Financial transactions −0.14(0.07)* −0.15(0.07)* −0.14(0.07)*
Creative production 0.13(0.06)* 0.14(0.06)* 0.18(0.06)**
Adverse events −0.22(0.11)* −0.19(0.12)†
General trust −0.25(0.06)***
General caution −0.35(0.07)***
Log likelihood −1736.33 −1733.63 −1731.73 −1714.42
Likelihood ratio χ2 15.39** 20.79** 24.60*** 59.21***
Pseudo R2 0.00 0.01 0.01 0.02
Model improvement χ2 15.41** 5.38† 3.81* 34.38***

Note. Coefficients are ordered log-odds, with standard errors in parentheses.
*p ≤ 0.05. **p ≤ 0.01. ***p ≤ 0.001. †p ≤ 0.1.

Web information control, but it does show a positive, bor-
derline significant effect in the fourth model (coef = 0.1,
p ≤ 0.1). Thus, once we control for the effects of general
trust and caution, greater IT knowledge is associated with
higher perceptions of Web information control. In sum, there
are clear sociodemographic and IT knowledge associations
with Web discretion, but few with Web information control.

Risky Behaviors

Our first set of hypotheses predicts that the frequency of
online financial transactions will be positively associated with
Web discretion and negatively associated with Web informa-
tion control, respectively. Model 2 in Tables 3 and 4 show that
frequency of financial transactions is positively associated
with Web discretion (coef = 0.19, p ≤ 0.01), and negatively
associated with Web information control (coef = −0.14,
p ≤ 0.05). The significant effects for financial transactions
are sustained in the subsequent models for each analysis.
Hypotheses 1a and 1b are supported.

Hypotheses 2a and 2b predict positive associations
between frequency of online creative production and the
two dependent variables. There is no significant relationship
between frequency of creative production and Web discre-
tion in any of the models. However, frequency of creative
production has a clear, positive association with Web infor-
mation control in Model 2 (coef = 0.13, p ≤ 0.05), which
persists across all models. Hypothesis 2a is not supported
and Hypothesis 2b is supported.

Adverse Events

We argue that the experience of an online adverse event
can stimulate a heightened perception of danger and peril
on the Internet. We expect those who have had at least
one online adverse event to display higher levels of Web
discretion and lower levels of Web information control. Sur-
prisingly, adverse events have no significant effect on Web
discretion. On the other hand, Model 3 (Table 4) shows that
the experience of an adverse event does have a significant,
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negative association with perceptions of Web information
control (coef = −0.22, p ≤ 0.05). The coefficient indicates
a considerable practical effect, but drops to borderline statis-
tical significance in Model 4 when we control for general trust
and caution. Hypothesis 3a is not supported and Hypothesis
3b is supported.

General Trust and Caution

As indicators of a type of social intelligence, we predict
that general trust and caution will be positively associated
with Web discretion and negatively associated with percep-
tions of Web information control. Model 4 in Tables 3 and 4
reveals that general trust is positively associated with Web
discretion (coef = 0.29, p ≤ 0.001) and negatively associ-
ated with Web information control (β = −0.25, p ≤ 0.001).
General caution displays the same pattern with Web discre-
tion (coef = 0.40 p ≤ 0.001) and Web information control
(coef = −0.35, p ≤ 0.001). Although our purpose is to test
specific independent associations on Web discretion and Web
information control rather than to construct the highest pos-
sible model fit, it is worth noting that the fourth model in
each set of nested regressions significantly improves overall
fit. Hypotheses 4a, 4b, 5a, and 5b are all supported.

Discussion

The aphorism “The better part of valour is discretion” is
often attributed to William Shakespeare’s Falstaff in Henry
IV (Shakespeare, 1597). This phrase is used to justify actions
ranging from cowardice, such as Falstaff’s rationalization of
his own inaction, to situational selectivity in real-world mili-
tary engagements (Collins, 2001). However, the original 4th
century Greek translation simply states, “bravery consists in
foresight” (Speake, 2003). It is with some irony, then, that
this classic maxim effectively encapsulates the contemporary
human dilemma in online environments. Taking advantage of
potentially rewarding online environments requires proactive
behavior—we must learn how to recognize online risks and
act to protect ourselves in the presence of uncertainty.

The objective of this study was to investigate the associ-
ations between self-reported online behaviors, experiences,
and dispositions and two key outcomes: Web discretion
behaviors and perceptions of control over one’s own online
information. Of our 10 hypotheses, eight received support.
Our first set of arguments deal with the association between
frequency of risky online activities such as financial trans-
actions and online creative production with Web discretion
and information control. More than almost any other behav-
ior, online financial transactions involve the potential for
clear, tangible loss.Actively engaging with this risk, however,
appears to coincide with the development of discretionary
behaviors. Managing money online or participating in auc-
tions provides first-hand experience with a broad array of
agreeable and unscrupulous practices. Familiarity with the
entire range of behaviors helps individuals to recognize
the differences between more or less risky and uncertain

exchanges. In fact, individuals who recognize online risks
still choose to participate in e-commerce transactions (Corbitt
et al., 2003). Our results suggest that the resolve of online con-
sumers to continue engaging in risky financial transactions is
not likely due to naïveté. Instead, we find that frequent online
transaction activities are associated with online prudence and
discretion.

The second risky online behavior we examine in our
study is online content creation and sharing. Unlike financial
transactions, sharing and producing digital content involve
less-specific risks, ranging from personal (e.g., derogatory
comments on a blog) to legal (e.g., copyright infringement
from remixing and sharing licensed digital content). We do
not find any association between online content production
and Web discretion behaviors in any of our models. This indi-
cates that the wide variety of potential risks in online content
creation and sharing do not translate into more or less pru-
dent Internet practices such visiting only trusted Web sites or
carefully reading information online. On the other hand, the
significant, positive relationship between online creative pro-
duction and Web information control suggests that actively
producing and sharing content can be a source of individual
empowerment. In many ways this was the early promise of
Web 2.0 services and technologies: to turn passive consumers
into active producers of information and media, and in doing
so, allowing them to assume ownership and control over Inter-
net information (Jenkins, 2008). Of course, it remains to be
seen whether self-reported information control translates to
actual ability or if it is only a perceived illusion. Regardless,
those who frequently create and share online content are at
the center of the movement to publicly engage the means of
information production.

A surprising finding in our study is the limited effect of
experiencing an online adverse event. A single unpleasant
online experience has the potential to heighten vigilance and
awareness by realizing risks and dangers. However, we found
that the experience of an adverse event was not significantly
associated with Web discretion, though it does show a strong
association with Web information control. In light of cur-
rent research on experiences of online risks and behavior,
the relative inconsequentiality of an adverse event for Web
discretion may not be that unexpected after all. For exam-
ple, frequency of virus-related incidents does not translate
to more protective behaviors such as the use of antivirus
software (Bagchi & Udo, 2003). Furthermore, Brown and
Muchira (2004) find that individuals who experience unau-
thorized use of their personal data for secondary purposes do
not significantly change their online purchasing behaviors.
However, one factor that does appear to directly affect future
behavior is the immediate invasion of privacy through direct
marketing techniques (Brown & Muchira, 2004).5 Thus, it is
very likely that our single measure of adverse online events

5Incidentally, the results of Brown and Muchira’s (2004) study lead to an
important, yet woefully unrealized implication: “Spam e-mail is unlikely to
be very effective” (p. 68).
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was not granular enough to detect differences that likely
exist between different types of negative events. Our free-
response questions captured some of this information, but
many respondents skipped these open questions or provided
very limited contextual information beyond vague descrip-
tors such as, “Adware attack,” “Ebay being ripped off [sic],”
or “Fraud.” It is clear that a more nuanced investigation of
online adverse events is essential to future studies of Internet
experiences, attitudes, and behaviors.

Higher general trust and caution were both strongly asso-
ciated with increased Web discretion. Web discretion cap-
tures an individual’s attempts to be prudent and cautious in
their navigation of Web sites and online information more
broadly. Thus, our results clearly supportYamagishi’s (2001;
Yamagishi et al., 1999) assertion that more trusting individu-
als are not necessarily naïve, gullible or inexperienced. In fact,
these individuals may be the precise opposite—more experi-
enced but also more prudent as a function of their familiarity
with different sources of uncertainty and risk. Our findings
are consistent with related research that shows that trust and
caution are independent dimensions of a similar concept. The
distinctive pattern of higher trust and higher caution indicates
a propensity to engage in risky and uncertain social interac-
tions while sustaining forethought and discretion (Gordon,
2007; Markoczy, 2003; Yamagishi et al., 1999). Although
prior work on general trust and caution primarily focuses
on offline networks and environments, our research demon-
strates the associations between general trust, caution, and
prudent behaviors equally apply to the online world.

We found strong negative relationships between general
trust, general caution, and Web information control. Initially,
our argument and findings might seem contrary to both con-
ventional wisdom and earlier research on trusting beliefs
and perceptions of online risk. Malhotra et al. (2004) argue
that the more an individual trusts an online service (such as
a firm), the less likely he or she is to anticipate risks associ-
ated with providing personal information to that organization.
However, the crucial difference between this earlier work
and our finding is that we are not measuring trust in specific
organizations. Rather, general trust and caution in our study
capture broad dispositions to trust or to be cautious across a
range of situations. For this reason, generalized trust is more
closely aligned with optimism and risk acceptance rather than
direct, relational trust (Hardin, 2002). Malhotra et al.’s (2004)
findings show that specific trust in an organization makes one
vulnerable to potential risk. In contrast, our findings demon-
strate that individuals with higher general trust and caution
tend to perceive less control over their online information as
a function of greater acceptance of risk coupled with a sense
of prudence.

In addition to our primary hypotheses, our results also
present several noteworthy associations between the con-
trol factors and our two dependent variables. Chief among
these effects is the role of IT knowledge. Individuals who
self-reported as more knowledgeable about IT were more
likely to indicate higher levels of Web discretion. Thus,
our results support Friedman et al.’s (2000) argument that

building competence and an understanding of Internet risks
is connected to individuals’ degree of knowledge about the
underlying technologies and systems. However, greater self-
reported IT knowledge was only significantly associated with
Web information control once we accounted for the effects
of general trust and caution (social intelligence). The posi-
tive association between IT knowledge and Web discretion
complements earlier predictions that those with higher levels
of Internet and technology proficiencies tend to be attuned
to issues of online privacy and security (Hoffman, Novak, &
Peralta, 1999). Those with more IT knowledge may indeed
have negative perceptions of privacy. Our findings demon-
strate that, net of other factors, these individuals are also
more likely to believe that they can do something about these
concerns.

Finally, we find that gender is strongly associated with
Web discretion: women in our sample express significantly
higher Web discretion compared to men. However, we did
not find a significant association between gender and Web
information control. Prior research finds that women tend
to perceive a higher level of risk online compared to men,
but that personal recommendations lead to greater reduc-
tions in perceptions of risk compared to men (Garbarino &
Strahilevitz, 2004). In addition, women in the Garbarino and
Strahilevitz (2004) study were more willing to act selectively
when they were provided with information from which to
base their choices. Our results reaffirm this finding, though
in a slightly different situation. The significant association
between being female and higher Web discretion suggests a
broader tendency among women to manage online risks and
uncertainties through selective behavior.

Limitations

There are several important limitations of this research. In
addition to the nonspecificity of our adverse events measure
described above, many of our independent and dependent
variables are based on a restricted set of attitudinal agree-
ment statements. Even though our measures are based on the
growing set of behavioral and attitudinal questions used in
large projects such as the Pew & Internet Life study, there is
ample room for improvement in terms of creating valid and
reliable measures of Web discretion and Web information
control.

Our use of online classified advertising space to recruit
active Internet users presents a double-edged sword for our
research. The advantage of this recruitment effort is that we
want to recruit individuals who actively use the Internet and
have at least some basic level of familiarity with the Web.
This is certainly not a trivial issue. Although recent data
shows that nearly 75% of Americans 18 or older are using
the Internet (Lenhart, Purcell, Smith, & Zickuhr, 2010), the
most recent available data also suggests that Internet use
and broadband penetration are inconsistent across the United
States (Spooner, 2003). A disadvantage of sampling from
online classified boards (such as Craiglist.org) is the inabil-
ity to get a truly random sample within the larger sampling
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frame of active Internet users. In addition, our recruitment
of participants from online classified spaces could mean that
we are disproportionally more likely to find individuals who
are low on Web discretion. Fortunately, the normal distribu-
tion of Web discretion in our sample (Figure 1) provides a
good indication that we successfully obtained a varied sam-
ple, despite our recruitment limitations. Although our results
may not generalize to all Internet users, they do provide
compelling evidence that online discretion and information
control are important concepts that warrant further investi-
gation with larger and more diverse samples. In many ways,
the strongest effects in our study are all the more remarkable
given the limits of online recruitment and sampling.

Finally, it is important to restate that although our statis-
tical methods and the terminology of these methods might
seem to imply causal relationships, our arguments and
hypotheses are strictly associational. Of course, this is a limi-
tation of all cross-sectional surveys of attitudes and behaviors.
There is no way to accurately establish time order and we do
not make any causal claims in this research. Furthermore,
statistical methods such as regression help establish associ-
ations, but not directional causality (despite the sometimes
deceptive terminology of independent and dependent fac-
tors). As we have previously argued, there is almost certainly
a reciprocal relationship between discretionary behaviors and
risky behaviors. Individuals learn to act with discretion based
on prior experience, and future decisions are influenced by
discretionary behaviors. The same logic applies to attitudes
about Web information control. The critical point is that
causal relationships are best examined through longitudinal
surveys and controlled laboratory experiments. The research
reported here is the necessary first step, and the strong asso-
ciations in this research implore us to further investigate
the antecedents and impediments to online discretion and
information control.

Implications and Conclusion

Our findings have a variety of implications for both theory
and practice. First, our research demonstrates that the fre-
quencies with which individuals engage in risky online
activities and behaviors are essential to our understanding
of online discretion and information control. Online finan-
cial transactions are very common as a general category of
behavior—but those who frequently engage in such activities
also tend to have a greater sense of Internet discretion than
those who are less inclined to use the Internet for financial
exchange.

The ubiquity of content production and participatory
media sharing raises significant issues regarding the democ-
ratization of knowledge and what it means to be an amateur
or an expert (Rooney, McKenna, & Breit, 2008). As the
line blurs between recreational participation and professional
content producer, our findings suggest that developers of
online systems could do well to embrace and empower those
who write product reviews, edit content, and engage in other
forms of participation. Our findings imply that online creative

production activities such as blogging, editing Wikipedia,
or posting home-made videos to YouTube are empowering
to one’s sense of Web information control. Those who fre-
quently create and share online content believe that they have
a greater sense of jurisdiction over their own online infor-
mation, independent of the effects of greater IT knowledge,
adverse events, general trust, and caution. Above and beyond
the benefits to skill-building and social interaction, creative
production and sharing on the Internet allows individuals
to participate in their own online identity development and
maintenance.

Negative online experiences do not appear to be strongly
associated with the propensity to engage in online prudent
behaviors. Furthermore, adverse events are not especially
damaging to individuals perception of Web information
control—the effect is clear, but it is largely overshadowed
by other attitudes such as general trust and caution. The pop-
ular wisdom is often that a single bad experience can sour all
online interactions, potentially driving an affected individual
away from new technologies and services entirely. However,
our results reveal that one’s experience of an adverse online
event (as a broad category) is less important for online discre-
tion than other behaviors and predispositions. So, the notion
that a single bad experience is enough to drive away users
for good may be unfounded. Although the long-term effects
of adverse events remains unknown, our results suggest
that designers and practitioners of online services do not
have to worry so much about the behavioral consequences
of a few negative experiences. Frequency of engaging in
risky online behaviors and predispositions to engage in risky
and uncertain situations are far more important issues for
understanding online prudence and beliefs about personal
information control.

As a function of general dispositions to trust and be
cautious, social intelligence is critical to prudent Internet
behavior. Together, Web discretion and Web information con-
trol might be the backbone of a different type of “online
social intelligence.” Just as individuals who are more trust-
ing and prudent are well equipped to handle various offline
social interactions, those who are broadly cognizant of risks
and uncertainties are also among the best equipped to handle
risky online interactions. As one might presume, those who
are less cautious in general also tend to report lower Web
discretion. However, controlling for other factors, those who
are less trusting in general are actually less vigilant in their
self-reported online behavior. This result might be counterin-
tuitive to designers and practitioners who implicitly assume
that those who trust others less are, by definition, more pru-
dent. According to Yamagishi and his colleagues’ (1999,
2001) arguments, and further supported by this research,
trust and caution are two independent dimensions of a larger
construct.

Some might be tempted to infer that a strategy for encour-
aging and maintaining positive behaviors, attitudes, and
online competencies is to instruct Internet users about the
benefits of Web discretion. However, our research indicates
that we should be targeting the least trusting individuals to
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raise awareness and encourage diligent Internet behaviors.
The unfortunate paradox is that a key aspect of Web dis-
cretion is one’s tendency to carefully read information that is
presented on the Internet. Less trusting and less cautious indi-
viduals are also less likely to be reading about “best practices”
and “frequently asked questions” in the first place. Thus, our
final implication is that online systems require creative solu-
tions that can access those who are essentially not looking
for assistance. Specifically, we cannot expect all individuals
to seek out information about how to help themselves from
potential online dangers. Instead, we believe that a reason-
able alternative is to use behavioral targeting to reach those
who are likely to have—or actively demonstrate—lower Web
discretion. In much the same way that search companies
such as Google, Microsoft, andYahoo! target advertisements
based on prior behavior and content consumption, helpful
information about prudent online behavior could be aimed
at users based on behavioral patterns of information shar-
ing and Web activities. Of course, there is often a fine line
between behavioral targeting and privacy. The key is pro-
viding useful information to the user, rather than collecting
and sharing information about the user. Assuming that pri-
vacy and security can be maintained in a transparent manner,
behavioral targeting could be an extremely effective way to
directly reach those who could be putting their personal infor-
mation and identity at risk. Ultimately, helping individuals
learn to discriminate in their online interactions can better
prepare them to deal with uncertainty on the Internet, and
potentially minimize the harmful effects of negative online
experiences when and if they occur.
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