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Abstract—This paper introduces an extension to the Estonian
Internet voting scheme allowing the voters to check the cast-as-
intended and recorded-as-cast properties of their vote by using
a mobile device. The scheme was used during the 2013 Estonian
local municipal elections and the 2014 European Parliament
elections. 3.43% and 4.04% of all Internet votes were verified,
respectively. We will present the details of the protocol, discuss
the security thereof and the results of implementation.
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I. INTRODUCTION

The first legally binding elections allowing votes to be
cast over the Internet took place in 2000 at the University
of Osnabrück, Germany [1], and in Arizona, USA [2]. Just
five years later, Internet voting was used in the Estonian
countrywide local municipal elections [20]. Since then, legally
binding Internet voting has been applied by various other
countries and organizations, e.g. the Austrian Federation of
Students [18], Switzerland [4], Netherlands [15], Norway [27],
etc.

Several of the abovementioned implementations have en-
countered some security issues. For example, as a response to
Arizona pilot, it was recommended to delay Internet voting
until suitable criteria for security are put in place [24]. The
Austrian Student Federation election of 2009 was subject
to a DDoS attack [10]. Both the 2011 and 2013 attempts
to introduce e-voting in Norway suffered from software and
physical implementation errors [27], [8]. The 2011 Estonian
elections were subject to several attacks including a proof-of-
concept vote manipulation malware and politically motivated
attempts to revoke the results of the whole electronic vote [13].

Electronic voting can be considered inherently more danger-
ous compared to conventional paper-based voting, as the lack
of physical evidence creates the need to trust the electronic
voting device. A buggy or malicious voting device could
tamper with the electronic ballot without anybody being able
to detect the manipulation. If the voting device and the digital
ballot box communicate over the Internet, they are exposed
to geographically unbound, highly scalable attacks from the
network. A security analysis for an Internet voting system
provided by SERVE (Secure Electronic Registration and Vot-
ing Experiment) suggested that Internet voting should not
be attempted, unless some unforeseen security breakthrough
appears [16].

Verifiable voting protocols attempt to improve the situation
by providing participants with the ability to check whether

certain properties hold on, e.g. the electronic tally. If the
protocol gives voters the means to check the properties of their
individual ballots, we can refer to an individually verifiable
voting protocol. For example, it might be possible for the voter
to check whether the electronic ballot cast over the Internet was
correctly accepted by the digital ballot box. There are several
protocols that provide some kind of verifiability to Internet
voting [26], [5], [17], [11].

In this paper, we present an individually verifiable protocol
that was used in the 2013 Estonian local municipal elections
and the 2014 European Parliament elections. The paper is
organized as follows. Section II describes the basic Estonian
Internet voting scheme and explains the need for verifiability,
and Section III defines the exact objective for the verifiability
extension proposed in Section IV. Section V discusses the
provided security guarantees together with the residual risk
vectors, and Section VI gives practical implementation results.
Finally, Section VII draws some conclusions and sets out the
direction of future work.

II. ESTONIAN INTERNET VOTING IN 2005–2014

The Estonian Internet voting scheme was developed in the
early 2000s and is described in detail in [13]. It has been used
at seven elections during 2005–2014 and the basic protocol
has remained essentially unchanged.

On the conceptual level, the scheme is very simple and
mimics double envelope postal voting. The central voting
system generates an RSA key pair and publishes the public
part spub. The voter v authenticates herself for the voting
server using her ID card or mobile ID (standard identifica-
tion mechanisms widely used in Estonia), and receives the
candidate list. She then makes her choice cv (which is just a
candidate number in case of Estonian elections) and encrypts
it with the server’s public key. For encryption, RSA-OAEP is
used and a random seed r is generated for the cryptosystem.
Hence the anonymous ballot (”inner envelope”) is computed
as banon = Encspub

(cv, r). The effect of the ”outer envelope”
is achieved by signing the ballot using the voter’s ID card, and
the resulting complete ballot b = Sigv(banon) is sent to the
voting server (see also Figure 1).

The scheme uses re-voting as an anti-coercion measure. The
voter can cast a vote over Internet several times, but only the
last vote will be included in the tally. This way, if a voter feels
coerced, she can re-vote later. The voter can also vote on paper
to cancel her electronic vote. It is assumed that uncertainty in
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1. Authentication

2. Candidate list
3. Sigv(Encspub

(cv, r))

Fig. 1. The basic Estonian Internet voting protocol

the outcome of the coercion attempt makes such attempts an
inefficient attack vector.

Electronic ballots are kept in the signed and encrypted form
until the voting period is over. The signatures are then dropped
and anonymous ballots are tallied; for that, they are decrypted
with the server’s private key stored in a hardware security
module.

While it is rather straightforward, the system has several
weaknesses, some of which were exploited during the 2011
parliamentary elections. The most severe and widely published
attack was proposed by a student who made use of the fact
that in its original form, the voting system gave no reliable
feedback concerning whether or how the vote was actually
received by the server. The student developed several versions
of malware capable of blocking or even changing the vote. Due
to the simple nature of the basic protocol, such manipulations
would remain unnoticed by the voter [13].

After the 2011 elections, these issues were addressed in
the OSCE/ODIHR report [22]. Among other suggestions, the
report states:

The OSCE/ODIHR recommends that the NEC forms
an inclusive working group to consider the use of
a verifiable Internet voting scheme or an equally
reliable mechanism for the voter to check whether or
not his/her vote was changed by malicious software.

The current paper can be seen as a direct consequence of this
suggestion, presenting a scheme that allows the users to verify
the correctness of their votes. The scheme was implemented
and used as a pilot during the 2013 Estonian local municipal
elections and the 2014 European Parliament elections.

However, adding vote verifiability to the system may have
unexpected side effects which can violate other requirements
of the election. For example, the Council of Europe has pub-
lished its recommendations on legal, operational and technical
standards for e-voting [3]. Recommendation number 51 reads:

A remote e-voting system shall not enable the voter
to be in possession of a proof of the content of the
vote cast.

It can be argued that any sufficiently strong form of vote
verification may be used as a proof of the content, and
hence facilitate vote selling or coercion, for example [7]. In
the current paper we assume the hypothesis that the truth
lies somewhere in between and try to propose one possible
trade-off between verifiability and coercion-resistance. See
Sections V-B and V-C for a more detailed discussion.

III. TYPES OF VERIFIABILITY

There is no generally accepted definition of the verifiabil-
ity of electronic voting. Various authors define it differently

depending on the needs and capabilities of the community
setting up the elections. We refer to [19] for a good overview
and comparison of the proposed approaches. In this paper, we
will rely on the definition given by Popoveniuc et al. [23].
They define end-to-end verifiability through the performance
requirements set for the voting system. An end-to-end verifi-
able voting system will provide the following properties:

1) The voter is able to check that her ballot represents a
vote for the candidate to whom she intended to give the
vote.

2) Anyone is able to check that valid ballots do not contain
over-votes or negative votes.

3) The voter can check that her ballot is recorded as she
cast it.

4) Anyone is able to check that all the recorded ballots
have been tallied correctly.

5) Anyone is able to check that the voters and the general
public have the same view of the election records.

6) Anyone can check that any cast ballot has a correspond-
ing voter who can perform check No. 3.

Popoveniuc et al. also analyze several proposed systems and
conclude that some of them are fully end-to-end verifiable
(e.g. Prêt à voter [25] or Scratch & vote [6]). Some other
systems (e.g. Scantegrity II [9] or Helios [5]) need one of the
requirements to be slightly relaxed.

We will not be requiring end-to-end verifiability in the full
sense of Popoveniuc et al. for the Estonian voting system.
We will only require the individually verifiable properties
1 (cast-as-intended) and 3 (recorded-as-cast) from the list
above. There are several reasons for that. First, the 2011
parliamentary elections showed client-side weaknesses both in
the preparation and transport of ballots. Cast-as-intended and
recorded-as-cast properties address these weaknesses. This is
similar to conventional paper-based elections that have these
properties under certain assumptions, namely that:

1) The voter is capable of representing her choice cor-
rectly;

2) The ballot paper and the ballot marker pen are not
tampered with and perform their function correctly;

3) The voter personally takes the ballot from the polling
booth to the ballot box.

From this point on, the voter has to rely on the election officials
and observers to follow the procedures correctly and to notify
the public of any possible violations. The Estonian National
Electoral Committee (NEC) felt that although the observability
of the electronic tally can be considered in the future, the effort
needed to implement end-to-end verifiability is currently not
justified.

Second, achieving some additional properties would have
meant implementing a completely new system with a com-
pletely new user experience compared to what the electorate
is used to, and this was considered unrealistic. As we will
see later in the paper, cast-as-intended and recorded-as-cast
properties are achievable incrementally with respect to the
current system.
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IV. VERIFIABLE INTERNET VOTING FOR ESTONIAN
ELECTIONS

In Estonia, Internet voting makes heavy use of an existing
ID card infrastructure which essentially provides one secure
pre-channel between the state and the citizen in the form of
certified public-private key pairs.

Since verification is something that can only happen after
a vote is cast, we also need a post-channel that would work
well together with the chosen pre-channel. During the analysis
phase, a postal+SMS solution was briefly considered. It was
concluded that this channel was rather expensive and still error-
prone as shown by the Norwegian experience [27]. Hence
another alternative was needed.

Since the basic Estonian Internet voting protocol supports
vote auditing by releasing the random seed used for encryption,
we decided to implement this form of verification. Of course,
such a verification cannot be performed by a human alone and
a computing device is required. Since verification using the
same device (PC) would not address the problem of potential
device corruption, we decided to introduce verification on a
different platform. As of the time of the development period
(2012), the prime candidates for this platform were mobile
devices (smartphones, tablet computers, etc.). They provide
both sufficient processing power for cryptographic operations
and independent communication channels.

Verification itself requires relatively small overhead com-
pared to the existing Estonian Internet voting system, and the
entire protocol on a high level is as follows (see also Figure 2).

1) The voter authenticates herself for the server.
2) She receives a list of candidates L.
3) The voter makes her choice cv ∈ L and prepares

the vote banon = Encspub
(cv, r), encrypted with the

server’s public key, using randomness r. The voter
sends her signed vote b = Sigv(banon) to the server.

4) The server returns a unique randomly generated vote
reference vr to the voter. This reference will later be
used to download the correct vote to the mobile device.

5) The voter transfers r and vr from the PC to the mobile
device.

6) The mobile device contacts the server over server-side
authenticated HTTPS and sends vr.

7) The voter’s mobile device downloads the vote banon
corresponding to vr from the server together with the
list of all candidates available L.

8) The mobile device computes Encspub
(c, r) for all c ∈

L. If for some c′ the equality Encspub
(c′, r) = banon

holds, this c′ is displayed to the user. If cv = c′, the
voter accepts the vote to have been cast as intended.

Steps 1–3 have been used since 2005 and are familiar to the
general electorate. Hence, only steps 4–8 are new to voters.
From the user interface point of view they can be performed
rather smoothly.

The time allowed to complete steps 4–7 has been limited (30
minutes in 2013 and 60 minutes in the 2014 elections). Also,
the number of times the server is ready to let the user download
banon is limited (currently 3). The verifiability extension only
allows for the verification of the last vote cast by the voter. Re-

1. Authentication

2. Candidate list L
3. Sigv(Encspub

(cv, r))

4. Vote reference vr

5. r, vr 6. v
r

7.
E
nc

sp
u
b
(c v
, r
),
L

(8. c
v )

Fig. 2. The Estonian Internet voting protocol with vote verification

voting revokes both the previous ballot and the vote reference.
These are largely anti-coercion measures; see Section V-B for
further discussion.

The most complicated one is step 5, where the random seed
r and vote reference vr need to be transferred from a PC to a
mobile device. Several channels can be used for that; we chose
to use QR codes, since other alternatives (like a memory card,
a wired connection or Bluetooth) require extra setup. When
the vote is sent to the server, a QR code containing r and vr
is displayed on the PC screen. The user runs a verification
application on the mobile device. The application first expects
to scan the QR code, which can be done by pointing the
device to the PC screen. The voter does not even need to
press any buttons, as the scan is completed automatically. And
assuming the network connection is open, steps 6 and 7 are
also automatic. Once the vote is received from the server, the
mobile device follows through with step 8.

Note that the mobile device never learns the voter’s iden-
tity, it just sees random values. It finds the value c′ for an
anonymized encrypted vote. This prevents a malicious mobile
device from breaking vote privacy. Of course, it can still lie
about the value of c′ found, but assuming that the PC and
the mobile device are not corrupt in a coordinated manner,
this lie would be detected and reported by the user with high
probability. The latter assumption may or may not fully hold;
see Sections V and VI for more discussion and analysis in
case this assumption is relaxed.

Since step 8 assumes going through the list L, it will take
some time. In practice, the candidate lists in Estonia contain
up to several hundred elements in extreme cases (with the
values 10 . . . 50 being the most common). We implemented
a test application computing 400 RSA2048 encryptions with
the exponent 65537. On a Samsung Galaxy Ace smartphone
with an 800 MHz processor this computation took roughly 1.5
seconds. Together with the time needed to communicate with
the server we estimate the total running time of the verification
to be up to 5 seconds which we consider a reasonable result.

It would also be possible to implement step 8 by first
asking the voter to input her choice and make the comparison
with one encryption, displaying a simple yes/no answer. This
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seemingly more elegant solution introduces a new potential
threat vector. Namely, it would be possible for a corrupt
verification application not to verify anything and just say
yes. In the protocol proposed above, however, in order to
manipulate the vote successfully without the voter noticing,
the voting and verification applications must be corrupt in a
coordinated manner. We consider the complexity of such an
attack prohibitively high.

In principle, it is also possible to develop vote verification
software for PC platforms and carry out a public education
campaign convincing voters to verify their votes on a computer
different from the one that they used to cast the vote. However,
we suspect that the vast majority of voters would just run the
two pieces of software on the same computer, and hence the
security goals set for verification would not be achieved. At the
time of writing this paper, major PC and mobile platforms are
running different operating systems. Thus, the voters are forced
to use separate devices for voting and verification which was
one of our security goals. We acknowledge that this situation
may change in the future, but at least for the elections taking
place in 2013–2015 this approach should be viable.

Analyzing the voting protocol, we see that the verification
device does not need and should not store anything. This means
that these devices can be shared among voters, making them
even more accessible.

V. DISCUSSION

In this section we will address some specific issues about
the scheme and its application.

A. Failed verifications
Individual verifiability provides NEC with an additional tool

to detect possible attempts to manipulate the voting result on
a large scale. Verification attempts may fail due to simple
user errors or hardware/software incompatibility, but failed
verifications may also indicate a manipulation attack.

Most important failures in verification can manifest them-
selves through the following symptoms:
• Inability to download the encrypted vote from the server,
• Failure to find the corresponding candidate from the

list L,
• The candidate found does not match the voter’s inten-

tion.
In case of such failures, NEC suggests that voters follow a

predefined set of actions:
1) Re-vote and verify using (preferably) a different PC and

mobile device.
2) In case the error persists, re-cast the vote in a polling

station on paper. Notify NEC of the event.
If certain errors start repeating, this information may be

used by NEC to initiate research activities and take different
decisions. Failures in verification do not necessarily mean that
an attack is going on. E.g. a voter who would attempt to verify
her vote after the vote reference vr has expired, would get a
verification failure. Similarly, a voter using the wrong QR-code
would get a verification failure and possibly turn to NEC for
assistance.

B. Coercion-resistance
Ben Adida, author of the verifiable Internet voting system

Helios, states that his system is only suitable in low-coercion
settings like student governments, local clubs, online groups
such as open-source software communities, and other similar
situations. The protocol is not applicable for parliamentary
elections. for instance [5]. The original Helios interface ac-
tually provided a ”Coerce Me!” button to remind the users
about the inherent threat. A similar button could be built into
the Estonian voting or verification application – anyone who
gets hold of the vote banon = Encspub

(cv, r) and randomness
r is capable of finding out the voter’s actual preference.

Coercion is more likely to occur in a remote setting. Voting
in polling stations takes place in the privacy of the polling
booth, and the coercer has to invent ways to maintain control
over the actions of the coercee. In remote environments, the
coercer can observe the voter voting for a specific candidate.
Estonian Internet voting uses re-voting as an anti-coercion
measure.

Verifiability seems to facilitate coercion. In the Norwegian
system, the coercer may ask the voter to provide the card with
the verification codes and the SMS with the code actually
returned. This way the coercer can be sure that the vote for the
required candidate is in the digital ballot box. In the Estonian
protocol, it is enough for the coercer to control the verification
application.

We argue that due to the option of re-voting, coercion is
not made any easier by introducing verifiability. By observing
either voting or verification, the coercer cannot be sure that
the vote will actually be taken into account. We also note that
a coercion attack as a manipulation attack is rather inefficient.
In order to achieve an additional seat in the Parliament, a great
number of people have to be coerced, and thus the probability
of getting caught increases. It is also time-consuming to
monitor all the coercees and their actions. (Recall that both
the time the server is willing to provide a particular encrypted
vote for verification, and the number of times it is ready to
do so, are limited.) Nevertheless, if a society sees large-scale
coercion as an existing problem, any kind of remote voting –
electronic or non-electronic – should be avoided at elections.

C. The threat of false verification failure claims
Of course, introducing a new component into the system

also brings along new attack vectors. Merely the possibility to
claim that the verification failed can be misused by malicious
voters interested in, say, a reputation attack [14]. When the
proposed method of vote verification was presented to Estonian
politicians, this was one of the concerns they expressed. The
problem is that it is very difficult to either prove or disprove
such claims without violating vote secrecy. The Norwegian ex-
perience, however, showed that a widespread reputation attack
based on bogus claims did not happen [27]. On the contrary,
the Norwegian electorate perceived failed verifications as a
positive feature – it gave feedback that had been impossible
to obtain before. After having applied the verification solution
in the 2013 and 2014 Estonian elections we can say that the
threat of false claims did not materialize. Considering that the
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verifications made during the 2013 and 2014 elections were
just pilots, the incentive of potential attackers may have been
lower than for legally binding runs, and thus we still need to
be ready for such an attack in the future.

D. Random factor exposure
The verification scheme leaks the randomness r used in the

encryption to the mobile device. Anybody in possession of r,
banon and the list of candidates L can brute-force the encrypted
ballot to get the candidate number. We do not see a new threat
here as anybody having access to r in the voting application
also could have observed the original choice encrypted together
with the randomness.

E. Diverting the verification
To provide its security properties, the verification protocol

relies on some assumptions. The most important assumption
made is the independence of the PC and the mobile device. If
an attacker was able to install malware working on both of the
devices in a coordinated manner, a potential vote manipulation
could go unnoticed. The report [12] claims to have developed
proof-of-concept pieces of malware for both the PC and the
mobile device, using the QR code channel to make hints to
the verification application about the voter’s choice, whereas a
compromised voting client would manipulate the vote silently.

However, the report fails to describe how to achieve a
coordinated installation of the developed malware on these
devices. The authors of the report also admit that if this
attack were to be used on a large scale, it would carry an
elevated possibility of detection, since some users may attempt
verification with devices owned by others. This in turn means
that the goal of introducing verification has been achieved
and it is still possible to have confidence in the absence of a
large-scale vote manipulation attack. See Section VI for more
discussions on quantified estimates on the security guarantees
obtained on the example of the 2013 Estonian elections.

Another approach to attack the scheme is based on the fact
that the voter is not capable of verifying if the QR presented
by the voting application contains the randomness and vote
reference vr corresponding to her ballot. If the malicious
voting application knows the vote reference vr1 of an already
stored ballot, which encrypted the candidate number desired
by the voter, then the application could encrypt any other
candidate number for vr, but show the QR code with vr1
and r1. This way a manipulated ballot would be stored, but
the verification application would show the result expected by
the voter.

The limits on the number and time of verifications and the
way that the re-voting is handled make this attack difficult
to execute in practice. It is not possible to acquire a set of
QR codes and reuse them for a longer period of time. A more
robust approach would be based on the fact that most votes are
never verified and it is possible to build a QR-sharing bot-net
of malicious voting applications. This would make the setup
of a manipulation attack more complex, and the event of using
the same QR code too many times would trigger a server-side
alarm.

Vote verification is not a universal measure against all
possible attacks. As discussed above, re-voting is used in
Estonia as an anti-coercion measure. However, this possibility
can also be abused by malware installed on the voter’s PC.
During the original voting session, the malware may save
the PIN codes of an ID card (assuming an ID card reader
without a PIN pad is used, which is mostly the case). If
the ID card is inserted again later (maybe for a completely
different application), the malware may also use it to submit
a new vote. As there is no active feedback channel currently
in use in the Estonian Internet voting protocol, most voters
would never know about this occurrence even if they verified
their original vote. The most efficient measure against such an
attack would be to implement an active feedback channel. This
is one of the possible future improvements considered for the
Estonian Internet voting protocol. However, since this attack is
independent of verification, further discussion remains outside
the scope of the current paper.

VI. IMPLEMENTATION RESULTS

The described verifiable Internet voting system was first
implemented for the 2013 Estonian local municipal elections.
For the first pilot1, only Android OS 2.2 and higher were
supported as the mobile application platform. During the
elections, 136,853 electronic votes were given (including re-
votes) and 133,662 counted (which comprised 21.2% of all the
votes cast). Verification was utilized on 4,696 occasions (and
altogether 3.43% of all the e-votes given were verified).

For the second pilot run during the 2014 European Parlia-
ment elections, support for iOS and Windows Phone was added
as well. During the elections, 105,170 electronic votes were
given (including re-votes) and 103,105 votes were counted
(which comprised 31.3% of all the votes cast). Verification
was utilized on 4,250 occasions (and altogether 4.04% of all
the e-votes given were verified).

There were no failed verifications reported in 2013. This
allows us to estimate the probability that a large-scale vote
manipulation went undetected. Assuming that the attacker
was able to manipulate k random votes, but not tamper with
the verification devices and voting devices in a coordinated
manner, the probability that at least one of the manipulated
votes was detected is

1−
(
1− 4696

136853

)k

.

(This corresponds well to the reasoning by Neff [21].)
In order to obtain a more realistic estimate on this probabil-

ity, we have to take into account possible coordinated malware
(see Section V). For illustrative purposes in this paper we
assume that only half of the verifications were performed on
truly independent devices. The probability that at least one of

1According to the current Estonian legislation, verification will have legal
consequences in 2015 (and the date can be moved further if necessary). The
verifications during the first two elections of 2013 and 2014 were planned as
pilots to try out the new technology.



6

the manipulated votes was detected changes to

1−
(
1− 2348

136853

)k

.

See Figure 3 which depicts both of the graphs. We can see that
even if half of the devices were compromised, the manipulation
of 200 or more votes would still be detected with more than
a 95% probability.
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Fig. 3. Probability of large scale vote manipulation detection

The pilot in 2014 was more controversial – during the
election, two software bugs were discovered in the iOS verifi-
cation application. On a few occasions, the iOS application
reported that it was not capable of finding the candidate
number corresponding to the encrypted ballot. It appeared that
binary data extracted from the QR code was interpreted as
a string by the application, leading to bad encryptions under
certain circumstances. The bug was fixed during the elections,
the patch was successfully submitted to the iOS app store and
pushed to the voters.

The second bug manifested itself when a buggy iOS verifica-
tion application was accidentally used with a QR code coming
from an external source (e.g. newspaper ad, online media, etc.).
For the voter it looked as if her vote was not available on the
server, even though it was stored correctly. This resulted in
four calls to the helpdesk. The voters were instructed to cast
a new vote and verify it again. No more errors were reported
after this.

Hence no real vote manipulations were detected during the
2014 elections either. This allows us to estimate the probability
of a large-scale attack detection exactly the same way as was
done for the 2013 elections above.

VII. CONCLUSIONS AND FURTHER WORK

In this paper, we described an extension to the Estonian
Internet voting protocol, allowing users to verify that their

votes are stored correctly on the server. We discussed the tech-
nical aspects and quantified the resulting security guarantees
obtained during two pilot application runs.

On the one hand, Estonian democracy is rather young and
all the potential weaknesses of Internet voting are aggressively
used in political battles to attempt revocation or at least harm
the reputation of this voting method. On the other hand,
Estonian society is also very technology-oriented. For example,
virtually all the eligible voters have a digital ID card capable
of giving legally binding RSA signatures, and the penetration
of mobile devices is growing rapidly. These considerations
allowed us to propose a verifiable Internet voting scheme
relying on an ID card as a pre-channel and a mobile device as
a post-channel. In order to successfully and non-discoverably
manipulate a vote, the attacker has to corrupt both the voter’s
PC and mobile device in a coordinated manner. Even if this
is conceivable for a small number of votes, we consider the
complexity of a corresponding successful widespread attack
prohibitively high.

The system was implemented as a pilot solution for the 2013
Estonian local municipal elections and the 2014 European
Parliament elections. It is expected to have legal implications
in the 2015 parliamentary elections. Before legally binding
conclusions can be drawn, new dispute resolution mechanisms
need to be created. For example, we need to better understand
how to distinguish true verification failure claims from false
ones and how to deal with these false claims.

The success of the proposed system relies on the fact that
currently PCs and mobile devices are independent and run
different operating systems. This situation may change in
the future, which means that the system will then need to
be modified suitably. Also, the first pilot implementations of
2013 and 2014 are expected to give a lot of feedback, and
improving the system accordingly will remain the subject of
future development efforts.
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