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Notation

∅ — The empty set (a set without any elements).
a ∈ A — a is an element of the set A. (Or: an element a of the set A.)
a /∈ A — a is not an element of the set A. (Or: an element a not in the set A.)
|A| — The cardinality of the set A.
∃x ∈ A — There exists an element x of the set A, (satisfying...).
∀x ∈ A — For all elements x of the set A, (the following holds...).
B ⊂ A — The set B is a subset of the set A. (Or: a subset B of the set A.)

(We decree ∅ ⊂ A for any set A.)
A ∪B — The union of the set A and the set B.
A ∩B — The intersection of the set A and the set B.∪n

i=1Ai = A1 ∪ · · · ∪An.∩n
i=1Ai = A1 ∩ · · · ∩An.

A \B — The set of elements of A not in B.
f : X → Y — A map f from the set X to Y .
f : X ∋ x 7−→ y ∈ Y — A map f sending a (general) element x of the set X to the
element y of the set Y .
g ◦ f — The composite of the maps f and g.
id — The identity map f : X ∋ x 7−→ x ∈ X.
N — { 0, 1, 2, 3, 4, . . . }.
Z — The set of all integers.
Q — The set of all rational numbers.
R — The set of all real numbers.
C — The set of all complex numbers.
degP — The degree of a polynomial P . (We let deg 0 = −∞.)
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Preface

These are lecture notes I prepared for the Part IID course “Galois Theory” in
Michaelmas 2009 and Michaelmas 2010. It is still incomplete and is meant to be
completed as lectures proceed. We have two goals in this course-

(i) the fundamental theorem of Galois theory (Lectures 6 and 15), and
(ii) the impossibility of solving general quintic and higher equations by radicals

(Lecture 18).

Teruyoshi Yoshida
October 2010
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Part 1. Galois Theory (1)

Lecture 1. Introduction, adjoining roots (F. 8/10/10)

Motivation

Galois theory is the theory about solving polynomial equations in one variable, like:

X7 − 6X5 +X4 + 3X3 +X − 13 = 0.

But what does it actually mean to solve this equation? Galois theory is, in fact, the
theory about explaining what it means to solve an equation (in one variable). When
Galois theory showed that it was impossible to find a formula to express roots of general
quintic equations in terms of rational functions and radicals of their coefficients — i.e.
in the way we know that the roots of aX2 + bX + c = 0 can be expressed as

X = (−b±
√
b2 − 4ac)/2a,

it wasn’t that a mathematical exploration reached a deadend — this negative result
brought us to the sight of a whole new mathematical landscape.

Why do we feel that the above formula for the quadratics solves the equation? When
we say that roots of X2 − 6X + 7 = 0 are X = 3±

√
2, what we are doing is merely to

reduce the problem of “solving” this equation to solving a simpler equation:

X2 − 2 = 0.

And what do we do with this one? We just name one of its roots
√
2. Well, this is just

a symbol – we could have used f(2) or s2 or λ or such like, whatever. Naming a root
is logically null; what isn’t null is that, once we name one of its roots λ, then we know
that the other one is −λ, or, (−1) · λ. We could have said a similar thing about the
original one: if we denote one of the roots of X2− 6X +7 = 0 by α, then the other one
has to be 6−α, and at the same time 7/α. Note that this does not depend on whether
you set α = 3 +

√
2 or α = 3−

√
2.

This seemingly trivial babble contains the seeds of Galois theory — let’s tentatively
say, a mathematical content of solving a polynomial equation is (i) to clarify algebraic
relations between the roots, and (ii) to reveal the “symmetry” among the roots. Note
that the particular linear “operation” α 7→ 6−α is so symmetric — to reveal its hidden
symmetry, iterate it: then 6− (6− α) gives you back α!

Actually we did similar things when we extended the set of “numbers” from N to Z
and Z to Q: we take an equation X + 2 = 0 with coefficients in N but no root in N, so
we name it −2, and then we verify that algebraic operations (addition, multiplication in
N) extend to these new numbers, miraculously satisfying the familiar laws (associative,
distributive, etc). Moreover, this −2 solves other equations like 2X + 5 = 1, so we
reduce the solution of a whole class of equations to solving some equations of simpler
form like X + 2 = 0. Then there are still equations like 2X − 1 = 0; so we name
its root 1/2. We do this with all linear equations with coefficients in Z, verify that
addition and multiplication in Z miraculously extend to these new symbols, satisfying
all familiar laws, with some identifications between solutions of different equations as
before (say 2X − 1 = 0 and 6X − 2 = 1). Thus we have Q. This enables us to solve all
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linear equations with coefficients in Z, by definition more or less, but it turns out that
it enables us to solve all linear equations with coefficients in Q. Now we proceed to
polynomial equations with higher degree, and hence our discussion in the beginning.

Idea

So, mathematically, what we should do first to “solve” an equation like the one we
saw in the beginning is to name one of its roots. Well, call one of its roots Ψ. But
then the real questions are, (i) what are algebraic relations between Ψ and the other
(presumably six) roots, (ii) and what are the symmetry between the roots?

In this lecture we deal with formulating “naming one of its roots” with logical rigor.
We want this new Ψ to be a new “number”, i.e. something we can do algebraic operation
on. What we do is to first think of this Ψ as a formal variable, i.e. consider the
polynomial ring Q[Ψ]. Then we require that Ψ7 − 6Ψ5 + Ψ4 + 3Ψ3 + Ψ − 13 = 0.
This is done by passing to the quotient ring, under the equivalence relation defined by
the ideal generated by Ψ7 − 6Ψ5 + Ψ4 + 3Ψ3 + Ψ − 13. Now you see the use of ring
theory. And here the theorem that the ring of polynomials in one variable over a field
is a PID is crucial — so that if this equation is irreducible, then the resulting quotient
ring becomes a field. This shows the following: “miraculously, addition, subtraction,
multiplication and division extend to the new numbers involving Ψ”.

Well, the real questions remain. Enjoy the flavour of the real thing by checking the
following: if ζ is one of the roots of X4 + 52X3 − 26X2 − 12X + 1 = 0, then the other

roots are
−4ζ

(1− ζ)2
,

1− ζ

1 + 3ζ
,
(1− ζ)(1 + 3ζ)

−4ζ2
. Explore how symmetric these relations

are. (This example figures in the entry of 21th March 1797 of C.F. Gauss’ diary, when
he was nineteen years old. It is related to the theory of elliptic functions.)

Math

LetK be a field and P ∈ K[X]\K be a monic irreducible polynomial. By Proposition
ix.8(i) and vii.20(i), (P ) is a maximal ideal of K[X], hence the quotient ring

KP := K[X]/(P )

is a field by Corollary viii.10(ii). As the subring K of K[X] (constant polynomials) are
mapped injectively into KP by the canonical surjection K[X] → KP (see Exercise 1.2),
we can regard K ⊂ KP , and the image X of X gives a root of P in KP .

Definition 1.1. The field KP is called the extension field of K obtained by adjoining
a root of P .

Exercise 1.2. For a group/ring/A- homomorphism f : X → Y and a subgroup/subring/A-
submodule X ′ of X, Ker (f |X′) = X ′ ∩Ker f . Therefore, by the homomorphism theo-
rem, f(X ′) ∼= X ′/(X ′ ∩Ker f).
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Lecture 2. Field extensions (M. 11/10/10)

Review

I hope the previous discussion reminded you of the mysterious definition of the
imaginary number i that you must have heard before — “there is no root of X2+1 = 0
in R, so let i denote one of its roots, newly considered outside R, then the other root
must be −i, and X2 + 1 = (X − i)(X + i).” Our construction should logically justify
(and ultimately demystify) this. Namely, we define the field of complex numbers C as
the extension field of R obtained by adjoining a root of X2+1, i.e. C := R[X]/(X2+1).
The last lecture showed that this is indeed a field which contains R, with the newly
adjoined root i := X of X2 + 1 = 0. Now you learned that complex numbers are
the “numbers of the form a + bi with a, b ∈ R. We are saying that, thinking of
complex numbers is equivalent to, or actually defined as, considering all polynomials
with real coefficients modulo X2+1, where any polynomial is equivalent to a linear one
a+ bX. Taken modulo X2 + 1, check that multiplication of polynomials look just like
the multiplication of complex numbers.

Idea

So this is how C was constructed from R. In general, we are interested in a situation
where one field is contained in another, like R ⊂ C, in which case we call C is an
extension field of R and R is the base field. Another example is Q ⊂ R. Now note that
C turned out to be a vector space over R of dimension 2, with bases {1, i}. This is a
typical situation, as we will see in Proposition 2.7. Here we emphasize the fact that C
was a field as well as being a vector space over R. Rings which are at the same time a
vector space over a field K are called K-algebras (see subsection ix), which constitute a
natural category in which to build the theory of equations, or more generally algebraic
geometry, over the field K. Naturally, ring theory and linear algebra both come into
play and can be used according to your purpose. In this lecture, we see the extension
fields primarily as vector spaces over the base field. Now the most fundamental fact
about vector spaces is that, as long as they are finitely generated, they are completely
classified up to isomorphism by its dimension, an invariant which is a natural number.
Therefore, an extension field which is finite dimensional as a vector space over the
base field (finite extension) has its dimension, which we call its degree. So R is not a
finite extension of Q. We will almost entirely restrict ourselves to the study of finite
extensions.

Math

The letters F,K,L denote fields.

Definition 2.1. When a subring K of a field F is a field, we call K a subfield of F ,
and F an extension field of K. The pair of K and its extension field F is called an
extension F/K. A field L satsifying F ⊃ L ⊃ K is called an intermediate field of
the extension F/K, and L/K is called a subextension of F/K.

In the following, let F be an extension field of K. The field F can naturally be
regarded as a vector space over K (Exercise iii.3(v)).
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Definition 2.2. The dimension of F as a K-vector space is called the extension
degree of F/K, and is denoted by [F : K]. When [F : K] = n ∈ N, F/K is called a
finite extension [of degree n], and when [F : K] = ∞, an infinite extension.

Example 2.3. [F : K] = 1 ⇐⇒ F = K.

Proposition 2.4. (The tower law) F ⊃ L ⊃ K =⇒ [F : K] = [F : L][L : K].

Proof. If one of F/L,L/K is an infinite extension, this is a formal equality ∞ = ∞. If
both are finite extensions, let {ai} be a basis of F over L and {bj} a basis of L over K.
Then {aibj} gives a basis of F over K. �
Exercise 2.5. Elaborate the above proof using the definition of bases.

Example 2.6. The main object of algebraic number theory is the finite extensions of
Q. A finite extension field of Q is called an (algebraic) number field.

Proposition 2.7. [KP : K] = degP .

Proof. Putting degP = n, the set {1, X,X2
, . . . , X

n−1} generates KP as a K-module,
and as the ideal (P ) of K[X] does not contain polynomials with degree less than n,
they are linearly independent over K. �

Thoughts

But extension fields of K (or K-algebras in general) are not just K-vector spaces.
Two K-algebras can be isomorphic as K-vector spaces but not isomorphic as rings.
Therefore, finite extensions of K are not classified just by the degrees. Can you show
that Q[X]/(X2 + 3) and Q[X]/(X2 + 1) are both quadratic fields (extension fields of
degree 2) over Q but not isomorphic to each other as fields? But then R[X]/(X2+3) is
isomorphic to C = R[X]/(X2+1) as fields — can you construct an isomorphism? Why
didn’t this work over Q? Then how about Q[X]/(X2 − 2) and Q[X]/(X2 − 6X + 7)?

You might have seen the notation like Q(
√
2) = Q[X]/(X2 − 2), where

√
2 denotes

the specified root X of X2 − 2 in Q[X]/(X2 − 2). Now consider Q[X]/(X3 − 2). We
tend to think of roots of polynomials in a fixed ambient field C of complex numbers.
There are three roots 3

√
2, 3

√
2ω, 3

√
2ω2 of X3 − 2 in C, where 3

√
2 denotes the one in R

and ω = (−1 +
√
−3)/2 is a cubic root of unity. If we define extension fields of Q as

subfields of C like

Q(
3
√
2) :=

{
a+ b

3
√
2 + c

3
√
2
2 ∣∣ a, b, c ∈ Q

}
⊂ C,

then three fields Q( 3
√
2),Q( 3

√
2ω),Q( 3

√
2ω2) are all different subfields of C (different

as subsets, their intersection being Q, prove it), but they are all isomorphic to the
extension field Q[X]/(X3 − 2). Is this confusing?
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Lecture 3. K-homomorphisms (W. 13/10/10)

Idea

When we constructed KP , we saw the extensions from the point of view of K, from
the bottom up. Another point of view would be to see the extensions, including the
adjoined roots, from the top, or inside a big ambient field, say the field C of complex
numbers. As we saw in the previous discussion, the extension field Q[X]/(X3 − 2)
has three different embeddings, or realizations, in C, all different as subfields of C.
More than that. Even though the fields Q(

√
2) and Q(−

√
2) are the same subfields of

C, they are different realizations of Q[X]/(X2 − 2), realizing X as
√
2 or −

√
2. It’s

this difference that Galois theory exploits — it’s this seemingly subtle difference that
knows the hidden symmetry of the equations. To keep track of this carefully, we need
to formulate the notion of isomorphisms, or morphisms, between extension fields.

Math

Definition 3.1. For two extension fields F, F ′ of a field K, if a ring homomorphism
f : F → F ′ satisfies f |K = id, f is called a K-homomorphism. The set of
all K-homomorphisms from F to F ′ is denoted by HomK(F, F ′). A bijective K-
homomorphism is called a K-isomorphism. When there exists a K-isomorphism
F → F ′, we say F and F ′ are (K-)isomorphic, and we write F ∼= F ′. In particular, a
K-isomorphism F → F is called a K-automorphism of F , and the group consisting
of all K-automorphisms of F is denoted by AutK(F ).

Exercise 3.2. (i) If f : F → F ′ is a ring homomorphism between extension fields
ofK, then f is aK-homomorphism if and only if it isK-linear as a map between
K-vector spaces.

(ii) If F ∼= F ′, then [F : K] = [F ′ : K].

Lemma 3.3. Every K-homomorphism f : F → F ′ of extension fields is injective, and
its image is a subextension of F ′/K. In particular, if F ′/K is finite then so is F/K.

Proof. As Ker f is an ideal of F , it must be equal to F or 0 by Exercise iii.8(ii). If
Ker f = F then 1 = f(1) = 0 in F ′, which is impossible as F ′ is not the zero ring. �
Lemma 3.4. If [F : K] = [F ′ : K] for two finite extensions F/K and F ′/K, every
K-homomorphism f : F → F ′ is a K-isomorphism. In particular, HomK(F, F ) =
AutK(F ) for a finite extension F/K.

Proof. Lemma 3.3, Corollary vi.6. �
Exercise 3.5. Let F/K,F ′/K be extensions with F/K finite. If HomK(F, F ′) and
HomK(F ′, F ) are both non-empty, then F ∼= F ′ as extensions of K. (Lemmas 3.3, 3.4.)

Background

We will always consider an extension field of K as a K-algebra. As we do not assume
that you have seen K-algebras or category theory before, we defined the notion of K-
homomorphisms only for the extension fields, but these are really the morphisms of
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K-algebras. Let me give the first reason why it is important to think “categorically”:
it clarifies what are the most natural ways to think about mathematical objects, and
what are the natural (“canonical”) methods to treat them. For example, if you think of
Q(

√
2) as a field, well, fields are a special kind of rings, so the natural methods to apply

will be from ring theory. The morphisms between them are ring homomorphisms. On
the other hand, if you think of Q(

√
2) as a Q-vector space, then the methods are those

of linear algebra. The morphisms between these objects are Q-linear maps. Same for
topological spaces and continuous maps, smooth manifolds and differentiable maps, etc.
Interesting mathematical objects tend to be many things at the same time (a number
field is a Q-vector space and a field, a Lie group is a group and a manifold, etc.), but
when we do mathematical operations on them it helps to know what we are treating
them as. Natural categories like those of vector spaces, rings or topological spaces have
their own rich general theory. So when we think about extension fields, we think of
them as vector spaces and rings, and employ linear algebra and ring theory. Try to
dissect the proofs and arguments we are making, and tease apart where we use what,
and how each of the arguments can or cannot be generalized1.

Now what are we doing by thinking of extension fields of K as K-algebras? We are
not thinking of them as subsets of anything. As subfields of C, the fieldsQ(

√
2),Q(−

√
2),

and Q(1 +
√
2) are all identical. But the extension field Q[X]/(X2 − 2) is an exten-

sion constructed from bottom up, with a specified root X of the equation X2 − 2. So
the fact that you can map X to two different elements in C means something. And
the fact that Q(

√
2) = Q(1 +

√
2) shows that the two extensions Q[X]/(X2 − 2) and

Q[X]/(X2 − 2X − 1) are Q-isomorphic. So we have translated the question of

expressing a root of one equation P as a K-rational function
(or equivalently, a K-polynomial) of a root of another equation Q

into that of finding a K-homomorphism from KP into KQ.

We will elaborate this translation further in Lecture 5. Note that this gives more
precision and clarity, as a different K-homomorphism correspond to a different expres-
sion, depending on a choice of roots: you can send X ∈ Q[X]/(X2−2X−1) into 1+X
or 1−X in Q[X]/(X2 − 2). This can get more tricky for equations of higher degree!

1Categorically speaking, it is incorrect to define K-isomorphisms as bijective K-homomorphisms.
In general, isomorphisms are the morphisms which have an inverse. In our case it is equivalent to
our definition — if a K-homomorphism is bijective, i.e. has an inverse as a map between sets, then
the inverse map is automatically a K-homomorphism. Was this true for continuous maps between
topological spaces?
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Lecture 4. Finite extensions (F. 15/10/10)

Musings

Let me try to continue babbling on the difference betweeen equations and extension
fields. The starting point is that (infinitely) many equations P define the same (or K-
isomorphic) extension fieldsKP , hence extension fields are, clumping up or groupings of
equations such that solving one member of the group will solve all the other equations
(i.e. the roots of other equations can be expressed as a rational function, or even a K-
polynomial, of the root of one equation). If we feel comfortable with the thought that
once we have “solved” X2 − 2 we have “solved” X2 − 2X − 1 as well, after figuring out
that the roots of the latter are 1 plus the roots of the former, then it seems natural that
the groups of simultaneously solved equations, or extension fields, are natural objects to
study. But this shift of focus, shift of emphasis has a huge bonus, which is the fact that
extension fields exist in a finite, discrete manner. What do I mean by this? Between the
field Q, which is a 1-dimensional Q-vector space, and Q( 3

√
2), which is a 3-dimensional

Q-vector space, there are infinitely many 2-dimensional Q-vector spaces V , none of
which are fields because of the tower law. For a vector space, it’s such a difficult thing
to become a field — extension fields are such rare occurences. Consequently, in most
cases (which will be called separable extensions later), a finite extension has only finitely
many intermediate extensions. This is a very good news — instead of trying to solve
infinitely many different equations and chasing after expressions and relations among
infinitely many roots, now we have a class of objects which we can count up, classify
and compare as finite sets. More precise way of saying this is that, for any pair of finite
extensions F, F ′, the set of K-homomorphisms HomK(F, F ′) is a finite set, and those
finite sets know everything about the possible algebraic relations between all roots of
all equations. So the shift from equations to fields extracts a finite, tractable, structure
which we can manipulate, from the chaos of infinite number of elements — this was
the genius in the insight of Galois.

In this lecture and the next we complete the dictionary between the roots and K-
homomorphisms. In Lecture 1 we constructed a finite extension from an irreducible
polynomial, but now we go other way around. If we have a finite extension F/K, every
element x of F is a root of some K-polynomial (because the set {1, x, x2, x3, . . . } ⊂ F
has to be linearly dependent!), and as the set of all such polynomials make up an ideal
in K[X], it is the set of multiples of a unique monic called the minimal polynomial
Px of x. If we can find an x ∈ F such that degPx = [F : K], then KPx

∼= F , or
every element of F is expressed as a K-polynomial in x (we say x generates F , which
means that the minimal subfield of F containing x is going to be the whole of F ). Such
F is called a simple extension, and it turns out later that most finite extensions (all
separable extensions) are simple. Note that, for a simple extension F/K, there can be
many choices of x such that F = K(x): for instance, Q(

√
2) = Q(−

√
2) = Q(1 +

√
2).

We occasionally consider infinite extensions which has elements that are not roots of
any K-polynomial (transcendental), and as far as the algebra goes we can treat these
elements as if they are formal variables, i.e. generating a field of rational functions.
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Math

Let F/K be an extension and x ∈ F . The “substitution” map

fx : K[X] ∋ P 7−→ P (x) ∈ F

is a ring homomorphism. We consider this homomorphism, using the homomorphism
theorem and the theory of PID. First, Im fx is a subring of F , therefore a domain
(Exercise vii.3(i)), hence by Corollary viii.10(i), Ker fx ∈ Spec(K[X]).

Definition 4.1. If Ker fx ̸= 0 (resp. Ker fx = 0), then we say x is algebraic (resp.
transcendental) over K. If every x ∈ F is algebraic, then we say F/K is algebraic.

Lemma 4.2. Finite extensions are algebraic.

Proof. As fx is K-linear, Im fx is a K-subspace of F , therefore finite-dimensional over
K by Lemma iv.8, and as K[X] has infinite dimension over K, we have Ker fx ̸= 0. �
Exercise 4.3. F/K : algebraic ⇐⇒ F : a union of finite extensions of K.

Exercise 4.4. If x ∈ F is transcendental, then K[X] ∼= Im fx ⊂ F , and by Exercise
ix.12, the extension F/K has an intermediate extension Frac(Im fx)/K, isomorphic to
the fraction field K(X) of K[X] (called the rational function field over K). We
write K(x) := Frac(Im fx), which is the minimal subextension of F/K containing x.

Now let x ∈ F be algebraic over K. By Proposition ix.8(i) and Exercise vii.14(i),
Ker fx is a principal ideal (Px) generated by an irreducible polynomial, and the quotient
ring K[X]/(Px) is the extension field KPx of K obtained by adjoining a root of Px.
Consequently, by the homomorphism theorem, we have a K-homomorphism between
extension fields as follows:

fx : KPx

∼= // Im fx ⊂ F .

Definition 4.5. We call the monic gererator Px of Ker fx the minimal polynomial
of x over K. It is irreducible. The subextension Im fx of F/K is denoted by K(x), and
called the field generated by x over K. A finite extension F/K is called a simple
extension if F = K(x) for some x ∈ F . In this case F ∼= KP for P = Px.

Exercise 4.6. (i) If x ∈ F is a root of an irreducible P ∈ K[X], then P is a constant
multiple of Px. (ii) The minimal polynomial Px has the minimal degree among the
polynomials in K[X] which has x as a root. If F = K(x), then [F : K] = degPx.

Definition 4.7. If x1, . . . , xn ∈ F are algebraic, we inductively define the subextensions
K(x1, . . . , xn) of F/K generated by x1, . . . , xn as follows:

K0 = K, Ki+1 := Ki(xi+1) (0 ≤ i ≤ n− 1), K(x1, . . . , xn) := Kn.

The field K(x1, . . . , xn) is the intersection of all subextensions of F/K that contains
x1, . . . , xn, thus is independent of the ordering of x1, . . . , xn.

Proposition 4.8. For a finite extension F/K, ∃x1, . . . , xn ∈ F, F = K(x1, . . . , xn).

Proof. Use the tower law, or take a basis {ei} of F over K and let xi = ei. �
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Lecture 5. Galois groups (M. 18/10/10)

Think Categorically

Back to the extension KP := K[X]/(P ) for an irreducible P ∈ K[X]. We think of
this object as an object incarnating the spirit of “a root of P” — it is an object which
has a specified, universal, root X of P , which has no qualification, no property, no
distinction, other than that it is a root of P . Thus whenever there is a field extension
F/K which contains some roots of P , we can map this universal root X ∈ KP to your
favourite root of P in F , and that gives you a K-homomorphism from KP to F .

Another funny way of looking at this situation — think of P as a machine, a black
box, whose inputs are extension fields F of K, and the output is a finite set RootP (F )
of all roots of P in F (this is a set with cardinality bounded by degP ). Even if we
don’t know much about the internal structures of each fields F , we try to understand
them via this machine (a functor) which spits out a finite set every time you throw in
a field. Then this machine has an avatar KP in the following sense — we can consider
these outputs (finite sets) as the finite sets HomK(KP , F ), i.e. we find out that this
black box was simply detecting the relation between F and the fixed object KP (the
functor RootP is represented by KP ).

Think Symmetrically

Symmetry is the key. The key to understand Galois theory, to understand all of
modern mathematics, to understand just about everything. Whenever you see a math-
ematical object defined, be critical, be suspicious — Is this definition canonical? Isn’t
there a hidden choice we made, a breaking of symmetry, in the way we define it? After
all, we can’t define any concrete example without labeling the elements (a fundamental
limitation of human brains?). But don’t worry — as long as you keep track of the au-
tomorphism group of the object in question, you can recover the symmetry. When we
first see an n-dimensional R-vector space, it comes as Rn, with a standard basis. Later
we learn that vector spaces exist even if we don’t specify a basis. The freedom we have
for the choice of bases is measured by its automorphism group GLn(R). Same for the
roots of an irreducible polynomial; we know that we cannot distinguish 4 different roots
of X4+X3+X2+X +1 = 0 (the primitive 5-th roots of unity), but to fix our idea we
need to choose one and call it ζ. Then we argue that all the other roots are expressed
as ζ2, ζ3 and ζ4. But keeping the symmetry (that we tentatively broke) in mind, check
that we could change our mind any time and re-declare ζ2 to be ζ. then now ζ4 is ζ2,
now ζ is ζ3 and ζ3 is ζ4. Keeping track of the automorphism group AutK(F ), i.e. the
group of K-isomorphisms from F to F , is to keep track of the possible permutation
we can have on the set of roots of a fixed P . Then we find that between the roots like
ζ and the symmetric polynomials like ζ + ζ2 + ζ3 + ζ4 = −1 ∈ Q, there are partially
symmetric expressions like ζ+ζ4 and ζ2+ζ3, which are symmetric under the subgroup
of order 2, and which turn out to be (−1 ±

√
5)/2. This is how this quartic is solved

via iterated square roots.
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Math

Let F/K be an extension. We fix an irreducible P ∈ K[X], and consider the set
RootP (F ) of all roots of P in F . The next proposition is proven simply by checking
that the following two maps are inverse to each other, and recalling Proposition ix.8(ii).

Proposition 5.1. The following maps are bijections that are inverse to each other:

RootP (F ) ∋ x 7−→ fx ∈ HomK(KP , F ),

HomK(KP , F ) ∋ f 7−→ f(X) ∈ RootP (F ).

In particular, |HomK(KP , F )| = |RootP (F )| ≤ degP = [KP : K].

If F is a simple extension K(x), or equivalently if there exists a K-isomorphism in
HomK(KPx , F ), then all elements of HomK(KPx , F ) are K-isomorphisms. Thus we
can interprete the permutations of roots as K-automorphisms of a simple extension. In
general, the group of K-automorphisms AutK(F ) of F acts on the set HomK(KP , F )
as follows:

AutK(F )×HomK(KP , F ) ∋ (σ, f) 7−→ σ ◦ f ∈ HomK(KP , F ),

which can be interpreted as an action on RootP (F ): as the bijection f 7→ f(X) of
Proposition 5.1 sends σ ◦ fx to σ(x) (i.e. σ ◦ fx = fσ(x)), we have:

AutK(F )× RootP (F ) ∋ (σ, x) 7−→ σ(x) ∈ RootP (F ).

Proposition 5.2. Assume F ∼= KP . For any x ∈ RootF (P ), the map

AutK(F ) ∋ σ 7−→ σ(x) ∈ RootP (F )

is bijective. In particular, |AutK(F )| ≤ [F : K].

Proof. As [F : K] = [KP : K], the map fx ∈ HomK(KP , F ) is a K-isomorphism by
Lemma 3.4, therefore induces a bijection:

AutK(F ) = HomK(F, F ) ∋ σ 7−→ σ ◦ fx ∈ HomK(KP , F )

(use Lemma 3.4 for the first equality), which, composed with the bijection f 7→ f(X)
of Proposition 5.1, gives the desired bijection. The latter part follows from Proposition
ix.8(ii), as |RootF (P )| ≤ degP = [F : K]. �
Definition 5.3. A simple extension F/K is called a Galois extension if it satisfies
|AutK(F )| = [F : K]. In this case we call AutK(F ) the Galois group of F/K, and
denote it by Gal(F/K). By definition, |Gal(F/K)| = [F : K].

Let F = K(x) ∼= KP with P = Px. Then F/K is Galois if and only if |RootP (F )| =
[F : K] = degP , i.e. P has degP distinct roots in F = K(x) by Proposition 5.2. This
means that P has no multiple roots, and all the roots of P (called conjugates of x
over K) are written as some polynomial of x with coefficients in K.

Exercise 5.4. (i) Quadratic extensions (extensions of degree 2) of Q are Galois.
(ii) Q( 3

√
2) ∼= Q[X]/(X3 − 2) is not a Galois extension of Q.
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Lecture 6. Galois theory I: simple extensions (W. 20/10/10)

Idea

Recall what we proved in Lecture 5 for the Galois extensions, i.e. simple extensions
F = K(x) such that F contains all the [F : K] distinct roots of the minimal polynomial
P = Px of x over K. That is to say, all the roots of P are distinct, and they are all
K-polynomials of the chosen root x (think of the examples we saw in Lecture 1 or
Lecture 4). But then, they are all K-polynomials of any chosen root of P by symmetry,
because we cannot distinguish the roots of an irreducible polynomial from the point
of view of the base field K. We expressed this symmetry in the following language.
For such extension F/K, its Galois group Gal(F/K) is the group of automorphism of
F over K as an extension field, that is the set of all K-homomorphisms σ : F → F ,
being a group under composition. But such a K-homomorphism σ are determined if
we specify the image σ(x) of the generator x, which has to be another root of P . All
the other roots of P , being K-polynomials in x, are sent to K-polynomials in σ(x),
but these also have to be roots of P , and we see that σ permutes the set of all roots of
P . Therefore we can see Gal(F/K) as a subgroup of the group of all permutations of
the set RootP (F ), or the symmetric group Sn of n letters, if n := [F : K]. But it is a
rather small subgroup of Sn, since it has only n elements out of n!.

Now we present, at this early stage, the main theorem of the Galois theory, namely
the one-to-one correspondence between the subfields and the subgroups of the Galois
group. As we briefly saw in Lecture 5, the way X4+X3+X2+X+1 = 0 was “solved”
(in terms of square roots) was to observe that between Q and Q(ζ) (where ζ is a root of
this quartic, a primitive 5th root of unity), there are partially symmetric polynomials
ζ + ζ4, ζ2 + ζ3, that turn out to be roots of a quadratic equation X2 +X − 1 = 0 over
Q, hence belong to Q(

√
5). This is due to the fact that in the Galois group {id, ζ 7→

ζ2, ζ 7→ ζ3, ζ 7→ ζ4} ∼= Z/4Z, there is a proper subgroup {id, ζ 7→ ζ4} ∼= Z/2Z, by
which the quotient of Z/4Z is again Z/2Z. Thus, if we think of “solving” equations
as climbing from K to F , then it is important to find out these partially symmetric
polynomials of the roots, corresponding to the subgroups of Gal(F/K). This is why
this correspondence is called the fundamental theorem of Galois theory. The theorem
implies that F = Q(

√
5) is the only quadratic subfield of Q(ζ), whereas F = Q(

√
2,
√
3),

also being a field of degree 4, has 3 quadratic subfields Q(
√
2),Q(

√
3),Q(

√
6) — the

different Galois groups Gal(F/K) account for different subfield structures.

Math

Proposition 6.1. Let L be an intermediate field of a Galois extension F/K. Then
F/L is also a Galois extension, and Gal(F/L) is a subgroup of Gal(F/K).

Proof. If F = K(x), then F = L(x). Let the minimal polynomials of x over K,L be
respectively P,Q. Then Q | P , and as F/K is Galois P has degP distinct roots in F ,
therefore Q has degQ distinct roots in F and F/L is Galois. The latter part is clear
because every L-homomorphism of F is also a K-automorphism. �
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Theorem 6.2. (The fundamental theorem of Galois theory) For a Galois ex-
tension F/K, let A be the set of all intermediate fields of F/K, and B be the set of
all subgroups of G = Gal(F/K). Then the map A ∋ L 7−→ AutL(F ) ∈ B is bijective.
More precisely, the following are inverse to each other (note Φ(L) = Gal(F/L)):

Φ : A ∋ L 7−→ Φ(L) = {σ ∈ G | ∀x ∈ L σ(x) = x} ∈ B,

Ψ : B ∋ H 7−→ Ψ(H) = {x ∈ F | ∀σ ∈ H σ(x) = x} ∈ A.

(We also denote Ψ(H) by FH , the fixed field of H.)

Proof. We immediately have L ⊂ Ψ(Φ(L)), H ⊂ Φ(Ψ(H)), so in order to show L =
Ψ(Φ(L)), H = Φ(Ψ(H)), it is enough to compare the degrees and cardinalities:

[F : Ψ(Φ(L))] = [F : L], |Φ(Ψ(H))| = |H|.
(the first equality and Proposition 2.4 gives [Ψ(Φ(L)) : L] = 1, and use Example 2.3.)
These two equalities follow from the following lemma. �
Lemma 6.3. |Φ(L)| = [F : L], |H| = [F : Ψ(H)].

Proof. The first equality |Φ(L)| = |Gal(F/L)| = [F : L] is Proposition 6.1. To show
the second, by H ⊂ Φ(Ψ(H)) we have |H| ≤ |Φ(Ψ(H))| = [F : Ψ(H)], therefore it is
enough to show the inverse inequality. Let F = K(x), and consider a polynomial:

P (X) =
∏
σ∈H

(X − σ(x)) ∈ F [X].

Then all the coefficients of P are symmetric polynomials of the set {σ(x) | σ ∈ H},
therefore invariant under the action of elements of H, i.e. belong to Ψ(H). Therefore
P ∈ Ψ(H)[X], hence the minimal polynomial Qx of x over Ψ(H) divides P , which
shows that [F : Ψ(H)] = degQx ≤ degP = |H|. �

Idea of Proof

Note that for a subfield L of F/K, it is the extension F/L that corresponds to a
subgroup of Gal(F/K), and the extension L/K is not even Galois in general. Therefore,
the Galois correspondence between the fields and the groups is inclusion-reversing. Now
there aren’t many ways of proving a bijective correspondence. Usually you define the
maps in both ways and show that they are inverse to each other. In our case we have a
very nice symmetrical definitions of maps Φ and Ψ: we take the Galois group Gal(F/L)
for a subfield L, and we take the fixed field (sometimes denoted by FH) of a subgroup
H. We need to show L = Ψ(Φ(L)) and H = Φ(Ψ(H)) and one inclusion is clear in both
equalities; so it suffices to prove the other inclusion. For this we appeal to the counting
argument, as we know that what we are dealing with is essentially finite objects. To
show the equalities it suffices to show the equalities of finite invariants, degree and
cardinality. To show that Φ and Ψ converts these natural numbers into each other, the
only non-trivial inequality is |H| ≥ [F : Ψ(H)], i.e. showing that the fixed field Ψ(H)
is large. So we produce enough elements of Ψ(H) by taking the primitive symmetric
polynomials of the set {σ(x) | σ ∈ H} ⊂ RootP (F ), where x is the generator of F .
This was exactly what we did for X4 +X3 +X2 +X + 1.
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Part 2. Examples (1)

Lecture 7. Splitting fields (F. 22/10/10)

Idea

Before building up the general theory we will digress into a more concrete construc-
tion of extension fields. This is not only to provide enough examples for illustrating
the theory (and examining) but is essential for understanding most of the applications.

The construction we have in mind is called the splitting field of a polynomial P ∈
K[X]. In Lecture 1 we introduced the field obtained by adjoining a root of P when
P is irreducible, but now (for general P ) we will adjoin all roots of P so that it splits
completely into linear factors, and we show that there is a unique minimal extension
which realizes this splitting. The construction is easy: we adjoin each of the roots of
P , one by one, i.e. when we have a root α of P , factorize P = (X − α)Q, then adjoin
a root of Q, and iterate this procedure. This is a tower of finite simple extensions, so
we arrive at a finite extension.

More generally, by iterating simple extensions we arrive at arbitrary finite extensions,
because once we adjoin all of the basis elements we get the whole extension. If we have
a large ambient extension like C/Q, then we can adjoin any set of algebraic elements to
specify a finite subextension, like Q(

√
2,
√
3,
√
5),Q( 4

√
2, i), etc. But when iterating a

simple extension likeKP := K[X]/(P ) and then consideringK-homomorphism between
each other, it is essential to generalize the notion of extension fields a little bit; actually
making it more natural, i.e. the notion of “K-algebras that are fields”. When we have
two isomorphic extensions K ′,K ′′ of K and then an extension L/K ′′, then we may
want to compare the extension fields of K ′ and those of K ′′, and it is convenient to
treat L as an extension of K ′ via K-isomorphism τ : K ′ → K ′′. This will be very useful
later, when we consider the separability of arbitrary finite extensions.

Math

We slightly extend the definition of extension fields.

Definition 7.1. Let K be a field. An extension Fτ/K is defined as a pair (F, τ) of a
field F and a ring homomorphism τ : K → F . A K-homomorphism from Fτ to F ′τ ′
is a ring homomorphism φ : F → F ′ such that τ ′ = φ ◦ τ . By a subextension Lτ/K
of Fτ/K, we mean an intermediate field L of F/τ(K) and τ : K → L.

As τ is always an injection F/τ(K) is an extension in the previous sense. Also F is
a K-vector space by the action via τ , and all the statements we have seen continue to
hold. We sometimes suppress the notation τ when there is no danger of confusion.

We extend τ to K[X] ∋ P 7→ τP ∈ F [X], and write RootP (Fτ ) := RootτP (F ) (see
Exercise ix.7(i),(ii)). If x ∈ RootP (Fτ ), then the map fx : K[X] ∋ X 7→ x ∈ F defines
a K-homomorphism fx : KP ∋ X 7→ x ∈ Fτ . We restate Proposition 5.1:
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Proposition 7.2. The following maps are bijections that are inverse to each other:

RootP (Fτ ) ∋ x 7−→ fx ∈ HomK(KP , Fτ ),

HomK(KP , Fτ ) ∋ f 7−→ f(X) ∈ RootP (Fτ ).

In particular, |HomK(KP , Fτ )| ≤ degP = [KP : K].

We say P ∈ K[X] \K splits in an extension F = Fτ/K if τP is a product of linear
factors in F [X]. If Q | P in K[X] and P splits in F then Q splits in F . If P splits in
F and HomK(F, F ′) ̸= ∅ for another extension F ′/K, then P splits in F ′ as well.

Definition 7.3. Let P ∈ K[X] \K and F/K an extension. If P splits in an extension
F ′/K if and only if HomK(F, F ′) ̸= ∅, then we call F a splitting field of P over K.

Proposition 7.4. For every P ∈ K[X] \ K, its splitting field over K exists and is
unique up to K-isomorphisms. It is a finite extension of K.

Proof. Any extension isomorphic to a splitting field is also a splitting field, as it is
defined in terms of Hom sets. We prove the existence by induction on degP . Let Q be
an irreducible factor of P , and let α ∈ KQ its root. Then we have P = (X − α)R in
KQ[X], and let F be a splitting field of R over KQ (by induction hypothesis). Then
F/K is finite by Proposition 2.4. If P splits in F ′, then there exists τ ∈ HomK(KQ, F

′)
by Proposition 7.2 because RootQ(F

′) ̸= ∅, and HomKQ
(F, F ′τ ) ̸= ∅ as R splits in F ′. As

HomKQ
(F, F ′τ ) ⊂ HomK(F, F ′), we have HomK(F, F ′) ̸= ∅. If F ′′ is another splitting

field of P over K, then F ∼= F ′′ by Exercise 3.5. �
Proposition 7.5. Suppose P splits in an extension F/K and RootP (F ) = {x1, . . . , xn}.
Then K(x1, . . . , xn)/K is a splitting field of P , and it is the only subextension of F/K
which is a splitting field of P .

Proof. Note that P splits in F ′ := K(x1, . . . , xn). If F0 is a splitting field of P , then
take τ ∈ HomK(F0, F

′). As τ maps RootP (F0) onto RootP (F
′) = {x1, . . . , xn}, it is

surjective, thus F0
∼= F ′. If F0 is moreover a subextension of F/K, then RootP (F0) =

RootP (F ) = {x1, . . . , xn}, thus F ′ ⊂ F0 and F ′ = F0. �

What we did

Let us construct a splitting field of P (X) = X3 − 2 over Q, inside C to be concrete.
First we adjoin one root and get a cubic field K = Q( 3

√
2). This is isomorphic to

QP = Q[X]/(X3 − 2). But K does not contain the other roots of P , namely 3
√
2ω

and 3
√
2ω2, as if you have only one edge of a regular triangle. So in K[X] we get the

factorization P (X) = (X− 3
√
2)Q(X), whereQ(X) = X2+ 3

√
2X+ 3

√
2
2
. Now we adjoin a

root of Q to K to get F = K( 3
√
2ω) = Q( 3

√
2, 3

√
2ω) = Q( 3

√
2, ω) = Q( 3

√
2, 3

√
2ω, 3

√
2ω2),

in which P splits: P (X) = (X − 3
√
2)(X − 3

√
2ω)(X − 3

√
2ω2) in F [X]. The extension

F/K was quadratic, hence we got an extension F/Q of degree 6. Proposition 7.4 says
that this F/Q is uniquely determined by P — in this case there isn’t much choice in the
order of adjoining the roots, but if P has degree 100 you might get various factorizations
in various order, but you will arrive at an isomorphic extension F/K.
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Lecture 8. Algebraic closure (M. 25/10/10)

As far as you can get

Let us stick to the example P (X) = X3 − 2, K = Q( 3
√
2) and F = Q( 3

√
2, ω). What

is important is that F/Q is more symmetric than K/Q; in fact it is Galois, i.e. there is
an element x ∈ F , whose minimal polynomial Px over Q has degree 6 and F = Q(x),
and F contains all the conjugates of x. In fact, in Lecture 15 we will see that when
P has no multiple roots its splitting field is always Galois. For this F/Q, here is one
way to look at this fact. Write 3

√
2, 3

√
2ω, 3

√
2ω2 as α, β, γ to emphasize the symmetry

— as P is irreducible in Q[X], we can in no way distinguish these three roots, they all
have equal rights. The extension K/Q is not symmetric enough as it has only one root,
and that is reflected in the fact that QP is realized as a subfield of C in three different
ways: K = Q(α),Q(β) and Q(γ), which are different as subsets of C, even though
they are Q-isomorphic. Now F/Q will have 6 different Q-homomorphism into C, but
these 6 maps all have the same image, giving only one subfield of C. Why? Recall that
F = Q(α, β, γ), so an element of HomQ(F,C) is determined by specifying the images
of α, β, γ, but the images all have to be in RootP (C) = {α, β, γ}, therefore you are
only permuting these three roots. (We will see that for every irreducible polynomial in
Q[X] that has a root in F , all the other roots are in F as well, or else the roots will
be intrinsically grouped into the ones that are obtained using P and the ones that are
not; but such distinction cannot be made as the roots of an irreducible equation have
“equal rights”.) In this example K ∼= QP does not know much about the equation P ,
other than that it has “a root”; but the extension F/Q solves the equation P in the
sense that all the algebraic relations between the roots are written inside F , and any
extension can only contain at most one subextension isomorphic to F , i.e. there is no
other way to solve P . To make the solving more explicit, the internal structure of F is
elucidated in terms of the Galois group, using the fundamental theorem.

In this lecture we digress and ask ourselves: could we keep on solving more and
more equations over a field K until we solve them all? More precisely, if P1, P2, . . . is
the sequence of all irreducible polynomials in K[X], make a splitting field F1 of P1,
then F2 of P1P2, and then F3 of P1P2P3, etc. to get a tower F1 ⊂ F2 ⊂ F3 ⊂ · · · of
extensions of K, whose union results in an infinite algebraic extension of K, in which
all polynomials split? Well the answer is yes, except that if we want a statement over
general fields, not just Q,Fp or some explicitly given field, then there is a set-theoretic
complication. When there are uncountably many irreducible polynomials in K, the
above sequence of finite products does not seem to exhaust all of them; if we want to
get around this, we might say we construct inductively a splitting field Fn of Pn over
Fn−1, except that this will be a transfinite induction; it assumes that the index set of
the polynomials is well-ordered so that the induction can be done; actually we need
an additional axiom, the axiom of choice, to endorse this procedure. Here we use a
statement that is equivalent to the axiom of choice, called Zorn’s lemma. As this axiom
is known to be independent from the standard axioms in set theory, purists may want
to avoid using it; in fact over specific fields you can usually avoid it after making some
effort. But for general theory’s sake most mathematicians accept it.
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Math

Definition 8.1. A field F is called an algebraically closed field if every irreducible
element of F [X] is linear. Equivalently, it is a field whose algebraic extensions are all
isomorphic to itself. An algebraic extension F/K is called an algebraic closure of K
if F is algebraically closed.

Theorem 8.2. (Steinitz’ theorem) For any field K, its algebraic closure K exists
uniquely up to K-isomorphism, and HomK(F,K) ̸= ∅ for any algebraic extension F/K.

Proof. Consider the set Λ of all pairs λ = (P, i) where P ∈ K[X] is an irreducible
monic and 1 ≤ i ≤ degP . Consider a variable Xλ = XP,i for each λ ∈ Λ, and the
polynomial ring A := K[Xλ | λ ∈ Λ] in all these variables (but note that each of its
elements (polynomials) can contain only finitely many variables). For each irreducible

monic P ∈ K[X], consider the polynomial P ′(X) := P (X)−
∏degP

i=1 (X−XP,i) ∈ A[X],
and let xP,i ∈ A be the coefficient of X i in P ′(X) for 0 ≤ i < degP .

Let I be the ideal of A generated by all xP,i ∈ A for all P . We first show I ̸= A.
Assume I = A, or 1 ∈ I. Then:

∃a1, . . . , an ∈ A,
n∑

j=1

ajxPj ,ij = 1 ∈ A.

Now let F be a splitting field of P1 · · ·Pn. Then each Pj splits as Pj(X) =
∏degPj

i=1 (X−
αji) in F [X], with αji ∈ F . Consider the “substitution” map f : A → F defined by
f(XPj ,i) = αji for 1 ≤ j ≤ n and 1 ≤ i ≤ degPj , and f(Xλ) = 0 for all the other
Xλ. Then under this ring homomorphism f , the polynomial P ′j [X] ∈ A[X] is sent

to Pj(X) −
∏degPj

i=1 (X − αji) = 0 ∈ F [X], thus we see that f(xPj ,i) = 0 ∈ F for all
1 ≤ i ≤ degPj . Therefore 1 = f(1) = f(

∑
j ajxPj ,ij ) = 0 in F , a contradiction.

Hence take a maximal ideal Q of A containing I by Proposition xii.6 and consider
the field K := A/Q, which is an extension field of K. Let αλ := Xλ mod Q ∈ K. Then
every irreducible monic P ∈ K[X] splits as P (X) =

∏
i(X−αP,i) inK[X]. In particular

αλ is algebraic over K, and K/K is algebraic, as every element of K is a polynomial in
αλ. If L/K is algebraic, for every x ∈ L its minimal polynomial lies in K(αλ1 , . . . , αλm)
for some λ1, . . . , λm, thus x is algebraic over K. As the minimal polynomial of x over
K splits in K, we have x ∈ K, hence L = K. Thus K is algebraically closed.

Now let F/K be algebraic, and let X be the set of all pairs (L, τ) where L is a
subextension of F/K and τ ∈ HomK(L,K). It is an ordered set if we define (L1, τ1) ≤
(L2, τ2) ⇐⇒ L1 ⊂ L2, τ2|L1 = τ1. For any totally ordered subset Y of X, the element
(LY , τY ), defined by LY :=

∪
(L,τ)∈Y L and τY |L = τ for (L, τ) ∈ Y , is an upper bound

of Y , hence X is inductive. Thus we can take a maximal element (M,ρ) of X by
the Zorn’s lemma (Theorem xii.5). For all x ∈ F , we have HomM (M(x),K) ̸= ∅ by
Proposition 7.2, as K is algebraically closed and the minimal polynomial of x over M
splits in K, therefore the maximality of (M,ρ) implies M(x) =M . Thus M = F , and
HomK(F,K) ̸= ∅. If F is an algebraic closure of K, then τ ∈ HomK(F,K) makes K
into an algebraic extension Kτ/F (as K/K is algebraic), thus τ is an isomorphism. �
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Lecture 9. Cyclotomic extensions I: the group µn (W. 27/10/10)

Background

In the next four lectures we deal with the cyclotomic extensions. It’s not just that
(1) they are the most beautiful examples of Galois extensions, but also (2) they are
fairly general (for finite fields they cover all finite extensions, over rationals Q they
cover all abelian extensions), (3) looking into their Galois groups is quite instructive,
so you learn a lot by playing around with them, and (4) it is a basis of the technique
of finding the Galois groups of polynomials over Q (well, a standard exam material).

Cyclotomic extensions are the finite extensions obtained by adjoining the roots of
unity, i.e. the roots of Xn− 1, to a field. The fact that the set µn of all roots of Xn− 1
forms a group under multiplication gives an additional structure to the equation, and
gives a transparent view of how all the roots are related to each other. In fact the
situation is as simple as it could be: the group µn turns out to be cyclic, so all the
roots are powers of one of the roots (a primitive n-th root of unity), and hence the
cyclotomic extensions are simple. Moreover it turns out to be Galois when Xn − 1
actually has n distinct root, which is the case as long as the characteristic of the base
field does not divide n (we show this in the next lecture).

Math

Definition 9.1. For a field K and an integer n ≥ 1, a splitting field of Xn − 1 is
denoted by K(µn), and is called a cyclotomic extension of K. We denote the set of
all roots of Xn − 1 (n-th roots of unity) in K(µn) by µn.

By Proposition ix.8(ii), we have |µn| ≤ n, and clearly µn is a group under multipli-
cation, i.e. it is a finite subgroup of K(µn)

× (the multiplicative group of K(µn)).

Definition 9.2. Let G be a finite group, i.e. a group of finite cardinality. For every
a ∈ G, as there are identical elements among 1, a, a2, . . ., there is a minimal n ∈ N with
the property an = 1. This n is called the order of a.

Exercise 9.3. If the order of a ∈ G is n, then ak = 1 ⇐⇒ n | k. Deduce n | |G|.

Definition 9.4. For an element a of a finite group G, the subset ⟨a⟩ = {ai | i ∈ N} of
G is a subgroup of G, and is called the subgroup of G generated by a. When G = ⟨a⟩
for some a ∈ G, we call G a cyclic group, and a is called a generator of G. The order
of a generator is equal to |G|. A cyclic group consisting of n elements (cyclic group
of order n) is isomorphic to the addtive group of Z/(n) (often denoted by Z/nZ) by
sending a generator to 1 mod n.

Exercise 9.5. (i) The number of generators of a cyclic group of order n is φ(n) =
|{1 ≤ k ≤ n− 1 | (k, n) = 1}| (Euler’s function).

(ii) A cyclic group of order n has a unique subgroup of order d for each positive
divisor d of n, and there are no other subgroups.

Proposition 9.6. For a field K, every finite subgroup G of K× is cyclic.

Remark 9.7. Note that every element of a finite subgroup of K× is a root of unity.
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Proof. Take an element x ∈ G which has the maximal order, and call its order n. We
show that the order of any y ∈ G is a divisor of n. If the order m of y does not
divide n, there is a prime number p and its power pj divides m but not n. So let

m = pjm′, n = pkn′, j > k, (p,m′) = (p, n′) = 1. Then the order of xp
k
ym

′
is, by:

(xp
k
ym

′
)i = 1 =⇒ xp

ki = y−im
′

=⇒

{
xp

jpki = y−im = 1 ⇒ n | pj+ki⇒ n′ | i
1 = xni = y−im

′n′ ⇒ m | im′n′ ⇒ pj | i
=⇒ pjn′ | i,

equal to pjn′, which contradicts the maximality of n. Therefore m | n, but now

xin/m (1 ≤ i ≤ m) gives m distinct roots of Xm − 1 in K, but by Proposition ix.8(ii),

these are all the roots of Xm − 1 in K. Therefore y = xin/m for some i, and as y was
arbitrary, x is a generator of G. �
Corollary 9.8. The group µn is cyclic, as it is a finite subgroup of K(µn)

×.
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Lecture 10. Cyclotomic extensions II: the Galois group (F. 29/10/10)

Consider a field K and its cyclotomic extension K(µn).

Proposition 10.1. If (charK,n) = 1, then |µn| = n, i.e. µn is cyclic of order n.

Proof. It suffices to show that Xn− 1 does not have a multiple root in K(µn), but this
follows readily from Exercise 10.3(ii) below, as it does not have common roots with its
derivative nXn−1, whose only root is 0 by (charK,n) = 1. �
Definition 10.2. The K-linear map D : K[X] → K[X] characterized by the following
is called the derivation of K[X]: (i) D(1) = 0, (ii) D(Xn) = nXn−1 (n ∈ Z>0).

Exercise 10.3. (i) For P,Q ∈ K[X], D(PQ) = D(P )Q+D(Q)P .
(ii) For P ∈ K[X], α ∈ K : a multiple root of P ⇐⇒ (X − α) | P,D(P ).

Now assume (charK,n) = 1.

Definition 10.4. A generator of the cyclic group µn (an element with order n) is
called a primitive n-th root of unity. There are φ(n) of them, and if we denote one
of them by ζ, they are written as ζk, k ∈ (Z/(n))× (Exercise 9.5). This (Z/(n))× =
{k mod n | (k, n) = 1} is the group of units of the ring Z/(n), and |(Z/(n))×| = φ(n).

Proposition 10.5. Let ζ be a primitive n-th root of unity in K(µn), and let Pζ be its
minimal polynomial over K.

(i) K(µn) = K(ζ), and K(ζ)/K is a Galois extension.
(ii) All the roots of Pζ in K(ζ) are primitive n-th roots of unity.

Proof. (i): As µn = {1, ζ, ζ2, . . . , ζn−1}, the first part follows. Also, as Pζ divides

Xn − 1 =
∏n−1

i=0 (X − ζi), it has degPζ distinct roots in K(ζ). (ii): By Pζ | Xn − 1, all

roots of Pζ belong to µn. A non-primitive α ∈ µn of order d < n is a root of Xd − 1.

As ζ is not a root of Xd − 1, the Pζ does not divide Xd − 1, i.e. Pζ and Xd − 1 are
relatively prime, and hence α is not a root of Pζ . �
Definition 10.6. A Galois extension with an abelian Galois group is called an abelian
extension.

Theorem 10.7. (Galois group of cyclotomic extensions) There is an injective
homomorphism as follows, and in particular K(µn)/K is an abelian extension:

Gal(K(µn)/K) ∋ (ζ 7→ ζk) 7−→ k mod n ∈ (Z/(n))×.

Proof. By Proposition 5.2, Gal(K(ζ)/K) ∋ σ 7−→ σ(ζ) ∈ RootPζ
(K(ζ)) is a bijection,

and we know by Proposition 10.5(ii) that RootPζ
(K(ζ)) is contained in {ζk | k ∈

(Z/(n))×}. This gives an injection which does not depend on the choice of ζ, and as
the composite of ζ 7→ ζk and ζ 7→ ζ l is ζ 7→ ζkl, it is a group homomorphism. �
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Lecture 11. Example I: Finite fields (M. 1/11/10)

Proposition 11.1. For a field F of characteristic p > 0, the map Frq : F ∋ x 7−→ xq ∈
F for q = pf (f ≥ 1) is an injective homomorphism, and if F is a finite field then it is
a field automorphism. (We call Frq the q-th power Frobenius map.)

Proof. Consider Frp : F ∋ x 7−→ xp ∈ F . Then (x+y)p = xp+

p−1∑
i=1

(
p

i

)
xp−iyi+yp, but

as p is prime every

(
p

i

)
is divisible by p. Hence (x+y)p = xp+yp, and as (xy)p = xpyp,

this Frp is a ring homomorphism. As F is a field it is injective (Lemma 3.3), hence if

F is finite it is bijective. The general case follows from Frq = (Frp)
f . �

Remark 11.2. When K = Fp, X
p − 1 = (X − 1)p shows that µp = {1}.

Proposition 11.3. Let F be a finite field with |F | = q. Then F is an extension of Fp

of degree f for some p and f , and q = pf . Also F× = µq−1, i.e. if we take a generator

ζ of the cyclic group F× (a primitive root of F ) then F = {0, 1, ζ, ζ2, . . . , ζq−2}.

Proof. As |F | < ∞, the prime field of F is Fp for some p and [F : Fp] < ∞. If

[F : Fp] = f then |F | = pf . The latter part follows from Proposition 9.6. �
Theorem 11.4. Let p be a prime. For each f ≥ 1 there is a unique finite field
Fq = µq−1∪{0} with q = pf elements in Fp, and these fields exhaust all the finite fields
of charactecteristic p.

Proof. Let Fq = µq−1 ∪ {0} be the set of all roots of Xq −X in Fp. As (p, q − 1) = 1

we have |Fq| = q by Proposition 10.1. As Fq = {x ∈ Fp | Frq(x) = x} we see that Fq

is a subfield of Fp by Proposition 11.1. By Proposition 11.3, every degree f extension

F/Fp has to be isomorphic to Fq, and is clearly unique as a subfield of Fp. �
Exercise 11.5. Show that Fqm ⊂ Fqn if and only if m | n. Draw a diagram of all the
intermediate fields of the extension F4096/F2 of degree 12 and their inclusions, together
with corresponding subgroups of the Galois group Z/12Z.

By Proposition 11.3, every finite extension of finite fields is cyclotomic.

Theorem 11.6. Every finite extension Fqn/Fq of finite fields of degree n is a Galois
extension. Its Galois group Gal(Fqn/Fq) is a cyclic group of order n with a generator
Frq : Fqn → Fqn:

φn : Z/nZ ∋ 1 mod n
∼=7−→ Frq ∈ Gal(Fqn/Fq)

Proof. By Proposition 11.1, we see that Frq ∈ AutFq(Fqn). Taking a primitive root ζ of

Fqn by Proposition 11.3, its images ζq
i
= Friq(ζ) for 0 ≤ i < n are all distinct, hence Frq

has order n = [Fqn : Fq]. Therefore Fqn/Fq is Galois and Frq generates Gal(Fqn/Fq). �
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Lecture 12. Example II: Cyclotomic fields (W. 3/11/10)

Lemma 12.1. We can define the polynomial Φn(X) ∈ Z[X] for n ≥ 1 inductively by
Xn − 1 =

∏
d|nΦd(X), where d runs through all positive divisors of n. Then degΦn =

φ(n), and if (charK,n) = 1, then RootΦn(K(µn)) is the set of all primitive n-th roots
of unity. (It is called the n-th cyclotomic polynomial.)

Proof. Use induction in n. By induction hypothesis, the polynomial
∏

d|n,d<nΦd(X) is

in Z[X] and its roots are precisely the n-th roots of unity that are not primitive, we
have the claim by (if a polynomial in Z[X] is divisible in Q[X] by a monic in Z[X], its
quotient also lies in Z[X], by the division algorithm). �
Example 12.2. The first few are: Φ2(X) = X + 1, Φ3(X) = X2 +X + 1, Φ4(X) =
X2 + 1, Φ5(X) = X4 +X3 +X2 +X + 1, Φ6(X) = X2 −X + 1, . . ..

Proposition 12.3. Let (charK,n) = 1. If the image of the canonical injection
Gal(K(µn)/K) → (Z/(n))× in Theorem 10.7 has order m, then all irreducible fac-
tors of Φn in K[X] have degree m.

Proof. For any primitive n-th root of unity ζ, its minimal polynomial Pζ over K is irre-
ducible, divides Φn(X), and has degree [K(ζ) : K] = [K(µn) : K] = |Gal(K(µn)/K)| =
m. As the roots of Φn are all primitive n-the roots of unity, all of its irreducible factors
are of this form. �
Exercise 12.4. Let (p, n) = 1, and let f be the order of p mod n in (Z/(n))×. Then
all irreducible factors of Φn(X) in Fp[X] have degree f .

Theorem 12.5. (Irreducibility of cyclotomic polynomials) The canonical injec-
tion Gal(K(µn)/K) → (Z/(n))× in Theorem 10.7 is an isomorphism when K = Q.
Equivalently, the cyclotomic polynomial Φn(X) is irreducible in Q[X].

Proof. Let P be a (monic) irreducible factor of Φn(X) inQ[X]. It is enough to show that
if ζ is a root of P , then ζp is also a root of P for all primes p not dividing n, because
such primes generate (Z/(n))× and it follows that all primitive n-th roots of unity
ζa (a ∈ (Z/(n))×) are roots of P . Assume that Φn = PQ and ζ is a root of P but ζp is
a root of Q. Note that as Φn, P,Q are monic and Φn ∈ Z[X], it follows that P,Q ∈ Z[X]
by Gauss’ Lemma (Proposition xi.2). Then ζ is a root ofQ(Xp), and as P is the minimal
polynomial of ζ over Q, we see that P (X) | Q(Xp). Reducing modulo p, we see that
P (X) mod p divides Q(Xp) mod p in Fp[X], but Q(Xp) mod p = (Q(X) mod p)p ∈
Fp[X] by Proposition 11.1, thus P (X) mod p andQ(X) mod p are not coprime in Fp[X],
which is false because Φn(X) mod p = (P (X) mod p)(Q(X) mod p) has no multiple
roots in Fp(µn) by Proposition 10.1. �
Remark 12.6. This proof will look smarter if we can “reduce ζ modulo p” to get a
primitive n-th root of unity over Fp. For this we need to define the ring of integers Z[ζ]
of the number field Q(µn), and reduce ζ modulo the prime ideals of this ring.
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Part 3. Galois Theory (2)

Lecture 13. Separable extensions I (F. 5/11/10)

Lemma 13.1. If F/K,E/K be two extensions and L a subextension of F/K, then:

HomK(F,E) =
⨿

τ∈HomK(L,E)

HomL(F,Eτ ).

Proof. If σ ∈ HomK(F,E) then τ := σ|L ∈ HomK(L,E), and σ ∈ HomL(F,Eτ ).
Conversely HomL(F,Eτ ) ⊂ HomK(F,E) for every τ ∈ HomK(L,E). �
Lemma 13.2. Let F/L/K be finite with F = L(x), and E/K arbitrary. Let P be the
minimal polynomial of x over L. Then |HomK(F,E)| ≤ |HomK(L,E)| · [F : L], and
the equality holds if and only if |RootτP (E)| = degP for all τ ∈ HomK(L,E).

Proof. Use Lemma 13.1, HomL(F,Eτ ) ∼= RootτP (E) (Proposition 7.2) and degP =
[F : L] (Proposition 2.7). �
Lemma 13.3. If F/K is finite and E/K is arbitrary, then |HomK(F,E)| ≤ [F : K],
and the following are equivalent:

(i) |HomK(F,E)| = [F : K].
(ii) Let (Li)0≤i≤n be any sequence of subextensions of F/K such that L0 = K, Ln =

F and Li = Li−1(xi). If Qi is the minimal polynomial of xi over Li−1, then
|RootτQi(E)| = degQi for all τ ∈ HomK(Li−1, E).

(iii) There exists a sequence (Li) satisfying (ii).
(iv) Let L be a subextension of F/K and x ∈ F . If Q is the minimal polynomial of

x over L, then |RootτQ(E)| = degQ for all τ ∈ HomK(L,E).
(v) If L,L′ are subextensions of F/K with L ⊂ L′, then |HomL(L

′, Eτ )| = [L′ : L]
for all τ ∈ HomK(L,E).

Proof. By Proposition 4.8, writing F = K(x1, . . . , xn) and Li := K(x1, . . . , xi) always
gives a sequence (Li) of the form in (ii). Thus iterating Lemma 13.2 and using Propo-
sition 2.4 proves the inequality, (i)⇒(ii) and (iii)⇒(i). (ii)⇒(iii) is clear. (ii)⇒(iv):
We can form (Li)0≤i≤n with L = Li−1 and x = xi for some i. (ii)⇒(v): We can form
(Li)0≤i≤n with L = Li and L

′ = Lj for some i, j, then the same argument as (iii)⇒(i).
(iv)⇒(ii): Clear. (v)⇒(i): Set L = K and L′ = F . �
Definition 13.4. (i) A polynomial P ∈ K[X]\K is called separable if |RootP (E)| =

degP for some extension E/K.
(ii) A finite extension F/K is called separable if |HomK(F,E)| = [F : K] for some

extension E/K.

Proposition 13.5. If P ∈ K[X] \K is separable, then |RootP (E)| = degP whenever
P splits in E.

Proof. If |RootP (E′)| = degP then P splits in E′. If E is a splitting field of P , then
an element of HomK(E,E′) maps RootP (E) onto RootP (E

′), hence |RootP (E)| =
degP . For general E′′ where P splits, an element of HomK(E,E′′) maps RootP (E)
into RootP (E

′′) and thus |RootP (E′′)| = degP . �
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Lecture 14. Separable extensions II (M. 8/11/10)

Proposition 14.1. Let F/K be a finite extension, and denote by Px the minimal
polynomial of x ∈ F over K. The following are equivalent:

(i) Px is separable (we say x is separable over K) for every x ∈ F .
(ii) If F = K(x1, . . . , xn) and all Pxi split in E/K, then |HomK(F,E)| = [F : K].
(iii) There exist x1, . . . , xn ∈ F with F = K(x1, . . . , xn) and all Pxi separable.
(iv) F/K is separable.

Proof. Write Pi := Pxi . (i)⇒(ii): Let Li := K(x1, . . . , xi), and Qi the minimal poly-
nomial of xi over Li−1. Then Qi | Pi in Li−1[X], hence τQi | Pi in E[X] for all
τ ∈ HomK(Li−1, E). (i) and Proposition 13.5 shows |RootPi(E)| = degPi, hence
|RootτQi(E)| = degQi. Apply Lemma 13.3(iii)⇒(i). (ii)⇒(iv): Take E to be a split-
ting field of P1 · · ·Pn. (iv)⇒(i): Lemma 13.3(i)⇒(iv) for L = K. (i)⇒(iii): Clear.
(iii)⇒(iv): The same argument as (i)⇒(ii) for a splitting field E of P1 · · ·Pn. �
Proposition 14.2. An irreducible P ∈ K[X] \K is separable if and only if D(P ) ̸= 0.
In particular, if charK = 0, all irreducible P ∈ K[X] are separable, and hence every
finite extension of K is separable by Proposition 14.1(i)⇒(iv).

Proof. If D(P ) = 0, all roots of P are multiple roots in any field by Exercise 10.3(ii). If
D(P ) ̸= 0, as degD(P ) < degP and D(P ) /∈ (P ) in K[X], (P ) + (D(P )) = K[X] ∋ 1
as (P ) is a maximal ideal (Proposition ix.8(i), Proposition vii.20(i)). If E is a splitting
field of P , as 1 ∈ (P ) + (D(P )) remains true in E[X], the linear factors of P cannot
divide D(P ), i.e. there is no multiple root of P in E. �
Exercise 14.3. (i) If K = L(T ) with charL = p, then Xp − T ∈ K[X] is irre-

ducible but not separable, factoring into (X − p
√
T )p in K( p

√
T ).

(ii) Over a finite field, every finite extension is cyclotomic, Galois, hence separable.
(If every finite extension of K is separable, we say K is a perfect field.)

Theorem 14.4. (The primitive element theorem) Every separable finite extension
F/K is simple.

Proof. If K is a finite field, F is also finite, therefore F× is a cyclic group by Propo-
sition 9.6, hence its generator generates F/K. Assume K is infinite. We have F =
K(x1, . . . , xm) by Proposition 4.8, but induction on m and Lemma 13.3(i)⇒(v) shows
that it suffices to prove whenm = 2. Let F = K(x, y), [F : K] = n, and HomK(F,E) =
{σ1, . . . , σn} for an E/K. As any element of HomK(F,E) is determined by the images
of x, y, for i ̸= j we have σi(x) ̸= σj(x) or σi(y) ̸= σj(y). Consider a polynomial:

Q(X) =
∏
i ̸=j

((
σi(x)− σj(x)

)
X +

(
σi(y)− σj(y)

))
∈ E[X].

As K is infinite, there exists z ∈ K that is not a root of Q. Putting w = xz + y ∈ F ,
we have 0 ̸= Q(z) =

∏
(σi(w) − σj(w)), thus σi(w) ̸= σj(w) whenever i ̸= j. Hence

σ1, . . . , σn restricts to n distinct K-homomorphisms of K(w) into E. But Proposition
5.1 shows n ≤ |HomK(K(w), E)| ≤ [K(w) : K], and [K(w) : K] ≤ [F : K] = n because
K(w) ⊂ F , so these are all equalities and F = K(w). �
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Lecture 15. Galois theory II: completed (W. 10/11/10)

Definition 15.1. A finite extension F/K is Galois if |AutK(F )| = [F : K]. [Equiva-
lently: (a) |HomK(F, F )| = [F : K] (Lemma 3.4), (b) Definition 5.3 (Theorem 14.4).]

Theorem 15.2. Let F/K be finite and Px as in Proposition 14.1.

(i) F/K : Galois ⇐⇒ |RootPx(F )| = degPx for all x ∈ F .
(ii) (Artin) F/K : Galois ⇐⇒ K = FG for some subgroup G of AutK(F ).
(iii) A splitting field E/K of P ∈ K[X] is Galois if all irreducible factors of P are

separable. If F/K is separable, there is a finite E/F such that E/K is Galois.

Proof. (i): ⇒: Lemma 13.3(i)⇒(iv) for L = K andE = F . ⇐: Proposition 14.1(i)⇒(ii)
for E = F . (ii): ⇒: Theorem 6.2. ⇐: For x ∈ F , let {x1, . . . , xm} = {σ(x) | σ ∈ G}
and Qx =

∏m
i=1(X−xi). Then Qx ∈ K[X] as FG = K, thus Px | Qx. Apply (i). (iii): If

RootP (E) = {x1, . . . , xn}, then E = K(x1, . . . , xn) by Proposition 7.5. As Pxi divide P ,
they are separable and split in E. Use Proposition 14.1(iii)⇒(ii). If F = K(x1, . . . , xn)
then Pxi are separable by Proposition 14.1(iv)⇒(i). If E is a splitting field of the
product of Pxi , then HomK(F,E) = [F : K] by Proposition 14.1(i)⇒(ii). �
Exercise 15.3. The field E/K as in the proof of (iii) is the “minimal” extension E/K
with HomK(F,E) = [F : K], and called the Galois closure of F/K.

Now we are ready to generalize the argument of Lecture 5. Assume L/K is finite
and F/K is Galois, and consider the action we saw in Lecture 5:

Gal(F/K)×HomK(L,F ) ∋ (σ, f) 7−→ σ ◦ f ∈ HomK(L,F ).

The generalization of Proposition 5.2 is as follows:

Proposition 15.4. Assume HomK(L,F ) ̸= ∅. Then for any f ∈ HomK(L,F ), the map
Gal(F/K) ∋ σ 7−→ σ ◦ f ∈ HomK(L,F ) is surjective, and |HomK(L,F )| = [L : K].

Proof. Assume L is a subextension of F/K and f = id. Then the inverse image of τ ∈
HomK(L,F ) is HomL(F, Fτ ), but |HomL(F, Fτ )| = [F : L] and |HomK(L,F )| = [L : K]
by Lemma 13.3(i)⇒(v) for E = F . The general case follows because L ∼= f(L) ⊂ F by
f , and HomK(f(L), F ) ∋ g 7→ g ◦ f ∈ HomK(L,F ) is bijective. �
Proposition 15.5. Let F/K be Galois and G = Gal(F/K). If L is a subextension of
F/K and H = Gal(F/L), then:

(i) G ∋ σ 7−→ σ|L ∈ HomK(L,F ) is surjective.
(ii) Gal(F/σ(L)) = σHσ−1 = {στσ−1 | τ ∈ H} (∀σ ∈ G).
(iii) G ◃ H ⇐⇒ σ(L) = L (∀σ ∈ G) ⇐⇒ L/K : Galois.
(iv) If L/K is Galois, then G/H ∋ σ 7−→ σ|L ∈ Gal(L/K) is an isomorphism.

Proof. (i): Proposition 15.4. (ii): If H ′ := Gal(F/σ(L)), then σHσ−1 ⊂ H ′. Similarly,
L = σ−1(σ(L)) gives σ−1H ′σ ⊂ H, hence H ′ ⊂ σHσ−1. (iii): By (ii) and Theorem 6.2,
we have σHσ−1 = H (∀σ ∈ G) ⇐⇒ σ(L) = L (∀σ ∈ G). This last condition means
that the surjection (i) factors through HomK(L,L), thus HomK(L,L) = HomK(L,F ).
Therefore L/K is Galois as |HomK(L,F )| = [L : K]. (iv) By Gal(L/K) = HomK(L,F ),
the surjection (i) is a homomorphism with the kernel H. �
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Part 4. Examples (2)

Lecture 16. General equations, cubics (F. 12/11/10)

Definition 16.1. Let K be a field and P ∈ K[X] be a separable polynomial. The
Galois group Gal(P ) of P is defined as Gal(F/K) for a splitting field F of P over K,
which is unique up to isomorphism by Propositions 7.4 and Theorem 15.2(iii).

Proposition 16.2. Let P ∈ K[X] be a separable polynomial with degP = n. Then
Gal(P ) is a subgroup of the automorphism group of RootP (F ), where F is a splitting
field of P . In particular, a choice of ordering of the roots in RootP (F ) gives an injection
Gal(P ) → Sn, where Sn := Aut({1, . . . , n}) is the symmetric group in n letters
(well-defined up to reordering of {1, . . . , n}, i.e. conjugation by an element of Sn).

Proof. If RootP (F ) = {x1, . . . , xn}, then Gal(F/K) acts on the set RootP (F ). As
F = K(x1, . . . , xn) by Proposition 7.5, an automorphism σ ∈ Gal(F/K) is determined
by σ(x1), . . . , σ(xn), thus Gal(F/K) is a subgroup of Aut(RootP (F )). Once we label
the elements of RootP (F ), we have Aut(RootP (F )) ∼= Aut({1, . . . , n}) = Sn. �
Proposition 16.3. Let K be a field and F = K(x1, . . . , xn) := Frac(K[x1, . . . , xn])
be a rational function field in n variables, where x1, . . . , xn are indeterminates. Let
a1, . . . , an be the elementary symmetric polynomials of xi, namely ai :=

∑
I xλ1 · · ·xλi

where I = {λ1, . . . , λi} runs through all subsets of {1, . . . , n} of cardinality i, and let
L := K(a1, . . . , an) be the subfield of F consisting of all rational functions of ai. If
P (X) = Xn +

∑n
i=1(−1)iaiX

n−i ∈ L[X], then Gal(P ) ∼= Sn.

Proof. As RootP (F ) = {x1, . . . , xn} and F = L(x1, . . . , xn), the F/L is a splitting field
of P . Hence Gal(P ) = Gal(F/L) ⊂ G := Aut({x1, . . . , xn}) ∼= Sn. But G acts on F by
K-automorphisms permuting x1, . . . , xn and L ⊂ FG, hence G ⊂ Gal(F/L). �
Remark 16.4. By Galois theory (Theorem 6.2), we have L = FG (the symmetric
function theorem for rational functions).

Example 16.5. Let K be a field with charK ̸= 2, 3 and µ3 ⊂ K, and consider a
general cubic P (X) = X3−aX2+ bX− c = (X−α)(X−β)(X−γ) in F = K(α, β, γ),
which is Galois over L := K(a, b, c) with Galois group S3. We look for x ∈ F with
F = L(x), whose minimal polynomial Q over L (necessarily degQ = 6) has a simple
form. For this we consider the Lagrange resolvent x = α+ ζβ + ζ2γ for a primitive
cubic root of unity ζ. Then the images of x under the action of Gal(F/L) ∼= S3 are:

RootQ(F ) = { x = α+ ζβ + ζ2γ, β + ζγ + ζ2α, γ + ζα+ ζ2β,

y := α+ ζγ + ζ2β, β + ζα+ ζ2γ, γ + ζβ + ζ2α}.

and x3 + y3 = (x+ y)(ζx+ ζ2y)(ζ2x+ ζy) = (2α− β − γ)(2γ − α− β)(2β − α− γ) =
(3α − a)(3β − a)(3γ − a) = −27P (a/3) = −9ab+ 2a3 + 27c and xy = α2 + β2 + γ2 −
αβ−βγ−γα = a2−3b, thus we see that Q(X) = X6+(9ab−2a3−27c)X3+(a2−3b)3,
which is solvable via

√
and 3

√
, and the original roots are recovered from x as

y = (a2 − 3b)/x, α = (x+ y + a)/3, β = (ζx+ ζ2y + a)/3, γ = (ζ2x+ ζy + a)/3.
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Lecture 17. Kummer extensions (M. 15/11/10)

Definition 17.1. A Galois extension is called cyclic if its Galois group is cyclic.

Let n be a positive integer and K a field with (charK,n) = 1, which contains the
group of n-th roots of unity µn, i.e. X

n − 1 splits in K.

For a ∈ K× such that P (X) := Xn − a is irreducible in K[X], we consider the
extension F = K( n

√
a) := K[X]/(Xn − a) obtained by adjoining a root of P (an n-th

root of a). Denoting one root in F by x = n
√
a, and fixing a primitive n-th root of unity

ζ = ζn ∈ K, we have RootP (F ) = {ζix ∈ F | 0 ≤ i ≤ n − 1} as they are distinct by
Proposition 10.1. Thus F/K is a Galois extension. We have the following isomorphism,
which shows that it is a cyclic extension:

Gal(F/K) ∋ ( n
√
a 7→ ζi n

√
a) 7−→ i mod n ∈ Z/nZ.

Definition 17.2. For a field K with (charK,n) = 1, µn ⊂ K, a cyclic extension of
degree n of the form F = K( n

√
a) ∼= K[X]/(Xn − a) is called a Kummer extension.

Exercise 17.3. For every field K with charK ̸= 2, every quadratic extension is a
Kummer extension. (Note that µ2 = {±1} ⊂ K.)

Theorem 17.4. (Kummer theory) Let n ≥ 1. Let K be a field with (charK,n) = 1
and µn ⊂ K. Then every cyclic extension of degree n is a Kummer extension.

Proof. Let F/K be cyclic of degree n, and choose a generator σ of G = Gal(F/K). Let
Q be the minimal polynomial of σ considered as an endomorphism σ ∈ End(F ) of F
as a vector space over K. Then Λ := RootQ(K) is the set of all eigenvalues of σ by
Proposition xiv.17. As σn = id we have Q | Xn − 1, hence Λ ⊂ µn. Now Λ is a group
under multiplication, because if c, d ∈ Λ and σ(x) = cx, σ(y) = dy for x, y ∈ F×, then
σ(xy) = σ(x)σ(y) = (cd)(xy), σ(x−1) = σ(x)−1 = c−1x−1 imply cd, c−1 ∈ Λ. Thus
Λ = µd ⊂ µn for some d | n (Exercise 9.5(ii)). As Q | Xn − 1, we have Q = Xd − 1.
But σ has order n, hence d = n and Λ = µn. Let ζ ∈ µn be a primitive n-th root of
unity, and let x ∈ F× be its eigenvector. Then σ(xn) = σ(x)n = (ζx)n = xn, hence
a := xn ∈ FG = K by Galois theory (Theorem 6.2). Therefore the minimal polynomial
P of x over K divides Xn−a. But σi(x) = ζix for 0 ≤ i ≤ n−1 are all distinct, and as
σi are K-isomorphisms, they are all roots of P . Thus P = Xn − a and F = K(x). �
Definition 17.5. A finite groupG is called a soluble group if there exists a decreasing
sequence (Gi) of subgroups G = G0 ⊃ G1 ⊃ · · · ⊃ Gn−1 ⊃ Gn = {1} such that
Gi−1 ◃ Gi and Gi−1/Gi is cyclic for all 1 ≤ i ≤ n.

Lemma 17.6. (i) If G ◃ H, then G : soluble ⇐⇒ H, G/H : soluble.
(ii) Finite abelian groups are soluble.

Proof. (i): Let p : G → G/H be the canonical surjection. If (Gi) is a sequence for G,
then (H ∩Gi), (p(Gi)) give the sequences for H and G/H. If (Hi), (Gi) are sequences
for H and G/H, combining (Hi) and (p−1(Gi)) gives one for G. (ii): If G ∋ σ ̸= 1 and
H = ⟨σ⟩, then H is cyclic and |G/H| < |G|. Use (i)⇐ and induction on |G|. �
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Lecture 18. Soluble and radical extensions (W. 17/11/10)

Definition 18.1. A finite extension F/K is called a soluble extension if there is a
finite E/F such that E/K is Galois with a soluble Galois group.

Proposition 18.2. (i) A Galois F/K is soluble if and only if Gal(F/K) is soluble.
(ii) If L/K is soluble and F/L is abelian, then F/K is soluble.

Proof. (i): If: clear. Only if: Proposition 15.5(iv) and Lemma 17.6(i)⇒. (ii): Let
E/L be finite with E/K Galois (thus |HomK(L,E)| = [L : K]) and Gal(E/K) soluble.
By induction or Theorem 14.4, we can assume F = L(x). Let P,Q be the minimal
polynomial of x overK,L respectively, and E′ be the splitting field of P over E. Then Q
is separable as F/L is Galois, hence so is τQ for every τ ∈ HomK(L,E) (use Proposition
14.2). As τQ | P , we have |HomK(F,E′)| = [F : K] by Lemma 13.2, which shows
|HomK(K(x), E′)| = |RootP (E′)| = degP by Lemma 13.3(i)⇒(iv). Let RootP (E

′) =
{x1, . . . , xn} so that E′ = E(x1, . . . , xn), and set E0 = E, En = E′ and Ei = Ei−1(xi).
If Qi is the minimal polynomial of xi over Ei−1 and τ ∈ HomK(Ei−1, E

′), then τQi | P ,
thus |HomK(E′, E′)| = [E′ : K] by Lemma 13.3(iii)⇒(i) and E′/K is Galois. Fix i, pick
τ ∈ HomK(K(x), E′) with τ(x) = xi (Proposition 7.2) and extend to τ ∈ HomK(F,E′)
by Lemma 13.3. Then |HomK(L,E)| = |HomK(L,E′)| = [L : K] shows τ(L) ⊂ E. As
τ gives F ∼= τ(F ), we have τ(F ) = τ(L)(xi) and τ(F )/τ(L) abelian. By τ(L) ⊂ E ⊂
Ei−1, the next Lemma shows that Ei/Ei−1 is abelian with Gal(Ei/Ei−1) injecting to
Gal(τ(F )/τ(L)). Thus Gal(E′/K) is soluble by Lemma 17.6(ii) and (i)⇐. �
Lemma 18.3. Let E/L/K be finite extensions and x ∈ E. If K(x)/K is Galois,
then L(x)/L is Galois and the map Gal(L(x)/L) ∋ σ 7−→ σ|K(x) ∈ Gal(K(x)/K) is
injective. (The field L(x) is the composite field of K(x) and L in E.)

Proof. As the minimal polynomial of x over L divides that of x over K, its roots
are distinct and all belong to K(x), hence L(x)/L is Galois. The map is injective as
σ ∈ Gal(L(x)/L) is determined by σ(x). �
Definition 18.4. A finite extension F/K is called a radical extension if there is a
finite E/F such that E/K is a succession of cyclotomic and Kummer extensions.

Theorem 18.5. If charK = 0, then F/K : radical ⇐⇒ F/K : soluble.

Proof. ⇒: Cyclotomic and Kummer extensions are abelian. Iterate Proposition 18.2(ii).
⇐: Let E/K be Galois with Gal(E/K) soluble. Take a sequence (Gi) for G and the
corresponding subextensions K = K0 ⊂ · · · ⊂ Km = E (Theorem 6.2), both of which
we subdivide (each step remains cyclic by Proposition 15.5(iv)) so that Ki = Ki−1(xi)
for all i. Let ni := |Gi−1/Gi| and n := n1 · · ·nm. By Lemma 18.3 Ki(µn)/Ki−1(µn)
is Galois with the Galois group isomorphic to a subgroup of Gal(Ki/Ki−1) ∼= Gi−1/Gi

(Proposition 15.5(iv)), hence cyclic of degree dividing ni (Exercise 9.5(ii)), therefore
Kummer by Theorem 17.4. Thus E(µn) = Km(µn)/K is radical. �
Corollary 18.6. A general equation of degree n ≥ 5 is not solvable by iterated radicals.

Proof. As An (Definition 19.1) is simple for n ≥ 5, the group Sn is not soluble by Lemma
17.6(i)⇒. Now use Proposition 16.3, Proposition 18.2(i) and Theorem 18.5⇒. �
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Lecture 19. Quartics, discriminants (F. 19/11/10)

Definition 19.1. (i) For every σ ∈ Sn there is a partition {1, . . . , n} = I1⨿· · ·⨿Im
with |Ii| = ni such that for each Ii = {a1, . . . , ani} we have σ(aj) = aj+1 for
1 ≤ j ≤ ni − 1 and σ(ani) = a1. We denote σ = (a1 · · · an1)(b1 · · · bn2) · · · , and
say σ is of cyclic type (n1, . . . , nm). (It corresponds to conjugacy classes.)

(ii) A group homomorphism sgn : Sn → Z/2Z is defined by sending σ of cyclic type
(n1, . . . , nm) to

∑m
i=1(ni − 1) mod 2 (exercise). For all n ≥ 2, the alternating

group An is defined as Ker (sgn) ▹ Sn, a normal subgroup of index 2.

Definition 19.2. Let K be a field. If P ∈ K[X] is separable and degP = n, then
the injection Gal(P ) → Sn is determined up to conjugation in Sn by Proposition 16.2.
Therefore, if H ▹ Sn, then we have a normal subgroup Gal(P ) ∩H of Gal(P ).

Example 19.3. When n = 4, the group S4 is soluble. Define the Klein 4-group
as V4 := {1, (12)(34), (13)(24), (14)(23)} ▹ S4, isomorphic to Z/2Z × Z/2Z. Then
S4/V4 ∼= S3, and we have S4 ◃ A4 ◃ V4 ◃ Z/2Z ◃ {1} and the successive indices
are 2, 3, 2, 2. Let P ∈ K[X] be a separable quartic with a splitting field F/K and
RootP (F ) = {α, β, γ, δ}. As a = α+ β + γ + δ ∈ K, by subtracting a/4 from all roots
we assume a = 0. Let x = α+ β, y = α+ γ, z = α+ δ. Then

α = (x+ y + z)/2, β = (x− y − z)/2, γ = (−x+ y − z)/2, δ = (−x− y + z)/2

and F = K(x, y, z). As x = α+ β = −(γ + δ), etc., {±x,±y,±z} are all distinct, and
we have 3 distinct elements of F :

x2 = −(α+ β)(γ + δ), y2 = −(α+ γ)(β + δ), z2 = −(α+ δ)(β + γ),

the action of Gal(P ) ⊂ S4 on {α, β, γ, δ} induces its action on {x2, y2, z2} (this realizes
S3 ∼= S4/V4), and the subgroup of automorphisms fixing all x2, y2, z2 is Gal(P ) ∩ V4.
Thus the subextension of F/K corresponding to Gal(P ) ∩ V4 is L = K(x2, y2, z2), and
F/L is at most biquadratic. The extension L/K is a splitting field of the cubic equation
Q ∈ K[X] with RootQ(L) = {x2, y2, z2}, which is called the resolvent cubic of P .

Exercise 19.4. For P (X) = X4 + pX2 + qX + r, its resolvent cubic is Q(X) =
X3 + 2pX2 + (p2 − 4r)X − q2.

Proposition 19.5. Let P ∈ K[X] be separable with degP = n, and F/K its splitting
field. If charK ̸= 2, then the subextension corresponding to Gal(P ) ∩ An is K(

√
∆P ),

where the discriminant ∆P ∈ K of P is defined as ∆P :=
∏

i<j(xi − xj)
2 ∈ K where

RootP (F ) = {x1, . . . , xn}. Therefore Gal(P ) ⊂ An if and only if ∆P is a square in K.

Proof. As ∆P is fixed under the action of Gal(P ), it lies in K, and ∆P ̸= 0 as P is
separable. Let L/K be the subextension corresponding to Gal(P ) ∩ An. As

√
∆P :=∏

i<j(xi−xj) is fixed under the action of Gal(P )∩An it is in L, and if σ ∈ Gal(P )\An

then σ(
√
∆P ) = −

√
∆P ̸=

√
∆P , hence it generates L/K. �

Exercise 19.6. Let charK ̸= 2, 3 and µ3 ⊂ K, and consider a cubic P (X) = X3 −
aX2 + bX − c = (X − α)(X − β)(X − γ) with a, b, c ∈ K. If P is irreducible then
Gal(P ) ∼= A3 or S3, and the two cases occur according to whether ∆P ∈ K is a
square or not. The extension K(

√
∆P ) is obtained by adjoining a root of the minimal

polynomial X2 + (9ab− 2a3 − 27c)X + (a2 − 3b)3 of the cube of Lagrange resolvent.
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Lecture 20. Galois groups over Q (M. 22/11/10)

Proposition 20.1. Let P ∈ K[X] be separable with degP = n. Then P is irreducible
if and only if the Galois group Gal(P ) is transitive as a subgroup of Sn. (A subgroup
G ⊂ Sn is transitive if for every i, j ∈ {1, . . . , n} there exists σ ∈ G with σ(i) = j.)

Proof. If P = QR in K[X], then elements of Gal(P ) cannot send roots of Q to roots of
R, thus not transitive on RootP (F ). If P is irreducible, then by Sn ∼= Aut

(
RootP (F )

) ∼=
Aut

(
HomK(KP , F )

)
(Proposition 5.1), the transitivity is Proposition 15.4. �

Example 20.2. (i) If a cyclic subgroup of Sn is transitive then it has order n.
(The Galois groups over finite fields.)

(ii) Transitive subgroups of S3 are A3
∼= Z/3Z and S3.

(iii) Transitive subgroups of S4 are, up to conjugation:
Z/4Z, V4 = {1, (12)(34), (13)(24), (14)(23)} ∼= Z/2Z× Z/2Z, D8, A4 and S4.

(iv) Transitive subgroups of S5 are, up to conjugation: Z/5Z, D10,
F20 = ⟨(12345), (1)(2453)⟩ (the Frobenius group of order 20), A5 and S5.

Let xi, ai be as in Proposition 16.3. Let A := Z[a1, . . . , an] and B := Z[x1, . . . , xn]
be the polynomial rings, so that L = Q(a1, . . . , an) and F = Q(x1, . . . , xn) are their
fields of fractions. Recall the action of Sn ∼= Gal(F/L) on x1, . . . , xn, i.e. σ(xi) := xσ(i)
for σ ∈ Sn, thus Sn acts on B and F . Consider the following polynomial (the minimal
polynomial of a “generic resolvent”), where Ti are auxiliary variables:

R :=
∏
σ∈Sn

Rσ, Rσ := X −
(
σ(x1)T1 + · · ·+ σ(xn)Tn

)
∈ B[T1, . . . , Tn][X].

Then the coefficients are invariant under Sn, therefore in L (Remark 16.4), thus in
B ∩ L = A (Lemma xi.4), i.e. R ∈ A[T1, . . . , Tn][X]. Now let K be a field and P =
Xn+

∑n
i=1(−1)ibiX

n−i ∈ K[X] be separable. Let E/K be its splitting field so thatG :=
Gal(P ) = Gal(E/K) ⊂ Sn and RootP (E) = {y1, . . . , yn}. Consider a G-equivariant
ring homomorphism τ : B → E defined by τ(xi) = yi. It restricts to A → K with
τ(ai) = bi. Thus τRσ ∈ E[T1, . . . , Tn][X] for each σ, and τR ∈ K[T1, . . . , Tn][X].
Let Q be an irreducible factor of τR in K(T1, . . . , Tn)[X]. If τRσ | Q then τRρσ | Q
for all ρ ∈ G, thus τRGσ :=

∏
ρ∈G τRρσ | Q. But τRGσ ∈ K[T1, . . . , Tn][X] because

the coefficients are invariant under G and EG = K, thus τRGσ = Q. As τR =∏
σ∈G\Sn

τRGσ, this is the irreducible factorization of τR in K(T1, . . . , Tn)[X].

Proposition 20.3. Let P ∈ Z[X] be a separable monic polynomial and let p be a
prime such that P mod p ∈ Fp[X] is also separable. If P mod p = Q1 · · ·Qm is the
factorization into irreducibles in Fp[X] and degQi = ni, then Gal(P ) contains an
element of cyclic type (n1, . . . , nm). (The proof of Theorem 12.5 used this structure.)

Proof. The τ corresponding to P gives τR ∈ Z[T1, . . . , Tn][X], whose factorization in
Q(T1, . . . , Tn)[X], which is the same as the factorization in Z[T1, . . . , Tn][X] (it is a
UFD by Proposition xi.3, so use Gauss’ Lemma (Proposition xi.2)), gives Gal(P ). The
τ corresponding to P mod p gives τR = τR mod p ∈ Fp[T1, . . . , Tn][X], and it factorizes
further than τR, thus Gal(P mod p) is a subgroup of Gal(P ) up to conjugation. The
p-th power Frobenius map gives the desired element in Gal(P mod p). �
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Part 5. Beyond the Theory of Equations

Lecture 21. Another proof of the Galois theory (W. 24/11/10)

Proposition 21.1. (Dedekind) Let F,E be fields and σ1, . . . , σn : F → E be mutually
distinct field homomorphisms. Then they are linearly independent over E in the E-
vector space of all additive group homomorphisms from F to E. In other words, if
c1, . . . , cn ∈ E and

∑n
i=1 ciσi(x) = 0 for all x ∈ F , then c1 = · · · = cn = 0.

Proof. Assume otherwise and take the minimal k such that {σ1, . . . , σk} is linearly

dependent, i.e. there exist cj ∈ E with
∑k

j=1 cjσj = 0 and ck ̸= 0. As σk ̸= 0, there is

a t < k with ct ̸= 0. As σt ̸= σk, choose x ∈ F with σt(x) ̸= σk(x). For all y ∈ F we

have
∑k

j=1 cjσj(x)σj(y) =
∑k

j=1 cjσj(xy) = 0, i.e.
∑k

j=1 cjσj(x)σj = 0. Hence

k−1∑
j=1

cj
(
σj(x)− σk(x)

)
σj =

k∑
j=1

cjσj(x)σj − σk(x)
k∑

j=1

cjσj = 0,

which contradicts the minimality of k because σt(x)− σk(x) ̸= 0. �
Corollary 21.2. Let F/K be finite. (cf. Lemma 13.3, Definition 15.1.)

(i) If E/K is an extension, then |HomK(F,E)| ≤ [F : K].
(ii) If F/K is Galois and L/K is its subextension, then F/L is Galois.

Proof. (i): By Proposition 21.1 HomK(F,E) is a linearly independent set in the E-
vector space of all K-linear maps from F to E, which has dimension [F : K] over E.
Use Proposition iv.6(i). (ii): Use (i), Lemma 13.1 and Proposition 2.4. �
Proposition 21.3. (Artin) If H is a subgroup of Aut(F ), then [F : FH ] ≤ |H|.

Proof. Assume otherwise, and let H = {σ1, . . . , σm} with m < n = [F : FH ]. Take a
basis {x1, . . . , xn} of F over FH . Then the system of equations

∑n
j=1 cjσi(xj) = 0 (1 ≤

i ≤ m) has a solution cj ∈ F which is not all zero (Proposition xv.3(ii)). Take the

minimal k such that there exist cj ∈ F with
∑k

j=1 cjσi(xj) = 0 with ck ̸= 0. We can

assume ck = 1 by dividing all cj by ck. As x1, . . . , xk are linearly independent over FH ,
there is a t < k with ct /∈ FH (look at σ1 = id), so choose σ ∈ H with σ(ct) ̸= ct. AsH is

a group, applying σ to the system of equations gives
∑k

j=1 σ(cj)σi(xj) = 0 (1 ≤ i ≤ m).

As σ(ck) = σ(1) = 1 = ck, we have

k−1∑
j=1

(
σ(cj)− cj

)
σi(xj) =

k∑
j=1

σ(cj)σi(xj)−
k∑

j=1

cjσi(xj) = 0 (1 ≤ i ≤ m),

which contradicts the minimality of k because σ(ct)− ct ̸= 0. �

Proof of Theorem 6.2. We have |Φ(L)| = [F : L] by Corollary 21.2(ii). Therefore,
as H ⊂ Φ(Ψ(H)), we have |H| ≤ |Φ(Ψ(H))| = [F : Ψ(H)]. As L ⊂ Ψ(Φ(L)), we have
[F : L] = |Φ(L)| ≤ [F : Ψ(Φ(L))] ≤ [F : L], thus Ψ ◦ Φ = id. By Proposition 21.3, we
have |H| ≤ |Φ(Ψ(H))| = [F : Ψ(H)] ≤ |H|, thus Φ ◦Ψ = id. �
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Lecture 22. Trace and norm∗ (not lectured)

We denote by HomK-vs(F,E) etc. the set of all K-linear maps as K-vector spaces.

Definition 22.1. Let F/K be finite and x ∈ F . Let mx : F ∋ y 7→ xy ∈ F be the
x-multiplication map viewed as an element of EndK-vs(F ). Its trace and determinant
(elements in K) are called the trace TF/K(x) and the norm NL/K(x) of x.

Clearly the trace TF/K : F → K is a K-linear map, and the norm NF/K : F× → K×

is a group homomorphism by Proposition xiii.5(i),(ii).

Lemma 22.2. Let F/K be finite separable with [F : K] = n, and HomK(F,E) =
{σ1, . . . , σn} for an extension E/K. Then a subset X = {x1, . . . , xn} ⊂ F is a K-basis
of F if and only if

(
σi(xj)

)
∈ GLn(E) (⇔ det

(
σi(xj)

)
̸= 0 by Proposition xvi.14(ii)).

Proof. If X is a basis of F , then its dual basis X∗ := {x∗1, . . . , x∗n} is an E-basis
of HomK(F,E). As HomK(F,E) is also an E-basis by Proposition 21.1 and σi =∑n

j=1 σi(xj)x
∗
j , we have (σi(xj)) ∈ GLn(E). If (σi(xj)) ∈ GLn(E) and

∑n
j=1 cjxj = 0

for cj ∈ K, then
∑n

j=1 cjσi(xj) = 0 shows cj = 0 by Proposition xvi.15(ii). �

Proposition 22.3. Let F/K be finite separable with [F : K] = n, and HomK(F,E) =
{σ1, . . . , σn} for an extension E/K. Then we have

TF/K(x) =

n∑
i=1

σi(x), NF/K(x) =

n∏
i=1

σi(x).

In particular, TF/K : F → K is not a zero map by Proposition 21.1, hence surjective.

Proof. Note that TF/K(x), NF/K(x) are trace/determinant ofm∗x ∈ EndK-vs(F
∗), which

are also those of the E-linear map m∗x : HomK-vs(F,E) ∋ f 7→ f ◦mx ∈ HomK-vs(F,E).
With respect to its basis HomK(F,E) (Proposition 21.1), it is represented by a diagonal
matrix with entries σ1(x), . . . , σn(x), because m

∗
x(σj) = σj ◦mx = (y 7→ xy 7→ σj(xy) =

σj(x)σj(y)) = σj(x) · σj . �
Proposition 22.4. Let F/K be finite separable and L/K its subextension. Then:

TF/K = TL/K ◦ TF/L, NF/K = NL/K ◦NF/L.

Proof. Take an extension E/K with HomK(F,E) = [F : K]. The proposition follows
from the decomposition HomK(F,E) =

⨿
τ∈HomK(L,E)HomL(F,Eτ ) (Lemma 13.1). �

- inseparable case?

- dual basis

- Hilbert 90
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Lecture 23. Infinite Galois extensions∗ (not lectured)

Let K be a field.

Definition 23.1. An algebraic extension F/K is called a Galois extension if it is
a union of finite Galois extensions of K. In this case the group AutK(F ) of all K-
automorphisms of F is called the Galois group of F/K, and denoted by Gal(F/K).

Fix an algebraic closure of K of K. The union Ksep of all finite separable extensions
of K inside K is a Galois extension of K by the next lemma and Theorem 15.2(iii):

Lemma 23.2. The composite LL′/K of two finite Galois extensions L/K,L′/K is a
Galois extension. If L/K,L′/K are both abelian, so is LL′/K.

Proof. As the Galois closure of LL′/K (Exercise 15.3) coincides with LL′, it is a Galois
extension. The latter part follows from the injectivity of the group homomorphism
Gal(LL′/K) ∋ σ 7−→ (σ|L, σ|L′) ∈ Gal(L/K)×Gal(L′/K). �
Definition 23.3. We call Ksep the separable closure of K, and its Galois group
GK = Gal(Ksep/K) the absolute Galois group of K. If K is perfect then Ksep = K.

Exercise 23.4. (i) By Lemma 23.2, the union Kab of all abelian extensions of K
inside K is a Galois extension of K (the maximal abelian extension of K).

(ii) The union K(µ∞) =
∪

n≥1K(µn) of all cyclotomic extensions of K inside K

is a Galois extension of K (the maximal cyclotomic extension of K). We
have K(µ∞) ⊂ Kab by Theorem 10.7.

Proposition 23.5. Let F/K be a Galois extension, and L/K its finite subextension.

(i) F/L is Galois and Gal(F/K) ∋ σ 7−→ σ|L ∈ HomK(L,F ) is surjective.
(ii) If L/K is also Galois, then H = Gal(F/L) is a normal subgroup of G =

Gal(F/K), and we have a group isomorphism: G/H ∋ σ 7−→ σ|L ∈ Gal(L/K).

Proof. (i) Write F =
∪
L′ as a union of finite Galois extensions L′/K. Then LL′/L

is Galois by Lemma 18.3 and F =
∪
LL′, hence F/L is Galois. For each L′, by the

latter part of Proposition 14.1 we have Gal(L′/K) = HomK(L′,K), hence Gal(F/K) =
HomK(F,K). Therefore if we extend an arbitrary element of HomK(L,F ) to an element
of HomK(K,K) by Theorem 8.2(ii) and restrict it to F we get an element of Gal(F/K),
hence the surjectivity.

(ii) By the latter part of Proposition 14.1 we have Gal(L/K) = HomK(L,F ) hence
the surjection in (i) is a group homomorphism, and as H is its kernel it is normal. The
second part follows from the homomorphism theorem. �
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Appendix. Galois groups of infinite Galois extensions

Definition 23.6. For a family {Xi}i∈Λ of groups (resp. rings), indexed by the elements
of a set Λ, if we define componentwise operations on the product set

∏
i∈ΛXi as:

(xi)(yi) = (xiyi), ( resp. and (xi) + (yi) = (xi + yi) ),

then it becomes a group (resp. ring). This
∏

i∈ΛXi is called the direct product of
groups (resp. rings).

Exercise 23.7. An integral domain cannot be isomorphic to a direct product of more
than one rings.

Proposition 23.8. For an infinite Galois extension F/K, if we denote the set of all
intermediate finite Galois extensions of F/K by Λ, then we have the following group
isomorphism:

Gal(F/K) ∋ σ 7−→ (σ|L) ∈
{
(σL)L∈Λ

∣∣ L ⊂ L′ =⇒ σL′ |L = σL
}
⊂

∏
L∈Λ

Gal(L/K).

The set in the right hand side is a subgroup of the direct product, and is called an
inverse limit lim

←−
Gal(L/K) of {Gal(L/K)}L∈Λ.

Proof. The group homomorphism is defined as HomK(L,F ) = Gal(L/K) for each
L ∈ Λ. As F =

∪
L, an element σ is determined by (σ|L)L∈Λ, hence the map is

injective. Conversely any element (σL)L∈Λ of the right hand side defines an element
σ ∈ Gal(F/K) by x ∈ L =⇒ σ(x) = σL(x), hence it is also surjective. �
Remark 23.9. A group G equipped with an isomorphism with the inverse limit lim

←−
Gλ

of an inverse system {Gλ} of finite groups is called a profinite group, and this iso-
morphism gives a natural topology (profinite topology) such that Ker (G → Gλ)
gives the basis of open neighborhoods of 1. The Galois group Gal(F/K) is naturally
a profinite group by Proposition 23.8, and there is a bijective correspondence between
its closed subgroups and the subextensions of F/K (in particular, open subgroups
correspond to finite subextensions).

Example: The absolute Galois group of finite fields. We begin with the following
corollary of Theorem 11.6.

Corollary 23.10. For any positive integer m,n with m | n we have a commutative
diagram:

Z/nZ
φn

∼=
//

��

Gal(Fqn/Fq)

��
Z/mZ

φm

∼=
// Gal(Fqm/Fq)

where the right vertical map is the natural restriction σ 7−→ σ|Fqm
and the left vertical

map is the natural surjection 1 mod n 7−→ 1 mod m.

We would like to represent the fact (Corollary 23.10) that there are isomorphisms
between Galois groups and cyclic groups for all finite extensions simultaneously and
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compatibly, using the absolute Galois group. We will introduce the inverse limit of
Z/nZ (n ∈ N\{0}). This is defined from the cyclic groups by the same procedure as
we found the Galois group of infinite Galois extension in Proposition 23.8.

Definition 23.11. We define the profinite completion Ẑ of Z as follows:

Ẑ =
{

(an)n≥1

∣∣∣ m | n =⇒ an ≡ am mod m
}
⊂

∏
n≥1

Z/nZ.

Exercise 23.12. (i)
∏

n≥1 Z/nZ is a ring by componentwise addition and multi-

plication, and Ẑ is its subring.

(ii) The natural map Z ∋ 1 7−→ (1)n≥1 ∈ Ẑ is an injective ring homomorphism

which identifies Z with a subring of Ẑ.
(iii) For each n ≥ 1 there is a natural surjection Ẑ ∋ (an)n≥1 7−→ an ∈ Z/nZ with

kernel (n) ⊂ Ẑ. (Use (ii).)

In what follows, we regard Ẑ as an additive group, and also Z ⊂ Ẑ, in particular

1 = (1)n≥1 ∈ Ẑ.
Now we consider the absolute Galois group of Fq. By the definition of Frobenius

map, if we restrict Frq ∈ Gal(Fqn/Fq) to Fqm for m | n we get Frq ∈ Gal(Fqm/Fq). This
defines, by Proposition 23.8, the Frobenius map as an element of the absolute Galois
group as follows:

Frq = (Frq)n≥1 ∈ Gal(Fq/Fq) ⊂
∏
n≥1

Gal(Fqn/Fq).

Hence defining φ((an)n≥1) = (φn(an))n≥1 by means of Corollary 23.10, we have:

Theorem 23.13. For any finite field Fq, there is an isomorphism:

φ : Ẑ ∋ 1 7−→ Frq ∈ Gal(Fq/Fq).

Proposition 23.14. For a finite field Fq and a positive integer n, the diagram below
is commutative:

Ẑ
φ∼=
��

n // Ẑ
φ∼=
��

// Z/nZ

φn∼=
��

Gal(Fq/Fqn) // Gal(Fq/Fq) // Gal(Fqn/Fq)

where the lower left horizontal map is the natural inclusion, the upper left horizontal
map is the multiplication by n. The horizontal maps on the right is the canonical
surjection to the quotient group by the image of the horizontal maps on the left.

Proof. The first part follows from Frqn = (Frq)
n and the definitions. The second part

follows from Ẑ/(n) ∼= Z/nZ (Exercise 23.12(iii)). �
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Preliminaries I: Linear Algebra

i. Sets and Maps

Definition i.1. (i) A map f : X → Y from a set X to a set Y is a correspondence
sending each element x of X to an element y = f(x) of Y . We write:

f : X ∋ x 7−→ y ∈ Y.

(ii) The map idX : X ∋ x 7−→ x ∈ X is called the identity map of X.
(iii) For two maps f : X → Y and g : Y → Z, the map X ∋ x 7−→ g(f(x)) ∈ Z is

called the composite of f and g, and denoted by g ◦ f .
(iv) For a subset X ′ ⊂ X, the subset {f(x) | x ∈ X ′} of Y is called an image of X ′,

and denoted by f(X ′). In particular, the image f(X) of X is called the image
of f and denoted by Im f .

(v) For a subset Y ′ ⊂ Y , the subset {x | f(x) ∈ Y ′} of X is called the inverse
image of Y ′, and denoted by f−1(Y ′). In particular, for y ∈ Y , the inverse
image {x | f(x) = y} of {y} is called the inverse image of y and denoted by
f−1(y).

(vi) For a subset X ′ ⊂ X, the map iX′ : X ′ ∋ x 7−→ x ∈ X is called the inclusion
map. For a map f : X → Y , the map f |X′ : X ′ ∋ x 7−→ f(x) ∈ Y is called the
restriction of f to X ′. We have f |X′ = f ◦ iX′ . In this case, we say f is an
extension of f |X′ .

Definition i.2. (i) A map f is called a surjection if Im f = Y .
(ii) A map f is called an injection if it satisfies f(x) = f(y) =⇒ x = y.
(iii) A map f is called a bijection if it is a surjection and an injecton.
(iv) For a bijection f , we define a map f−1 : Y → X by

f(x) = y ⇐⇒ x = f−1(y)

and call it the inverse map of f . Conversely, if there exists a map f−1 : Y → X
satisfying f−1 ◦ f = idX and f ◦ f−1 = idY , then f is a bijection.

Definition i.3. For two sets X,Y , the set consisting of all pairs (x, y) of an element
x of X and an element y of Y is called the direct product and denoted by X × Y .
Similarly, for sets X1, . . . , Xn, the set consisting of n-tuples (x1, . . . , xn) of elements
xi ∈ Xi is called the direct product of X1, . . . , Xn, and denoted by

n∏
i=1

Xi = X1 × · · · ×Xn.

In particular, for a set X, its n-fold direct product X × · · · × X, the set of ordered
n-tuples of elements of X, is denoted by Xn. For a family of sets {Xi}λ∈Λ indexed by
a set Λ, their direct product

∏
i∈ΛXi is defined as the set of all sequences (xi)i∈Λ of

elements xi ∈ Xi.
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ii. Groups, rings and fields

Let A be a set, and let x, y, z, . . . denote arbitrary elements of A.

Definition ii.1. Assume A ̸= ∅. A pair (e, ∗) of an element e ∈ A and a map:

∗ : A×A ∋ (x, y) 7−→ x ∗ y ∈ A

is called an operation on A when it satisfies the following conditions:

(i) x ∗ (y ∗ z) = (x ∗ y) ∗ z (associative),
(ii) e ∗ x = x ∗ e = x. (We call e the identity for this operation.)

An operation is called commutative if in addition it satisfies:

(iii) x ∗ y = y ∗ x.

Exercise ii.2. For a set with an operation (e, ∗), the identity is uniquely determined
by ∗, because if e′ satisfies (ii) we get e = e ∗ e′ = e′. (So we often denote an operation
(e, ∗) just by ∗, although we always assume the existence of an identity.)

Example ii.3. N = {0, 1, 2, 3, . . .} has two operations + (addition) and × (or ·,
multiplication). The identity of + is 0, and that of × is 1. The sets Z,Q,R,C have
addition and multiplication, extending those of N.

We will define an operation written as + (addition) or one written as × (or ·,
multiplication) on other sets as well. We will always denote the identity for addition
(resp. multiplication) by 0 (resp. 1). (The identity 0 of addition is called the zero
element.) The name “addition” is only used for commutative operations.

Definition ii.4. Let A be a set with an operation ∗. For x ∈ A, an element x−1 ∈ A
satisfying the following, if it exists, is called an inverse of x:

x ∗ x−1 = x−1 ∗ x = e.

The element x is called invertible if an inverse exists.

Exercise ii.5. If y, y′ are both inverse elements of x, we have y′ = y′ ∗ (x ∗ y) =
(y′ ∗ x) ∗ y = y, hence the inverse element of x is unique if exists.

Definition ii.6. If the inverse of x exists for all x ∈ A, the set A is said to be a group
under the operation ∗. When the operation is commutative, A is called a commutative
group or an abelian group. When ∗ is denoted by +, we call it an additive group,
and we denote the inverse of x by −x, and write x− y for x+ (−y).

Example ii.7. (i) We write 0 for the additive group consisting of one element 0.
(ii) The set of all vectors on a real plane is an additive group.
(iii) Z,Q,R,C are all additive groups.
(iv) For any set A with an operation ∗, if x, y ∈ A are invertible then x ∗ y also is,

because (y−1 ∗ x−1) ∗ (x ∗ y) = e. Hence the subset A× ⊂ A consisting of all
invertible elements of A is a group with respect to ∗.

Exercise ii.8. If we define an addition by (x, y) 7−→ x + y − 1 on the set Z, it also
becomes an additive group.
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Definition ii.9. If a set A with an addition and a multiplication satisfies the following,
it is called a ring:

(i) A is an additive group,
(ii) x(y + z) = xy + xz (left-distributive),
(iii) (x+ y)z = xz + yz (right-distributive).

If the multiplication is commutative, we call A a commutative ring.

Example ii.10. (i) The ring consisting of one element 0 is denoted by 0, and
called a zero ring.

(ii) Z is a commutative ring.
(iii) The set R[X]of all polynomials in one variable X with coefficients in R is a

commutative ring (polynomial ring in one variable over R). In general, for
any commutative ring A, we can consider the set A[X] of all polynomials in X
with coefficients in A or the set A[X1, . . . , Xn] of all polynomials in n variables
X1, . . . , Xn, and they all become commutative rings.

(iv) For an integer n > 1, if we define an addition and a multiplication on the set
{0, 1, . . . n − 1} by the residue of the sum or the product after dividing by n,
we obtain a commutative ring. This ring is called a residue class ring of
Z mod n, and denoted by Z/(n).

Exercise ii.11. (i) If A is a ring, then 0 = 1 in A ⇐⇒ A = 0.
(ii) On the set R>0 of all positive real numbers, we can define a commutative ring

structure as follows:

addition: (x, y) 7−→ xy, multiplication: (x, y) 7−→ xlog y.

Definition ii.12. (i) An element a ∈ A of a ring A is called a unit when it has
an inverse with respect to the multiplication. The set A× of all units of A is a
group under multiplication (Example ii.7(iv)), and is called the group of units
or the multiplicative group of A.

(ii) If all the elements except for 0 are units in a commutative ring A ̸= 0, the ring
A is called a field.

Example ii.13. (i) Z× = {1,−1}, R[X]× = R×.
(ii) Q,R,C are all fields.
(iii) For a prime number p, the residue class ring Z/(p) of Z mod p is a field, denoted

by Fp. A field consisting is called a finite field if its cardinality is finite.

Definition ii.14. (i) If a subset A′ of a group A is again a group under the oper-
ation of A (in particular e ∈ A′), then A′ is called a subgroup of A.

(ii) If a subset A′ of a ring A is again a ring under the operation (0,+) and (1,×)
of A (in particular 0, 1 ∈ A′), A′ is called a subring of A.

Exercise ii.15. A′ is a subgroup of A if and only if x ∗ y−1 ∈ A′ for all x, y ∈ A′.

Example ii.16. Z is a subring of Q, which is in turn a subring of R, which is in turn
a subring of C. R is a subring of R[X].
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iii. Modules

Definition iii.1. Let V be a set, and A a set with a multiplication. A map

A× V ∋ (a, x) 7−→ ax ∈ V

satisfying the following is called an action of A on V :

(i) a(bx) = (ab)x,
(ii) 1x = x.

Definition iii.2. Let A be a ring. When a set M which has an addition and an action
of A satisfies the following, it is called a (left) A-module:

(i) M is an additive group;
(ii) a(x+ y) = ax+ ay for all a ∈ A and x, y ∈M ;
(iii) (a+ b)x = ax+ bx for all a, b ∈ A and x ∈M .

If A is a field, an A-module is called a vector space over A, or an A-vector space.

Example iii.3. (i) The additive group 0 consisting of one element 0 is a module
over any ring. It is the only module over the zero ring.

(ii) A ring A is an A-module, by regarding its multiplication as an action on itself.
(iii) Any additive group has an action of Z and is a Z-module in a unique way.
(iv) For an integer n ≥ 1, the set An of n-tuples of elements of A is an A-module

vector space if we define the addition and the action of A componentwise:

(a1, . . . , an) + (b1, . . . , bn) = (a1 + b1, . . . , an + bn);

c(a1, . . . , an) = (ca1, . . . , can).

More generally, for any A-module M , the set Mn is an A-module under the
componentwise addition and A-action.

(v) If A is a subring of a ring B, then (1) B is naturally an A-module, and (2)
every B-module is naturally an A-module. (A ring with an A-module structure
is called an A-algebra.)

(vi) The subset Q(
√
2) = {a + b

√
2 | a, b ∈ Q} of R is a vector space over Q. The

subset Q(
√
−1) = {a+ b

√
−1 | a, b ∈ Q} of C is a vector space over Q.

(vii) The subset Z[
√
2] = {a + b

√
2 | a, b ∈ Z} of Q(

√
2), the subset Z[

√
−1] =

{a+ b
√
−1 | a, b ∈ Z} of Q(

√
−1) are Z-modules.

Definition iii.4. If a subset M ′ of an A-module M is again an A-module by the
addition and the action of A on M , M ′ is called an A-submodule of M . When A is
a field, we say M ′ is a subspace of M .

Exercise iii.5. A subset M ′ ⊂ M is an A-submodule if and only if it satisfies the
following conditions:

(i) x, y ∈M ′ =⇒ x− y ∈M ′;
(ii) a ∈ A, x ∈M ′ =⇒ ax ∈M ′.

Example iii.6. (i) If M is an A-module, then 0 and M are A-submodules of M .
(ii) If we consider C as a vector space over R, then R is a subspace of C.
(iii) If a ring A is a subring of B, then A is an A-submodule of B.
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Definition iii.7. When we consider a ring A as a (left) A-module, an A-submodule of
A is called a (left) ideal of A.

Exercise iii.8. (i) For n ∈ Z, the set (n) = {an | a ∈ Z} of all multiples of n is
an ideal of Z.

(ii) A field K has only two ideals, namely 0 and K.

iii.1. Generating sets of modules.

Definition iii.9. Let A be a ring, M an A-module, and X a subset of M .

(i) A finite sum of the form
∑n

i=1 aixi (ai ∈ A, xi ∈ X) is called a linear com-
bination of elements of X with coefficients in A. We consider 0 as a linear
combination of 0 elements of X, and define 0 as the linear combination of ∅.

(ii) A relation
∑n

i=1 aixi = 0 expressing 0 as a linear combination of X is called a
linear relation among the elements of X. In particular, when all the coeffi-
cients ai are 0, it is called a trivial linear relation.

(iii) When there is no non-trivial linear relation among the elments of X, the subset
X is called linearly independent. If it is not linearly independent, it is called
linearly dependent. The empty set is linearly independent.

(iv) If all x ∈ M can be written as linear combinations of elements in X, we say
that M is generated by X, and X is called a generating set of M .

(v) The subset of M consisting of all the elements which are linear combinations of
elements of X is clearly an A-submodule of M , and is called the A-submodule
generated by X.

(vi) If M has a linearly independent generating set, M is called a free A-module,
and a linearly independent generating set is called a basis of M .

Example iii.10. In An, if we denote by ei the element whose i-th component is 1 and
the rest are 0, then {e1, . . . , en} is a basis of An, called the canonical basis of An.

Lemma iii.11. Let X ⊂M be linearly independent. For any x ∈M , if x is expressed
as a linear combination of elements of X, the expresssion is unique (i.e. if we consider
the coefficients of the elements of X that do not appear in the expression as 0, then the
coefficients are uniquely determined).

Proof. If there are two different expresssions, their difference gives a non-trivial linear
relation among elements of X. �
Proposition iii.12. Let X ⊂ Y ⊂M .

(i) Y : linearly independent =⇒ X: linearly independent.
(ii) X: generates M =⇒ Y : generates M .

Proof. A linear combination of elements of X is also that of Y . �
Exercise iii.13. The A-submodule N generated by X is the minimal A-submodule of
M containing X, as any A-submodule of M containing X also contains N .

Definition iii.14. An A-module M is finite or finitely generated if there is a gen-
erating set of M of finite cardinality. The module 0 is finite, being generated by ∅.
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iv. Vector spaces

iv.1. Existence of a basis. Let K be a field, and V a vector space over K.

Lemma iv.1. The following are equivalent:

(i) There exists a linear relation
∑n

i=1 aixi = 0 with a1 ̸= 0.
(ii) x1 can be expressed as a linear combination of x2, . . . , xn.

Proof. (i)⇒(ii): x1 =

n∑
i=2

(
− ai
a1

)
xi. (ii)⇒(i): Subtract x1 from both sides. �

Lemma iv.2. Let X ⊂ V , and Y = X ∪ {x} for x ∈ V \X.

(i) If X is linearly independent and x is not a linear combination of elements of
X, then Y is linearly independent.

(ii) If Y generates V and x is a linear combination of X, then X generates V .

Proof. (i) If X is linearly independent, in any nontrivial linear relation among elements
of Y , the coefficient of x must be nonzero, hence x is a linear combination of elements
of Y by Lemma iv.1.

(ii) A linear combination of elements written as linear combinations of elements of
X is again a linear combination of elements of X. �
Lemma iv.3. Assume that V is finitely generated. For any generating set S of V of
finite cardinality, there is a subset of S which is a basis of V .

Proof. Let T be a linearly independent subset of S whose cardinality is maximal among
such subsets. Then by maximality and Lemma iv.2(i), all the elements of S are linear
combinations of elements of T , hence by Lemma iv.2(ii), T is a basis of V . �

Thus we have proved:

Theorem iv.4. A finitely generated vector space has a basis of finite cardinality.

iv.2. Existence of the dimension. Let V be a finitely generated vector space over
K, and fix a basis T = {x1, . . . , xn} of V (whose existence is assured by Theorem iv.4).

Lemma iv.5. If S = {y1, . . . , yk} ⊂ V (k ≤ n) is linearly independent, we can renum-
ber the indices of xi ∈ T so that U = {y1, . . . , yk, xk+1, . . . , xn} is a basis of V .

Proof. (i) We argue by induction on k. It is clear when k = 0. For a general k, take a
basis U ′ = {y1, . . . , yk−1, xk, . . . , xn} by the inductive hypothesis. As U ′ is a basis, we
can write yk (uniquely, by Lemma iii.11) as a linear combination of elements of U ′ as:

yk =
k−1∑
i=1

aiyi +
n∑

i=k

bixi,(1)

which gives a linear relation:

k−1∑
i=1

aiyi − yk +
n∑

i=k

bixi = 0.(2)
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If the coefficients bi of xk, . . . , xn are all 0, it contradicts the linear independence of
S. Hence we renumber the indices so that the coefficient bk of xk is non-zero. We will
show that U = U ′\{xk} ∪ {yk} is a basis of V .

As U ′ is linearly independent, U ′\{xk} is linearly independent. By the uniqueness of
expression (1), yk cannot be a linear combination of U ′\{xk}, hence U ′\{xk}∪{yk} = U
is linearly independent by Lemma iv.2(i).

As U ′ generates V , U ′ ∪ {yk} generates V . As bk ̸= 0 in the relation (2), xk is a
linear combination of elements of U = U ′ ∪ {yk}\{xk} by Lemma iv.1(i)⇒(ii). Hence
U ′ ∪ {yk}\{xk} = U generates V by iv.2(ii). �
Proposition iv.6. Assume that there is a basis T = {x1, . . . , xn} of V with finite
number of elements.

(i) If S is a linearly independent subset of V , then |S| ≤ n. If moreover |S| = n,
then S is a basis.

(ii) If S generates V , then |S| ≥ n. If moreover |S| = n, then S is a basis.

Proof. (i) The second part follows from the case k = n of Lemma iv.5. If |S| > n, any
subset of S with n elements is a basis of V , hence the rest of S are linear combination
of them and contradicts the linear independence of S by Lemma iv.2(i).

(ii) A subset U of S gives a basis of V by Lemma iv.3, hence using (i) we see that
|T | = n ≤ |U |. Hence |S| ≥ |U | ≥ n, and if |S| = n we have S = U . �

By this proposition we obtain:

Theorem iv.7. If V is finitely generated, then all bases of V have the same num-
ber of elements, called the dimension of V and denoted by dimK V or dimV (We
call them finite-dimensional; otherwise it is called infinite-dimensional and we
formally write dimV = ∞).

Proposition iv.8. A subspace V ′ of a finite-dimensional K-vector space V is again
finite-dimensional and dimV ′ ≤ dimV . If dimV ′ = dimV then V ′ = V .

Proof. By Proposition iv.6(i), any linearly independent subset of V ′ has cardinality not
greater than dimV , hence there is one with maximal cardinality, say T . By maximality
and Lemma iv.2(i), any other element of V ′ is a linear combination of T , i.e. T generates
V ′, hence a basis of V ′. Therefore dimV ′ = |T | ≤ dimV , and if |T | = dimV then T is
a basis of V by Proposition iv.6(i), hence V ′ = V . �
Remark iv.9. The vector space 0 is finite-dimensional as it has the empty set as a
basis, and dim0 = 0. Conversely dimV = 0 =⇒ V = 0.

Exercise iv.10. (i) dimK(Kn) = n, and in general V n has dimension n dimV .
(ii) The polynomial ring K[X] is an infinite-dimensional vector space over K.
(iii) The set K[X]deg<n of all polynomials in X with degree less than n is an n-

dimensional vector space over K, and {1, X,X2, . . . , Xn−1} gives its basis.
(iv) C is a 2-dimensional vector space over R.
(v) Q(

√
2) = {a + b

√
2 | a, b ∈ Q}, Q(

√
−1) = {a + b

√
−1 | a, b ∈ Q} are both

2-dimensional vector spaces over Q.
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v. Morphisms

v.1. Homomorphisms.

Definition v.1. (i) If X,Y are sets with operations (eX , ∗X), (eY , ∗Y ), a map f :
X → Y is a homomorphism if f(x ∗X y) = f(x) ∗Y f(y) and f(eX) = f(eY ).

(ii) For a set A with a multiplication and sets X,Y with actions of A, a map
f : X → Y is called A-equivariant if it satisfies f(ax) = af(x).

Definition v.2. (i) If X,Y are groups, a homomorphism f : X → Y is called a
group homomorphism.

(ii) If X,Y are rings, a homomorphism f : X → Y with respect to both addition
and multiplication is called a ring homomorphism.

(iii) If A is a ring and X,Y are A-modules, an A-equivariant homomorphism f :
X → Y is called an A-homomorphism, or an A-linear map.

Example v.3. (i) The identity map idX : X → X is a homomorphism.
(ii) The composite of two homomorphisms is again a homomorphism.
(iii) The restriction f |X′ : X ′ → Y of a homomorphism f : X → Y to a subgroup

(resp. subring, A-submodule) X ′ of X is again a homomorphism.
(iv) For any ring X, there is a unique ring homomorphism Z → X.
(v) For any ring X, there is a unique ring homomorphism X → 0.
(vi) A ring homomorphism f gives a group homomorphism f |X× : X× → Y ×.
(vii) IfA is a commutative ring, for anA-moduleM and a ∈ A, the a-multiplication

M ∋ x 7−→ ax ∈M is an A-linear map.
(viii) The map of substituting x ∈ A into polynomials with A-coefficients A[X] ∋

P (X) 7→ P (x) ∈ A is surjective, an A-linear map, and a ring homomorphism.
(ix) The complex conjugate C ∋ x 7−→ x ∈ C is an automorphism of C as an R-

vector space, but not C-linear. C ∋ x 7−→ x+ x ∈ R is surjective and R-linear.

v.2. Categories.

Definition v.4. A category C is defined as follows:

(i) There is a notion of X being an object of C . We write X ∈ C .
(ii) For any X,Y ∈ C , there is a set HomC (X,Y ) of morphisms from X to Y . (A

morphism f ∈ HomC (X,Y ) is denoted by f : X → Y .)
(iii) HomC (X,Y ) ∩HomC (X

′, Y ′) = ∅ unless X = X ′ and Y = Y ′.
(iv) For X,Y, Z ∈ C , there is a map called the composition of morphisms:

HomC (X,Y )×HomC (Y,Z) ∋ (f, g) 7−→ g ◦ f ∈ HomC (X,Z),

satisfying the associativity h ◦ (g ◦ f) = (h ◦ g) ◦ f .
(v) For all X ∈ C , there is an identity morphism idX ∈ HomC (X,X) of X such

that for all Y ∈ C and f ∈ HomC (X,Y ), we have f ◦ idX = idY ◦ f = f .

Definition v.5. (i) A morphism f ∈ HomC (X,Y ) of C is called an isomorphism
of C if there exists a g ∈ HomC (Y,X) (the inverse f−1 of f) satisfying

g ◦ f = idX , f ◦ g = idY .

(ii) If an isomorphism f ∈ HomC (X,Y ) exists, we say X and Y are isomorphic
in C , and write X ∼= Y . If X ∼= Y and Y ∼= Z, then Y ∼= X and X ∼= Z.
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Example v.6. The category of sets Sets has sets as objects and maps as morphisms.
Similarly we can define the category Groups of groups and group homorphisms, Rings
of rings and ring homomorphisms, and A-Mod of A-modules and A-homomorphisms
for a ring A. For a field K, the category K-Mod is the category of K-vector spaces
VectK , and Ab = Z-Mod is the category of abelian groups. There is a category Top
of topological spaces and continuous maps.

Definition v.7. For an object X ∈ C of a category C , a morphism f : X → X is
called an endomorphism of X, and an automorphism of X if it is an isomorphism.
The set EndC (X) = HomC (X,X) of all endomorphisms of X has an operation ◦ with
the identity idX . The set AutC (X) of all automorphisms of X is a group under ◦,
called the automorphism group of X.

Exercise v.8. Let C = Groups,Rings or A-Mod, and f ∈ HomC (X,Y ). Then f is
an isomorphism if and only if it is a bijection of sets. For every Z ∈ C , there are maps:

f∗ : Hom(Y,Z) ∋ g 7−→ g ◦ f ∈ Hom(X,Z),

f∗ : Hom(Z,X) ∋ g 7−→ f ◦ g ∈ Hom(Z, Y ).

We have f : an isomorphism ⇐⇒ f∗: bijective for all Z ⇐⇒ f∗: bijective for all Z.

v.3. Basis as morphisms. Let A be a ring, and M an A-module. For every x ∈ M ,
the map φx : A ∋ a 7−→ ax ∈ M is A-linear. More generally, every element X =
(x1, . . . , xn) ∈Mn gives an A-linear map:

φX : An ∋ (a1 . . . , an) 7−→ a1x1 + · · ·+ anxn ∈M.

Proposition v.9. The following maps are bijections of sets, inverse to each other:

Mn ∋ X 7−→ φX ∈ Hom(An,M),

Hom(An,M) ∋ φ 7−→ (φ(e1), . . . , φ(en)) ∈Mn,

where {e1, . . . , en} is the canonical basis of An (Example iii.10).

Proof. Immediate from the definitions. �

Therefore, giving a A-linear map from An to M is equivalent to choosing n elements
(ordered) from M . Using this correspondence, we can translate the definition of linear
independence, generating sets and bases as follows.

Lemma v.10. Let X = (x1, . . . , xn) ∈ Mn with all xi distinct, and consider X as a
subset {x1, . . . , xn} ⊂M . Let φX : An →M be the A-linear map defined above.

(i) X: linearly independent ⇐⇒ φX : injective.
(ii) X: generates M ⇐⇒ φX : surjective.
(iii) X: basis of M ⇐⇒ φX : an isomorphism.

Proposition v.11. Let Basisn(M) ⊂ Mn be the set of all bases of M consisting of
n elements (considered as an ordered set, i.e. we distinguish the permuted bases), and
Isom(An,M) be the set of all isomorphisms from An to M . Then there is a bijection:

Basisn(M) ∋ X 7−→ φX ∈ Isom(An,M).

If V is an n-dimensional K-vector space for a field K, then Kn ∼= V .
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As composing two isomorphisms gives an isomorphism, the group Aut(M) acts on
Isom(An,M) as follows:

Aut(M)× Isom(An,M) ∋ (f, φ) 7−→ f ◦ φ ∈ Isom(An,M).

The bijection Isom(An,M) ∋ φ 7−→ X =
(
φ(e1), . . . , φ(en)

)
∈ Basisn(M) of Proposi-

tion v.11 gives f ◦φ 7−→ f(X), so we can consider the above as an action on Basisn(M):

Aut(M)× Basisn(M) ∋ (f,X) 7−→ f(X) ∈ Basisn(M).

Proposition v.12. (change of bases) Let M be a free A-module, and fix a basis
X = (x1, . . . , xn) ∈ Basisn(M).

(i) If f ∈ Aut(M), then f(X) =
(
f(x1), . . . , f(xn)

)
is again a basis of M .

(ii) For any basis X ′ of M , there is a unique f ∈ Aut(M) satisfying f(X) = X ′.
(iii) Aut(M) ∋ f 7−→ f(X) ∈ Basisn(M) is a bijection.

Proof. (i): Clear by the above action. (ii): By the bijection of Proposition v.11, f(X) =
X ′ ⇐⇒ f ◦ φX = φX′ ⇐⇒ f = φX′ ◦ φ−1X . (iii) follows from (i),(ii). �

v.4. Bases and morphisms. Let A be a ring.

Proposition v.13. Let f :M → N be an A-linear map, and X be a subset of M .

(i) If f is surjective, then X generates M =⇒ f(X) generates N .
(ii) If f is injective, then X: linearly independent =⇒ f(X): linearly independent.
(iii) If f is an isomorphism, then X: a basis of M ⇐⇒ f(X): a basis of N .

Proof. (i) The image under f of linear combination of elements of X is a linear com-
bination of elements of f(X). (ii) A linear relation among the elements of f(X) is an
image under f of a linear relation among the elements of X:

n∑
i=1

aif(xi) = 0 =⇒ f
( n∑
i=1

aixi

)
= 0.

Hence, if f is injective and X is linearly independent, it must be a trivial relation. (iii)
Combine (i),(ii) and use X = f−1(f(X)). �

Corollary v.14. Let K be a field and V,W be finite-dimensional K-vector spaces. For
a K-linear map f : V →W :

(i) f : surjective =⇒ dimV ≥ dimW .
(ii) f : injective =⇒ dimV ≤ dimW .
(iii) f : an isomorphism =⇒ dimV = dimW .

Theorem v.15. If V,W are finite-dimensional, then V ∼=W ⇐⇒ dimV = dimW .

Proof. ⇒: Corollary v.14(iii). ⇐: if dimV = dimW = n then Kn ∼= V, Kn ∼=W . �
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vi. Kernels, rank-nullity

Definition vi.1. For a group homomorphism f : X → Y , the subset {x ∈ X | f(x) =
eY } of X is called the kernel of f and denoted by Ker f . For a ring homomorphism
or an A-linear map f : X → Y , its kernel is that as additive groups.

Exercise vi.2. An A-linear map f : X → Y is injective if and only if Ker f = 0.

Proposition vi.3. Consider a homomorphism f : X → Y of groups/rings/A-modules.

(i) For groups, Ker f, Im f are subgroups of X,Y respectively.
(ii) For rings, Ker f is an ideal of X and Im f is a subring of Y .
(iii) For A-modules, Ker f, Im f are A-submodules of X,Y respectively.

Proof. (i) By the following:

f(x1) = 0, f(x2) = 0 =⇒ f(x1 − x2) = 0,

y1 = f(x1), y2 = f(x2) =⇒ y1 − y2 = f(x1 − x2).

(ii) By (i) and the following:

f(x2) = 0 =⇒ f(x1x2) = f(x1)f(x2) = 0,

y1 = f(x1), y2 = f(x2) =⇒ y1y2 = f(x1x2), f(1) = 1.

(iii) By (i) and the following:

f(x) = 0 =⇒ f(ax) = af(x) = 0,

y = f(x) =⇒ ay = af(x) = f(ax).

�
Example vi.4. Taking derivatives of polynomials with R-coefficients R[X] ∋ P (X) 7−→
P ′(X) ∈ R[X] is a surjective R-linear map, and its kernel is the subspace R consisting
of all constant functions.

Theorem vi.5. (rank-nullity) Let K be a field. For a K-linear map f : V → W
between finite-dimensional K-vector spaces:

dimV = dim(Ker f) + dim(Im f).

Proof. Let dimV = n, dim(Ker f) = k and l = n − k and take a basis {y1, . . . , yk}
of Ker f . Then we can take a basis of V of the form T = {y1, . . . , yk, x1, . . . , xl} by
Lemma iv.5. Let V ′ be the subspace of V generated by {x1, . . . , xl}, and restrict f
to f |V ′ : V ′ → W . As T is linearly independent Ker f |V ′ = Ker f ∩ V ′ = 0, hence
f |V ′ is injective (Proposition vi.2), and any element in the image of V is the image
of an element of V ′, hence f |V ′ is a surjection onto Im f . Therefore V ′ ∼= Im f and
dim(Im f) = dimV ′ = l. �
Corollary vi.6. Let f : V →W be K-linear with dimV = dimW <∞ , then:

f : an isomorphism ⇐⇒ f : injective ⇐⇒ f : surjective.

Proof. f : injective ⇐⇒ dim(Ker f) = 0 ⇐⇒ dim(Im f) = dimV ⇐⇒ f : surjective.
(Use respectively Proposition vi.2, Theorem vi.5 and Lemma iv.8.) �
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Preliminaries II: Rings

vii. Prime factorization and PIDs

In what follows, by rings we always mean commutative rings unless otherwise stated.

vii.1. Domains and prime factorization. Let A be a ring, and a, b, c, . . . ∈ A.

Definition vii.1. An element b is divisible by a if ∃c ∈ A, b = ac, and we write a | b.
We say a is a divisor of b, and b is a multiple of a. If a | b and b | a, then a and b are
called associate to each other.

Definition vii.2. If a, b ̸= 0 and ab = 0, then a, b are called zero divisors. If there is
no zero divisor in a ring A ̸= 0, the ring A is called an integral domain, or a domain.

Exercise vii.3. (i) A subring of a domain is a domain. Every field is a domain.
(ii) In a domain, if a ̸= 0, then ab = ac =⇒ b = c.
(iii) If A is a domain, a, b : associate ⇐⇒ ∃c ∈ A×, b = ac.

In the rest of this section, let A be a domain.

Definition vii.4. (i) A divisor of a is called proper if it is not a unit nor an
associate of a.

(ii) An element of A, which is neither 0 nor a unit, is called irreducible if it does
not have any proper divisors.

(iii) An element p ∈ A, which is neither 0 nor a unit, is called prime if it satisfies
p | ab =⇒ p | a or p | b.

If a, b are associates, we have x | a ⇐⇒ x | b, and also a | x ⇐⇒ b | x, therefore
the associate elements are not distinguished as far as the divisibility is concerned. In
particular, an associate of a unit (resp. irreducible, prime) element is also a unit (resp.
irreducible, prime).

Exercise vii.5. (i) The irreducibles of Z are prime numbers ×(±1).
(ii) A field does not have any prime nor irreducible elements.

Proposition vii.6. In a domain, all primes are irreducible.

Proof. If a prime p factorizes as p = ab, as p | ab we have p | a or p | b. Without loss
of generality assume p | a. Then a = pc for some c, therefore p = pcb. Then cb = 1 by
Exercise vii.3(ii), thus b is a unit. Therefore p does not have any proper divisor. �
Proposition vii.7. In a domain, the factorization of an element into a product of
primes, if exists, is unique up to associate.

Proof. It is enough to show that, for primes pi, qj (1 ≤ i ≤ n, 1 ≤ j ≤ m), if p1 · · · pn
and q1 · · · qm are associates, then n = m and by appropriately changing the order pi
and qi are associates. We prove this by induction on max{n,m}. It is trivial when
max{n,m} = 1, so assume max{n,m} > 1, say n > 1. Then p1 | q1 · · · qm, and
as p1 is prime, there exists a j with which we have p1 | qj , but as p1, qj are primes
and therefore irreducibles, p1, qj must be associates. Therefore, by Exercise vii.3(ii),
p2 · · · pn and q1 · · · qj−1qj+1 · · · qm are associates, but as max{n−1,m−1} < max{n,m}
the proposition is proven by the inductive hypothesis. �
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Definition vii.8. If every element of a domain A, except 0 and units, is a product of
primes, A is called a unique factorization domain (UFD). (Indeed the factorization
is unique up to associate by Proposition vii.7.)

Definition vii.9. If A is a UFD and a1, . . . , an ∈ A, then for a prime p let pm be its
maximal power dividing all of a1, . . . , an. Then pm ̸= 1 for only finitely many p up
to associates, and their product, well-defined up to associates, is called the greatest
common divisor (GCD) of a1, . . . , an. We say a, b are coprime if their GCD is 1.

vii.2. Principal ideals, maximal and prime ideals. Let A be a ring. In the follow-
ing, we always regard A as an A-module by means of the multiplication of A. (Example
iii.3(ii)). Recall that an A-submodule of A is called an ideal of A (Definition iii.7).

Definition vii.10. For a ∈ A, the set {ax | x ∈ A} of all multiples of a is an ideal of
A. We denote this ideal by (a), and call it the principal ideal generated by a.

Exercise vii.11. For a ring A, its ideal is free if and only if it is a principal ideal
generated by an element which is not a zero divisor.

Exercise vii.12. (i) a = 0 ⇐⇒ (a) = 0.
(ii) a ∈ A× ⇐⇒ (a) = A.
(iii) For an ideal I, (a) ⊂ I ⇐⇒ a ∈ I.
(iv) (a) ⊃ (b) ⇐⇒ a | b.
(v) (a) = (b) ⇐⇒ a, b : associate.

If we assume A is a domain, we have:

(vi) A ̸= (a) % (b) ⇐⇒ a : a proper divisor of b.
(vii) (a) = (b) ⇐⇒ b = ac, c ∈ A×.

Definition vii.13. An ideal I $ A is called:

(i) prime if the following holds: a, b /∈ I =⇒ ab /∈ I,
(ii) maximal if no ideal other than A contains I as a proper subset.

The set of all prime (resp. maximal) ideals ofA is denoted by Spec(A) (resp. m-Spec(A)).

Exercise vii.14. (i) A = 0 =⇒ Spec(A) = ∅.
(ii) A : field ⇐⇒ 0 ∈ m-Spec(A). A : domain ⇐⇒ 0 ∈ Spec(A).
(iii) In a domain, A ∋ a : prime ⇐⇒ (a) ∈ Spec(A)\{0}.
(iv) IfA is a subring ofB, thenQ ∈ Spec(B) =⇒ Q∩A ∈ Spec(A). More generally, if

f : A→ B is a ring homomorphism, then Q ∈ Spec(B) =⇒ f−1(Q) ∈ Spec(A).

Definition vii.15. For ideals I1, I2 of A, the set {x+ y | x ∈ I1, y ∈ I2} is an ideal of
A, containing I1 and I2. It is called the sum of I1 and I2, and denoted by I1 + I2.

Example vii.16. In A = Z, (6) + (15) = (3). (In general, (a) + (b) is a principal ideal
generated by the g.c.d. of a, b.)

Proposition vii.17. m-Spec(A) ⊂ Spec(A).

Proof. If a maximal ideal I is not prime, as I ̸= A, ∃a, b /∈ I, ab ∈ I. Then I + (b)
contains I as a proper subset, therefore equals A. Hence ∃d ∈ I, ∃c ∈ A, I +(b) ∋ 1 =
d+ bc, and as ad, ab ∈ I we have a = ad+ abc ∈ I, a contradiction. �
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vii.3. Principal ideal domains.

Definition vii.18. A domain is called a principal ideal domain (PID) if all of its
ideals are principal.

Example vii.19. A field is a PID.

Proposition vii.20. Let A be a PID, and a ∈ A. Then:

(i) a: irreducible ⇐⇒ (a) ∈ m-Spec(A),
(ii) a: irreducible ⇐⇒ a : prime.

Proof. (i) Follows from Exercise vii.12(vi).

(ii) ⇐: Proposition vii.6. ⇒: Use (i), Proposition vii.17, and Exercise vii.14(iii). �
Proposition vii.21. In a PID, every element, except 0 and units, is decomposed as a
product of irreducible elements.

Proof. Let S be the set of products of irreducible elements in A. Assume ∃a0 /∈ S, a0 ̸=
0, a0 /∈ A×. As a0 is not an irreducible, it is a product of two proper divisors. If they
both belong to S then a0 ∈ S, so at least one of them, say a1, does not belong to S. By
repeating the same procedure on a1 we get a2 /∈ S, a proper divisor of a1. Continuing
to get a sequence a0, a1, a2, · · · , by Exercise vii.12(vi) we have (ai) $ (ai+1) (∀i ∈ N).
On the other hand, consider the ideal I =

∪∞
i=0(ai) of A (see Exercise vii.22 below).

As A is a PID, I = (a) for some a ∈ A. As a ∈ I we have a ∈ (ai) for some i, but then
(a) ⊂ (ai) $ (ai+1) ⊂ (a) is a contradiction. �
Exercise vii.22. For an increasing sequence I0 ⊂ I1 ⊂ I2 ⊂ · · · of ideals in A, the
union I =

∪∞
i=0 Ii is an ideal of A.

Theorem vii.23. PID =⇒ UFD.

Proof. Follows from Proposition vii.21 and Proposition vii.20(ii). �

vii.4. Euclidean domains.

Definition vii.24. A domain A is called a Euclidean domain if there exists a map
f : A→ N ∪ {−∞} satisfying the following condition:

a, b ∈ A, a ̸= 0 =⇒ ∃q, r ∈ A b = aq + r, f(r) < f(a).

Exercise vii.25. (i) Z is Euclidean. In fact, f(x) = |x| satisfies the condition.
(ii) For a field K, a one-variable polynomial ring K[X] with coefficients in K is

Euclidean. In fact, f(P ) = degP suffices.

Proposition vii.26. Euclidean domain =⇒ PID.

Proof. For an ideal I ̸= 0 of a Euclidean domain A, take a non-zero element a of I
such that f(a) is minimal. Then ∀b ∈ I, ∃q, r ∈ A b = aq + r, f(r) < f(a), but as
r = b − aq ∈ I, we have r = 0 by minimality of f(a), therefore b is a multiple of a,
hence I = (a). �
Theorem vii.27. (Prime factorization of integers) Z is a PID, therefore a UFD.

Proof. Follows from Exercise vii.25(i), Proposition vii.26 and Theorem vii.23. �
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viii. Quotient rings

viii.1. Quotient structures.

Definition viii.1. Let X be a set, and Z a subset of X ×X. We write x ∼ y when
(x, y) ∈ Z, and call it a relation on X. It is called an equivalence relation if the
following conditions are satisfied:

(i) x ∼ x (reflexive),
(ii) x ∼ y =⇒ y ∼ x symmetric,
(iii) x ∼ y, y ∼ z =⇒ x ∼ z (transitive).

For an element x ∈ X, a subset {y ∈ X | x ∼ y} of X is called an equivalence class
of x, and is denoted x, and x is called a representative (element) of the class x.
By (i),(ii),(iii), X is partitioned into mutually disjoint equivalence classes. The set of
equivalence classes is called the quotient set of X by the relation ∼.

Proposition viii.2. (i) If Y is a subgroup of an additive group X, the relation

x ∼ y ⇐⇒ x− y ∈ Y

is an equivalence relation, whose quotient set is denoted by X/Y . The addition
of representatives defines an addition on X/Y , which becomes an additive group.

(ii) If Y is an ideal of a ring X, then the multiplication of representatives defines
a multiplication on X/Y , which becomes a ring.

(iii) If Y is an A-submodule of an A-module X, then the A-action on the represen-
tatives defines an A-action on X/Y , which becomes an A-module.

Proof. (i) First, the relation ∼ is an equivalence relations because x− x = 0 ∈ Y ,

x− y ∈ Y =⇒ y − x = −(x− y) ∈ Y,

x− y, y − z ∈ Y =⇒ x− z = (x− y) + (y − z) ∈ Y.

Secondly, the operation x+ y = x+ y on X/Y is well-defined regardless of the choice
of representatives (and 0 is the zero element) because

x ∼ x′, y ∼ y′ =⇒ x− x′, y − y′ ∈ Y

=⇒ (x+ y)− (x′ + y′) = (x− x′) + (y − y′) ∈ Y

=⇒ x+ y ∼ x′ + y′.

Thus we have the addition on X/Y , and it is a group as −x gives the inverse of x.

(ii) Also for the multiplication, as Y is an ideal of X,

x ∼ x′, y ∼ y′ =⇒ x− x′, y − y′ ∈ Y

=⇒ xy − x′y′ = (x− x′)y + x′(y − y′) ∈ Y

=⇒ xy ∼ x′y′.

Thus x · y = xy is well-defined with 1 as the identity, and X/Y becomes a ring.

(iii) Also for the A-action, as Y is an A-submodule of X, we have

x ∼ x′ =⇒ x− x′ ∈ Y =⇒ ax− ax′ = a(x− x′) ∈ Y =⇒ ax ∼ ax′,

thus the A-action ax = ax is well-defined, and X/Y becomes an A-module. �
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Definition viii.3. The X/Y in Proposition viii.2(i),(ii),(iii) are called respectively
quotient group, quotient ring, quotient A-module of X by Y . The surjection
X → X/Y defined by x 7−→ x is called the canonical surjection, which is clearly a
homomorphism with the kernel Y . We also write x as x mod Y .

Example viii.4. (i) X/0 ∼= X, X/X ∼= 0.
(ii) For an ideal (n) (n ≥ 1) of Z, the quotient ring Z/(n) = {0, 1, . . . , n− 1} is

“the ring of residues modulo n”. We also denote k = k mod (n) as k mod n.

Theorem viii.5. (The homomorphism theorem) For a (group/ring/A-) homo-
morphism f : X → Y , there is a canonical isomorphism X/Ker f ∼= Im f .

Proof. For a homomorphism f , if we denote by x the equivalence class of x in X/Ker f :

x = y ⇐⇒ x− y ∈ Ker f ⇐⇒ f(x) = f(y),

therefore the map:
f : X/Ker f ∋ x 7−→ f(x) ∈ Im f

is well-defined and injective. As f is clearly surjective, it is bijective. Also, as f is a
homomorphism, the bijection f is a homomorphism by f(0) = f(0) = 0 and:

f(x+ y) = f(x+ y) = f(x+ y) = f(x) + f(y) = f(x) + f(y),

thus a group isomorphism. Similarly if f is a ring (resp. A-) homomorphism, then the
bijection f is a ring (resp. A-) homomorphism, hence a ring (resp. A-) isomorphism. �
Example viii.6. The map from R[X] to C defined as substituting

√
−1 into X:

R[X] ∋ P (X) 7−→ P (
√
−1) ∈ C

is a surjective ring homomorphism, whose kernel is the ideal (X2 + 1). Thus we have
the following ring isomorphism (in fact this is the definition of C):

R[X]/(X2 + 1) ∋ a+ bX 7−→ a+ b
√
−1 ∈ C.

Exercise viii.7. For a general (non-commutative group) G and its subgroup H, in
order to define the quotient group G/H, we need the following condition on H:

x ∈ G, y ∈ H =⇒ x ∗ y ∗ x−1 ∈ H.

Such a subgroup is called a normal subgroup ofG, and we writeG ◃ H. If f : X → Y
is a homomorphism of general groups, then Ker f is a normal subgroup of X and Im f
is a subgroup of Y , and X/Ker f ∼= Im f .

viii.2. Ideals and quotient rings. For an A-homomorphism f : X → Y between
A-modules, let S be the set of all A-submodules of X that contain Ker f , and T the
set of all A-submodules of Im f . As the image of an A-submodule of X is always an
A-submodule of Im f , and the inverse image of an A-submodule of Im f is always an
A-submodule of X containing Ker f , we have the following two maps:

Φ : S ∋ I 7−→ f(I) ∈ T,

Ψ : T ∋ J 7−→ f−1(J) ∈ S.

Proposition viii.8. The two maps Φ,Ψ are inverse to each other, hence bijective.
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Proof. These maps clearly preserve the inclusion relations, and as f(f−1(J)) = J , we
have Φ◦Ψ = id. Also, observing that Ψ◦Φ(I) = f−1(f(I)) ⊃ I, as we have f(x) ∈ f(I)
for all x ∈ f−1(f(I)), ∃y ∈ I, f(y) = f(x). Therefore, as x− y ∈ Ker f ⊂ I shows that
x = y + (x− y) ∈ I, we have f−1(f(I)) ⊂ I, hence Ψ ◦ Φ = id. �
Proposition viii.9. For a surjective homomorphism f : A→ B, above Φ,Ψ give one-
to-one correspondence between (i) the prime ideals of A that contain Ker f and the
prime ideals of B, and (ii) the maximal ideals of A that contain Ker f and the maximal
ideals of B.

Proof. As Φ,Ψ preserve the inclusion relations, the maximals correspond to maximals.
We have P ∈ Spec(A) =⇒ f(P ) ∈ Spec(B), because if a, b /∈ f(P ), then choosing
a′ ∈ f−1(a), b′ ∈ f−1(b), we have

a′, b′ /∈ P =⇒ a′b′ /∈ P =⇒ ab = f(a′b′) /∈ f(P ).

Exercise vii.14(iv) shows Q ∈ Spec(B) =⇒ f−1(Q) ∈ Spec(A). �
Corollary viii.10. Let A be a ring, and I be an ideal of A.

(i) I ∈ Spec(A) ⇐⇒ A/I : domain.
(ii) I ∈ m-Spec(A) ⇐⇒ A/I : field.

Proof. Applying Proposition viii.9 to the canonical surjection A ∋ a 7−→ a ∈ A/I, we
see that I ⊂ A and 0 ⊂ A/I correspond. Now use Exercise vii.14(ii). �
Example viii.11. Considering the quotient ring Z/(n) of Z by an ideal (n) (n ≥ 1),

Z/(n) : field ⇐⇒ Z/(n) : domain ⇐⇒ n : prime.

When n is a prime p, the field Z/(p) is denoted by Fp (Example ii.13(ii)).

viii.3. Characteristic of a field. Let K be a field. The image of the unique ring
homomorphism φ : Z → K (dtermined by 1 7→ 1) is, being a subring of the field, a
domain, and hence the kernel of φ is a prime ideal of Z (Corollary viii.10(i)).

Definition viii.12. When Kerφ = 0, K is said to have characteristic 0, and when
Kerφ = (p) for a prime p, K is said to have characteristic p. The characteristic of
K is denoted by charK.

Identifying Z or Fp with a subring of K by homomorphism theorem,

charK = 0 ⇐⇒ Z ∼= Imφ ⊂ K ⇐⇒ K : an extension field of Q,
charK = p ⇐⇒ Fp

∼= Imφ ⊂ K ⇐⇒ K : an extension field of Fp.

(Thus an arbitrary field can be regarded as an extension field of Q or Fp. In each case,
we call Q,Fp the prime field of K.)
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ix. Algebras over rings

ix.1. Algebras over rings.

Definition ix.1. Let A be a ring. A pair (B, τ) of a ring B and a ring homomorphism
τ : A→ B is called an A-algebra. We often omit τ from the notation. By amorphism
f : (B, τ) → (B′, τ ′) of A-algebras we mean a ring homomorphism f : B → B′ such that
τ ′ = f ◦ B. We denote the category of A-algebras and A-algebra homomorphisms
by A-Alg and its set of morphisms by HomA-Alg(B,B

′).

Equivalently, an A-algebra is a ring B which is also an A-module, such that the
A-linear map A ∋ a 7−→ a · 1 ∈ B is a ring homormorphism. A ring homomor-
phism between A-algebras is a morphism of A-algebras if it is also an A-linear map.
The set HomA-Alg(B,B

′) is a subset of the set of A-linear maps HomA(B,B
′) =

HomA-Mod(B,B
′). In A-Alg, a morphism is an isomorphism if and only if it is an

isomorphism either as sets, rings, or A-modules.

Remark ix.2. This definition makes sense for non-commutative rings B as well (but
it is better to assume that A is commutative): e.g. EndA(M) := HomA(M,M) for an
A-module M is an A-algebra but non-commutative in general (Section xiii.2).

Example ix.3. (i) Every ring has a unique structure of Z-algebra, and every ring
homomorphism is a morphism of Z-algebras. Therefore Z-Alg = Rings.

(ii) An extension field F ofK (Definition 2.1) is aK-algebra, andK-homomorphisms
(Definition 3.1) between extension fields are morphisms of K-algebras.

(iii) Polynomial rings A[X], A[X1, . . . , Xn] are A-algebras (next subsection). More
generally, if A is a subring of a ring B, then B is an A-algebra.

(iv) If B is an A-algebra, every B-module is naturally an A-module (compare Ex-
ample iii.3(v)). In particular, every B-algebra is naturally an A-algebra.

(v) A quotient ring A/I for an ideal I ⊂ A is an A-algebra. More generally, for any
A-algebra B, its quotient rings are A-algebras.

(vi) If a subring of an A-algebra (B, τ) contains the image τ(A) of A, (or equivalent
ly, is an A-submodule), it is called an A-subalgebra of B. The image of a
morphism of A-algebras B → B′ is an A-subalgebra of B′.

Definition ix.4. If an A-algebra is finitely generated as an A-module, it is called a
finite A-algebra. (In the case of extension fields, a finite extension (Definition 2.2).)

Exercise ix.5. For a ring A and its ideal I (̸= 0, ̸= A), the quotient ring A/I is a
finite A-algebra, but not a free A-module (it has no linearly independent element).

ix.2. Polynomial rings. Let A be a ring.

Definition ix.6. (i) The set A[X] of all polynomials of one variable X with coef-
ficients in A is a ring with the usual addition and multiplication, and called the
polynomial ring over A. We naturally consider A as a subring of A[X]. The
ring of multivariable polynomials A[X1, . . . , Xn] for n ≥ 1 is defined similarly.

(ii) An element P ∈ A[X] is called monic if its coefficient of the highest term is 1.
(iii) An element a ∈ A is called a root of P ∈ A[X] if P (a) = 0.
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Exercise ix.7. (i) Let (B, τ) be an A-algebra. We extend τ to A[X] ∋ P 7→ τP ∈
B[X], where τP ∈ B[X] is obtained by applying τ to the coefficients of P , and
(B[X], τ) is an A[X]-algebra. If A is a subring of B, A[X] is a subring of B[X].

(ii) For every A-algebra (B, τ), a morphism of A-algebras f : A[X] → B is uniquely
determined by x = f(X) ∈ B, and it has to be the morphism of “substituting
x” (cf. Example v.3(viii)):

fx : A[X] ∋ P (X) 7−→ τP (x) ∈ B.

As x ∈ B can be arbitrary, the map x 7→ fx gives the inverse to the bijection:

HomA-Alg(A[X], B) ∋ f 7−→ f(X) ∈ B.

(iii) If A is a domain, then A[X] is a domain and A[X]× = A×.

Proposition ix.8. Let K be a field.

(i) The ring K[X] is a PID. Every ideal of K[X] is generated by a monic.
(ii) The number of roots of P ∈ K[X]\{0} is not greater than degP .

Proof. (i) The first part follows from Exercise vii.25(ii) and Theorem vii.26. AsK[X]× =
K× = K\{0}, every P ∈ K[X]\{0} is associate to a monic with the same degree.

(ii) For a ∈ K, we have P = (X − a)Q + R, degR < 1 (Exercise vii.25(ii)). As
degR < 1 means R ∈ K, by substituting X by a, we have P (a) = R. Therefore:

a : root of P ⇐⇒ R = 0 ⇐⇒ (X − a) | P,
hence the number of roots of P is equal to the number of monics with degree one diving
P . As K[X] is a UFD, it is at most degP by the uniqueness of prime factorization. �
Definition ix.9. The multiplicity of a root a ∈ K of P ∈ K[X] is the maximal
integer n satisfying (X − a)n | P . A root is called a multiple root if n > 1.

ix.3. Field of fractions. Let A be a domain.

Definition ix.10. In the product set A× (A \ {0}), the relation ∼ defined as

(a, b) ∼ (c, d) ⇐⇒ ad = bc

is an equivalence relation. Denoting the equivalence class of (a, b) by a
b , the operations

a

b
+
c

d
=
ad+ bc

bd
,

a

b
· c
d
=
ac

bd

on the quotient set Frac(A) are well defined (independent of the choice of representa-
tives) and Frac(A) becomes a field, called the field of fractions of A. We have an
injective ring homomorphism A ∋ x 7−→ x

1 ∈ Frac(A), with which we regard Frac(A)
as an A-algebra, or even A as a subring of Frac(A).

Example ix.11. Q is (defined as!) the field of fractions of Z.
Exercise ix.12. The A-algebra Frac(A) is determined up to a unique isomorphism by
the following property: every ring homomorphism f : A→ B satisfying f(A\{0}) ⊂ B×

extends uniquely to a morphism Frac(A) → B of A-algebras. In other words, every
A-algebra (B, τ) with τ(A \ {0}) ⊂ B× is a Frac(A)-algebra in a unique way. In
particular, if a field K is an A-algebra, then there is a unique morphism Frac(A) → K
of A-algebras, necessarily injective. The fraction field of a field K is K itself.
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x. Noetherian rings (for Section xi only)

Definition x.1. A ring A is called noetherian if all of its ideals are finite A-modules.

Example x.2. PID is noetherian.

Proposition x.3. For a ring A, the following are equivalent:

(i) A is noetherian;
(ii) For any chain I0 ⊂ I1 ⊂ I2 ⊂ · · · of ideals of A, there exists k ∈ N and

Ik = Ik+1 = · · · .
(iii) Any nonempty set X consisting of ideals of A has a maximal element with

respect to the inclusions.

Proof. (i)⇒(ii): For a chain I0 ⊂ I1 ⊂ I2 ⊂ · · · , the union I =
∪∞

i=0 Ii is an ideal of
A, hence finite. Take an Ik which contains the finite generating set of I. (ii)⇒(iii): If
X does not have a maximal element, for all I0 ∈ X, there is an I1 ∈ X with I0 ⊂ I1
and I0 ̸= I1. Repeating this, we obtain a chain I0 ⊂ I1 ⊂ I2 ⊂ · · · with Ii ̸= Ii+1 for
all i. (iii)⇒(i): Take any ideal I of A. The set X of all finite ideals contained in I
is nonempty as 0 ∈ X, hence has a maximal element J by (iii). If J ̸= I, there is an
a ∈ I \J and J ⊂ J+(a) ∈ X which contradicts the maximality by J ̸= J+(a). Hence
J = I and I is finite. �
Proposition x.4. Let A be a noetherian ring. Let M be an A-module and N its
A-submodule. If M is finite, then so is N .

Proof. We prove by induction on the cardinality n of a generating set of M . If n = 1,
there is a surjective A-homomorphism f : A ∋ a 7−→ ax ∈M for the generator x of M ,
hence N = f(J) for some ideal J of A by Proposition viii.8. As A is noetherian J is
finite, and the images under f of the generators of J generates N .

For n > 1, let x1, . . . , xn be a generating set of M . Consider M ′ = {ax1 | a ∈ A}
and the surjective A-homomorphism f : M → M/M ′. As f(x2), . . . , f(xn) generates
M/M ′, the A-submodule f(N) of M/M ′ is finite by the inductive hypothesis. Also the
kernel of the surjective A-homomorphism f |N : N → f(N) is N ∩M ′, which is, being
an A-submodule of M ′, finite by the case n = 1. Take a generating set y1, . . . , yk of
N ∩M ′ and a generating set f(yk+1), . . . , f(ym) of f(N), and for any x ∈ N , write
f(x) ∈ f(N) as

∑m
i=k+1 aif(yi) and write x −

∑m
i=k+1 aiyi ∈ Ker f |N = N ∩M ′ as∑k

i=1 aiyi. Then x =
∑m

i=1 aiyi, which shows that y1, . . . , ym generates N . �
Theorem x.5. (Hilbert’s basis theorem) If A is noetherian, then so is A[X]. (In
particular, so is A[X1, . . . , Xn]; e.g. Z[X1, . . . , Xn] or K[X1, . . . , Xn] for a field K.)

Proof. If I is an ideal of A[X] that is not finitely generated, then we can inductively
choose P1, P2, . . . so that if Ii−1 is the ideal generated by P1, . . . , Pi−1 and I0 := 0 then
Pi ∈ I \ Ii and degPi is minimal in I \ Ii−1. In particular i < j implies degPi ≤ degPj .
Let ai be the leading coefficient of Pi, and J the ideal of A generated by all ai. As A is
noetherian J is generated by a1, . . . , an−1 for some n and an =

∑n−1
i=1 xiai for xi ∈ A.

Let di := degPn − degPi and Q :=
∑n−1

i=1 xiX
diPi ∈ In−1. Then Pn − Q /∈ In−1, but

the leading coefficients of Pn, Q agree and deg(Pn −Q) < degPn, contradiction. �
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xi. Polynomial rings over UFDs (for Lectures 12, 20 only)

Lemma xi.1. Let A be a UFD. For P =
∑n

i=0 aiX
i ∈ A[X]\{0}, its content c(P ) ∈ A

is the GCD of a0, . . . , an (well-defined up to associates). Then c(PQ) = c(P )c(Q).

Proof. If a ∈ A then c(aP ) = a · c(P ). If c(P ) = a then a−1P ∈ A[X] and c(a−1P ) = 1.
Thus it suffices to show c(P ) = c(Q) = 1 =⇒ c(PQ) = 1. Let P =

∑m
i=0 aiX

i, Q =∑n
j=0 bjX

j , and PQ =
∑m+n

k=0 ckX
k with ck =

∑k
i=0 aibk−i. For any prime p ∈ A,

choose i and j minimal such that ai, bj /∈ (p). Then aibj /∈ (p), and in the formula for
ci+j every term is in (p) except for aibj , hence ci+j /∈ (p). Thus c(PQ) = 1. �
Proposition xi.2. (Gauss’ Lemma) Let A be a UFD and K = Frac(A). If P ∈ A[X]
is not divisible by any non-unit of A, then:

P : irreducible in A[X] ⇐⇒ P : irreducible in K[X].

Proof. ⇐: If P is irreducible in K[X], then P = QR in A[X] implies Q (or R) is in
A[X] ∩ K× = A ∩ K×, thus Q ∈ A× by hypothesis. ⇒: If P ∈ A[X] is reducible in
K[X], i.e. P = QR for Q,R ∈ K[X] \K, then by clearing the denominators we have
aP = bQ′R′ where a, b ∈ A \ {0} and Q′, R′ ∈ A[X] with c(Q′) = c(R′) = 1. Hence
a · c(P ) = c(aP ) = c(bQ′R′) = b · c(Q′R′) = b, therefore a | b. Thus P = (b/a)Q′R′ is
reducible in A[X]. �
Proposition xi.3. If A is a UFD, then the polynomial ring A[X] is also a UFD. (In
particular, so is A[X1, . . . , Xn]; e.g. Z[X1, . . . , Xn] or K[X1, . . . , Xn] for a field K.)

Proof. A prime p of A is a prime of A[X], because if p | PQ for P,Q ∈ A[X] then
p | c(PQ) = c(P )c(Q), thus p | c(P ) (or p | c(Q)), i.e. p | P . Let K = Frac(A). If
P ∈ A[X] is a prime of K[X] and c(P ) = 1 then P is a prime of A[X], because if
P | QR for Q,R ∈ A[X], then P | Q (or P | R) in K[X], hence aQ = bPS for some
a, b ∈ A \ {0} and S ∈ A[X] with c(S) = 1, thus b/a = c(Q) ∈ A and P | (a/b)Q | Q
in A[X]. Prime decompostion of P ∈ A[X] \ {0} in K[X] gives aP = bP1 · · ·Pn where
a, b ∈ A\{0} and Pi ∈ A[X] are primes in K[X] with c(Pi) = 1. Then b/a = c(P ) ∈ A,
and we have P = cP1 · · ·Pn with c ∈ A. Now factoring c into primes in A gives a prime
factorization of P in A[X] (recall A[X]× = A× by Exercise ix.7(iii)). �
Lemma xi.4. Let R be a UFD and K := Frac(R). Let B := R[x1, . . . , xn] be the poly-
nomial ring in n variables. Let a1, . . . , an ∈ B be the elementary symmetric polynomials
of xi (Proposition 16.3) and A := R[a1, . . . , an] ⊂ B. If L := Frac(A) = K(a1, . . . , an)
and F := Frac(B) = K(x1, . . . , xn), then B ∩ L = A in F .

Proof. As xi ∈ B are all roots of P := Xn +
∑n

i=1(−1)iaiX
n−i ∈ A[X], the xni is

an A-linear combination of 1, xi, . . . , x
n−1
i , and B is a finite A-module generated by

{xd11 · · ·xdnn | 0 ≤ di < n}. For x ∈ B, the A-submodule of B generated by {1, x, x2, . . .}
is a finite A-module by Proposition x.4 (as A is noetherian by Theorem x.5), hence

generated by 1, x, . . . , xm−1 for some m and xm =
∑m−1

i=1 aix
i for ai ∈ A. As A is

a UFD (Proposition xi.3), if x ∈ B ∩ L then x = a
b with a, b ∈ A coprime, but

am =
∑m−1

i=1 aia
ibm−i shows b | am, thus b ∈ A× and x ∈ A. �
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xii. Zorn’s lemma (for Lecture 8 only)

Theorem xii.1. (The axiom of choice) Let {Xi}i∈Λ be a family of sets indexed by
a set Λ. If Xi ̸= ∅ for every i ∈ Λ, then

∏
i∈ΛXi ̸= ∅.

We state two equivalent reformulations of the axiom of choice (treated in Part IID
Logic and Set Theory).

Definition xii.2. Let X be a set and ≤ a relation on X (Definition viii.1). We call X
a (partially) ordered set with the order ≤ if the following are satisfied:

(i) x ≤ x (reflexive),
(ii) x ≤ y, y ≤ x =⇒ x = y (antisymmetric),
(iii) x ≤ y, y ≤ z =⇒ x ≤ z (transitive).

If moreover for all pairs x, y ∈ X either x ≤ y or y ≤ x holds, then X is called a totally
ordered set.

Example xii.3. (i) N,Z and R are totally ordered.
(ii) A subset of an ordered set has a naturally inherited order.
(iii) For a set X and a set Y whose elements are subsets of X, we can define a

natural order on Y by inclusion, i.e. A ≤ B ⇐⇒ A ⊂ B for A,B ∈ Y .

Definition xii.4. Let X be an ordered set.

(i) An element x ∈ X satisfying x ≤ y =⇒ x = y is called a maximal element of
X. An x ∈ X satisfying y ≤ x =⇒ x = y is called a minimal element of X.

(ii) Let Y ⊂ X be a subset. An element x ∈ X is called an upper bound of Y if
y ≤ x for all y ∈ Y .

(iii) If X ̸= ∅ and all non-empty totally ordered subset of X has an upper bound in
X, then X is called inductive.

Theorem xii.5. (i) (Zorn’s lemma) Every inductive set has a maximal element.
(ii) (The well-ordering principle) Every set can be well-ordered, i.e. can de-

fine an order on it so that its every non-empty subset has a minimal element.

Proposition xii.6. For a ring A and an ideal I ̸= A, there exists a maximal ideal
which contains I. In particular (taking I = 0), m-Spec(A) ̸= ∅ if A ̸= 0.

Proof. The set of all ideals containing I and not equal to A is inductive with the order
by inclusions (shown as in Exercise vii.22), therefore has a maximal element. �
Exercise xii.7. The axiom of choice was used in the proofs of Proposition vii.21,
Proposition x.3(ii)⇒(iii) and Theorem x.5 to choose infinite sequences (it is not needed
to prove Proposition vii.21 for Euclidean domains). Rewrite these proofs using the
Zorn’s lemma.

Proposition xii.8. Every vector space V has a basis.

Proof. The set of all linearly independent subsets of V is inductive with the order by
inclusions, hence has a maximal element, which has to be a generating set of V . �
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Preliminaries III: More Linear Algebra

xiii. Determinants (for Section xiv only)

xiii.1. Volume Forms. Let A be a ring, and M be an A-module.

Definition xiii.1. Let M1, . . . ,Mn, N be A-modules. A map Φ :M1 × · · · ×Mn → N
is called a A-multilinear map if it satisfies the following conditions:

(i) Φ(x1, . . . , xi + yi, . . . , xn) = Φ(x1, . . . , xi, . . . , xn) + Φ(x1, . . . , yi, . . . , xn);
(ii) Φ(x1, . . . , axi, . . . , xn) = aΦ(x1, . . . , xi, . . . , xn) (∀a ∈ A).

The set Lin(M1, . . . ,Mn;N) of all such maps is an A-module by the operations on
their values. It is called a (multilinear) form if N = A, and an n-fold form on M if
M =M1 = · · · =Mn. An n-fold form Φ on M is called alternating if it satisfies

(iii) Φ(x1, . . . , xn) = 0 if xi = xj for i ̸= j.

If M ∼= An, then an alternating n-fold form on M is called a volume form on M , and
we denote the A-module of all volume forms on M by Vol(M).

Lemma xiii.2. For an alternating multilinear form Φ:

(i) Φ(x1, . . . , xi, . . . , xj , . . . , xn) = −Φ(x1, . . . , xj , . . . , xi, . . . , xn).
(ii) For a bijection σ : {1, . . . , n} → {1, . . . , n} (permutation):

Φ(xσ(1), . . . , xσ(n)) = s(σ)Φ(x1, . . . , xn).

(Here s(σ) =
∏

1≤j<i≤n
σ(i)−σ(j)

i−j ∈ {±1} is called the sign of σ.)

(iii) If yj =
∑n

i=1 aijxi (1 ≤ j ≤ n), then:

Φ(y1, . . . , yn) =
(∑
σ∈Sn

s(σ)aσ(1)1aσ(2)2 · · · aσ(n)n
)
Φ(x1, . . . , xn).

(Here Sn is the set of all permutations σ of {1, . . . , n} and called the symmetric
group of n letters.)

Proof. (i): Using (i),(iii) of the definition, LHS = Φ(x1, . . . , xi + xj , . . . , xj , . . . , xn),
RHS = Φ(x1, . . . , xi+xj , . . . , xi, . . . , xn), hence LHS+RHS = Φ(x1, . . . , xi+xj , . . . , xi+
xj , . . . , xn) = 0.

(ii): Apply (i) repeatedly. (The sign is seen to coincide with the given formula by
repeating the exchange of (i) from xσ(n) until there are no indices greater or equal to
σ(n) in the left hand side.)

(iii): Φ(y1, . . . , yn) = Φ
( n∑
i=1

ai1xi, . . . ,

n∑
i=1

ainxi

)
=

∑
i1,...,in

ai11 · · · ainnΦ(xi1 , . . . , xin)

=
(∑

σ∈Sn
s(σ)aσ(1)1aσ(2)2 · · · aσ(n)n

)
Φ(x1, . . . , xn). �

Proposition xiii.3. We have Vol(M) ∼= A as A-modules.

Proof. Fix a basis (x1, . . . , xn) of M . Then the A-linear map:

Vol(M) ∋ Φ 7−→ Φ(x1, . . . , xn) ∈ A
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is an isomorphism, because Lemma xiii.2(iii) shows that the value of Φ for all (y1, . . . , yn)
is determined by the value Φ(x1, . . . , xn) ∈ A which we can choose arbitrarily. �

xiii.2. Determinants. Let A be a ring. For A-modules M,N , the set Hom(M,N) of
all A-linear maps from M to N is an A-module if we define f1 + f2, af for a ∈M and
f, f1, f2 ∈ Hom(M,N) as

(f1 + f2)(x) = f1(x) + f2(x), (af)(x) = af(x).

This makes the maps f∗, f∗ of Exercise v.8 A-linear. If we consider the composition ◦ on
End(M) = Hom(M,M) as a multiplication, then End(M) is a ring, non-commutative
in general (in fact an A-algebra), called the endomorphism ring of M . Note that
the group End(M)× is equal to Aut(M).

Now let M ∼= An. Then End(M) is an A-algebra (non-commutative in general) and

End(M) ∼= An2
as an A-module (the bijection in Proposition v.9 is A-linear). Take

f ∈ End(M). For a Φ ∈ Vol(M),

Φ ◦ f :Mn ∋ (x1, . . . , xn) 7−→ Φ(f(x1), . . . , f(xn)) ∈ A

is again a volume form. Thus we have a map:

Vol(M) ∋ Φ 7−→ Φ ◦ f ∈ Vol(M)

which is A-linear, hence an a-multiplication for some a ∈ A by Proposition xiii.3.

Definition xiii.4. The element det f ∈ A satisfying Φ ◦ f = (det f) · Φ is called the
determinant of f .

Proposition xiii.5. (i) det(id) = 1, det(f ◦ g) = det f · det g.
(ii) f ∈ Aut(M) =⇒ det f ∈ A×.
(iii) det : Aut(M) → A× is a surjective group homomorphism.

Proof. (i): Φ◦(f ◦g) = (Φ◦f)◦g, Φ◦ id = Φ. (ii): f ∈ Aut(M) ⇒ det f ·det(f−1) = 1.
(iii): It is a group homomorphism by (i),(ii). For a ∈ A×, if we consider an f ∈ Aut(M)
mapping a basis X = (x1, . . . , xn) to X

′ = (ax1, x2 . . . , xn), then det f = a. �
Remark xiii.6. As Φ ◦ (f + g) ̸= (Φ ◦ f) + (Φ ◦ g), the map det : End(M) → A is not
A-linear.

Theorem xiii.7. Let K be a field, and V a K-vector space with dimK V = n.

(i) If Φ ∈ Vol(V ) \ {0} and X ∈Mn, then Φ(X) ̸= 0 ⇐⇒ X ∈ Basis(V ).
(ii) If f ∈ End(V ), then f ∈ Aut(V ) ⇐⇒ det f ̸= 0.

Proof. (i): ⇒: If X /∈ Basis(V ), then X is linearly dependent by Proposition iv.6(i),
hence some xi is a non-trivial linear combination of other xj ’s, and Φ(X) = 0 as
Φ is alternating. ⇐: As Φ ̸= 0, there exists X0 ∈ V n such that Φ(X0) ̸= 0. By
⇒ we have X0 ∈ Basis(V ), hence by Proposition v.12(ii), we have f(X0) = X for
f = φX ◦φ−1X0

∈ Aut(V ). Hence Φ(X) = (Φ ◦ f)(X0) = (det f) ·Φ(X0) and Proposition

xiii.5(ii) gives Φ(X) ̸= 0.

(ii): ⇒: Proposition xiii.5(ii). ⇐: Take a Φ ∈ Vol(V )\{0} and X0 ∈ V n with
Φ(X0) ̸= 0. If we let f(X0) = X, then Φ(X) = (Φ ◦ f)(X0) = (det f)Φ(X0) ̸= 0. (i)
shows that X0, X ∈ Basis(V ), hence f = φX ◦φ−1X0

∈ Aut(V ) (Proposition v.12(ii)). �
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xiv. Diagonalization (for Lecture 17 only)

xiv.1. Direct sum. Let A be a ring.

Definition xiv.1. Let M1, . . . ,Mn be A-modules. We define componentwise opera-
tions on the direct product set M1 × · · · ×Mn:

(x1, . . . , xn) + (y1, . . . , yn) = (x1 + y1, . . . , xn + yn),

a(x1, . . . , xn) = (ax1, . . . , axn).

This is an A-module, denoted by
⊕n

i=1Mi =M1⊕· · ·⊕Mn and called the direct sum
of M1, . . . ,Mn. In particular, the direct sum M ⊕ · · · ⊕M of n copies of M is denoted
by Mn (Exercise iii.3(iii)). In the following, we treat the case n = 2 for simplicity.

The following two maps are injective A-linear maps (canonical injections):

i1 :M1 ∋ x1 7−→ (x1, 0) ∈M1 ⊕M2, i2 :M2 ∋ x2 7−→ (0, x2) ∈M1 ⊕M2.

We regard M1,M2 as subspaces of M1 ⊕M2 by these injections. We have:

Lemma xiv.2. For any A-module N , the A-linear map

Hom(M1 ⊕M2, N) ∋ f 7−→ (f ◦ i1, f ◦ i2) ∈ Hom(M1, N)⊕Hom(M2, N)

is an isomorphism, whose inverse is given by

Hom(M1, N)⊕Hom(M2, N) ∋ (f1, f2) 7−→ f ∈ Hom(M1 ⊕M2, N),

where f(x1, x2) := f1(x1) + f2(x2).

Definition xiv.3. For f1 ∈ Hom(M1, N1) and f2 ∈ Hom(M2, N2), the map:

M1 ⊕M2 ∋ (x1, x2) 7−→ (f1(x1), f2(x2)) ∈ N1 ⊕N2

is A-linear, denoted by f1 ⊕ f2, and called the direct sum of f1, f2.

Exercise xiv.4. If f1, f2 are isomorphisms, then so is f1⊕f2. In particular, ifM1
∼= An

and M2
∼= Am, then M1 ⊕M2

∼= Am+n.

Exercise xiv.5. If iMk :Mk →M1 ⊕M2, i
N
k : Nk → N1 ⊕N2 (k = 1, 2) are canonical

injections, then f = f1 ⊕ f2 is the unique A-linear map satisfying the following:

f ◦ iM1 = iN1 ◦ f1, f ◦ iM2 = iN2 ◦ f2.

Definition xiv.6. Let M1,M2 be A-submodules of M . If the A-linear map

M1 ⊕M2 ∋ (x1, x2) 7−→ x1 + x2 ∈M

is an isomorphism, we write M = M1 ⊕M2 (a direct sum decomposition of M).
LetM =M1⊕M2, N = N1⊕N2 and f ∈ Hom(M,N). If there are fk ∈ Hom(Mk, Nk)
(k = 1, 2) with f |Mk

= fk, then we write f = f1 ⊕ f2.

Remark xiv.7. There are maps f which are not decomposed into direct sums, i.e. the
map Hom(M1, N1)⊕Hom(M2, N2) ∋ (f1, f2) 7−→ f1 ⊕ f2 ∈ Hom(M1 ⊕M2, N1 ⊕N2) is
not surjective.
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Exercise xiv.8. Let M ∼= An and X = {x1, . . . , xn} be its basis. If we write Mi =
{axi | a ∈ A} for the submodule generated by {xi}, then

n⊕
i=1

Mi =M1 ⊕ · · · ⊕Mn ∋ (y1, . . . , yn) 7−→
n∑

i=1

yi ∈M

is an isomorphism, i.e. gives a direct sum decomposition of M into M1, . . . ,Mn. Con-
versely, for any direct sum decomposition of M into n pieces of submodules Mi with
Mi

∼= A, choosing a basis of Mi gives a basis of M .

xiv.2. Linear transformations and diagonalization. Let K be a field.

Definition xiv.9. We will consider the pairs (V, φ) consisting of a finite dimensional
K-vector space V and its linear transformation φ ∈ End(V ).

(i) For two pairs (V, φ), (W,ψ), we will call a K-linear map f ∈ Hom(V,W ) a
morphism of pairs when it satisfies f ◦φ = ψ◦f , and write f : (V, φ) → (W,ψ).

(ii) If a morphism f of pairs is an isomorphism as a K-linear map, then its inverse
f−1 is also a morphism of pairs, and we call f an isomorphism of pairs.

Example xiv.10. When V is 1-dimensional, any φ ∈ End(V ) is an a-multiplication
for some a ∈ K. In this case we write (V, φ) as (V, a) and call it an elementary pair.

Definition xiv.11. (i) For a pair (V, φ), we call a pair (W,ψ) consisting of a
subspace W of V and ψ ∈ End(W ) a subpair of (V, φ) if φ|W = ψ, and we
write (W,ψ) ⊂ (V, φ). An inclusion i : W → V gives a morphism of pairs
i : (W,ψ) → (V, φ). In particuar we will study the elementary subpairs.

(ii) For two pairs (V1, φ1), (V2, φ2), we denote (V1 ⊕ V2, φ1 ⊕ φ2) by (V1, φ1) ⊕
(V2, φ2), and call it the direct sum of (V1, φ1), (V2, φ2).

(iii) If two subpairs (V1, φ1), (V2, φ2) of (V, φ) satisfy V = V1 ⊕ V2, φ = φ1 ⊕φ2, we
write (V, φ) = (V1, φ1)⊕ (V2, φ2), a direct sum decomposition of (V, φ).

Proposition xiv.12. For a pair (V, φ) and a ∈ K:

(V, φ) has an elementary subpair of the form (V0, a) ⇐⇒ det(φ− a · id) = 0.

Proof. As a subspace V0 with dimV0 = 1 is generated by some non-zero x ∈ V :

∃(V0, a) ⊂ (V, φ) ⇐⇒ ∃x ∈ V \{0} φ(x) = ax ⇐⇒ Ker (φ− a · id) ̸= 0

⇐⇒ φ− a · id /∈ Aut(V ) ⇐⇒ det(φ− a · id) = 0

(The last two equivalences follow respectively from Corollary vi.6, Theorem xiii.7.) �
Definition xiv.13. For a pair (V, φ), the polynomial in one variable X with K-
coefficients Pφ(X) = det(φ−X · id) is called the characteristic polynomial of (V, φ).
If (V0, a) is an elementary subpair of (V, φ), then a is called an eigenvalue of (V, φ),
and a non-zero element of V0 is called an eigenvector of (V, φ) for the eigenvalue a.

Proposition xiv.14. The following are equivalent:

(i) (V, φ) decomposes into direct sum of n elementary subpairs.
(ii) There is a basis of V consisting of eigenvectors of (V, φ).

A pair (V, φ) satisfying this condition is called diagonalizable or semisimple.
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Proof. ⇒: If (V, φ) = (V1, a1)⊕ · · · ⊕ (Vn, an), a non-zero element xi ∈ Vi from each Vi
gives a basis consisting of eigenvectors of (V, φ).

⇐: For a basis {x1, . . . , xn} consisting of eigenvectors of (V, φ), if we let ai be the
eigenvalue of xi and Vi be the subspace generated by {xi}, then by the direct sum
decomposition V = V1 ⊕ · · · ⊕ Vn of V , we have φ = a1 ⊕ · · · ⊕ an. �
Exercise xiv.15. If we consider a-multiplication for a ∈ K, any x ∈ V \{0} is an
eigenvector for the eigenvalue a, hence (V, a) is diagonalizable.

xiv.3. Eigenvalues and minimal polynomials. For φ ∈ End(V ), consider the ring
homomorphism of “substituting φ into polynomials with coefficients in K”:

fφ : K[X] ∋ P 7−→ P (φ) ∈ End(V )

(set fφ(1) = id to make it into a ring homomorphism). This fφ is K-linear and Im fφ is
finite-dimensional, being a subspace of End(V ) (Lemma iv.8), and as K[X] is infinite-
dimensional, Ker fφ ̸= 0. Therefore, by Proposition ix.8(i), Ker fφ is a principal ideal
(Qφ) generated by Qφ ̸= 0, and Im fφ is a subring of End(V ) isomorphic toK[X]/(Qφ).

Definition xiv.16. The monic generator Qφ (Proposition ix.8(ii)) of Ker fφ is called
the minimal polynomial of f over K. (It has minimal degree among the polynomials
with coefficients in K which have φ as a “root”, but is not necessarily irreducible.)

Proposition xiv.17. If a ∈ K, then a : an eigenvalue of φ ⇐⇒ Qφ(a) = 0.

Proof. Recall that, by Proposition xiv.12 and Corollary vi.6,

a : an eigenvalue of φ ⇐⇒ Ker (φ− a · id) ̸= 0 ⇐⇒ φ− a · id /∈ Aut(V ).

⇒: If Qφ(a) ̸= 0 then Qφ /∈ (X − a) in K[X]. As (X − a) ∈ m-Spec(K[X]), we have
(Qφ)+(X−a) = K[X]. Hence there exist R1, R2 ∈ K[X] with QφR1+(X−a)R2 = 1.
Applying fφ, we have (φ− a · id) ◦R2(φ) = idV , thus φ− a · id ∈ Aut(V ).

⇐: If Qφ(a) = 0, then Qφ = (X − a) ·R for some R ∈ K[X], so by applying fφ, we
have 0 = (φ − a · id) ◦ R(φ). Now if φ − a · id ∈ Aut(V ), composing its inverse shows
0 = R(φ), hence Qφ | R, which contradicts degR < degQφ. �
Remark xiv.18. The same proposition holds for the characteristic polynomial Pφ of
φ (Proposition xiv.12), but in general Qφ ̸= Pφ. (Qφ | Pφ by definition, and they have
same sets of roots, but their multiplicities can be different.)
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xv. Matrices (for Lecture 21 only)

Let K be a field and n,m ≥ 1 be integers. By Proposition v.9, a K-linear map
f ∈ Hom(Kn,Km) is determined by f(e1), . . . , f(en), where ei are the canonical basis
of Kn (Example iii.10). If we set f(ej) = (a1j , . . . , amj) for 1 ≤ j ≤ n, then f is
uniquely represented by the mn elements aij ∈ K (1 ≤ i ≤ m, 1 ≤ j ≤ n).

Definition xv.1. The arrangement of mn elements in K in the following form is called
an m by n matrix over K:

(aij) =


a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
...

am1 am2 · · · amn

 .

The aij is called the (i, j)-entry of the matrix (aij). A matrix with all entries equal to
0 is denoted by 0. The set of all m by n matrices over K is denoted by Mm,n(K).

Thus we have a bijection:

Hom(Kn,Km) ∋ f 7−→ (aij) ∈Mm,n(K).

Addition and scalar multiplication on Hom(Kn,Km) corresponds to the entrywise ad-
dition and scalar multiplications of matrices. Therefore we define the K-vector space
structure on Mm,n(K) by entrywise operations.

Proposition xv.2. We have Hom(Kn,Km) ∼=Mm,n(K) as K-vector spaces.

By Proposition v.9, we have Hom(Kn,Km) ∼= (Km)n ∼= Kmn as K-vector spaces,
henceMm,n(K) is mn-dimensional. This gives a canonical basis forMm,n(K): a matrix
with only (i, j)-entry equal to 1 and rest of the entries equal to 0 is called a matrix
element and denoted by (1ij).

Consider a system of m linear equations with n variables with coefficients in K:
n∑

j=1

aijXj = bi (aij , bi ∈ K, 1 ≤ i ≤ m, m ≤ n).

We will write the above equation using the matrix (aij) ∈Mm,n(K) as follows:

(aij)(Xj) = (bi).

If (aij) correspond to f ∈ HomK(Kn,Km), then aj = (a1j , . . . , amj) = f(ej) for 1 ≤
j ≤ n and the equation is f((Xj)) = (bi). Thus (Xj) ∈ Kn is a solution if and only if
(Xj) ∈ f−1((bi)).

Proposition xv.3. Consider (aij)(Xj) = (0) and let aj = (a1j , . . . , amj).

(i) There is a solution (Xj) ̸= (0) if and only if {a1, . . . , an} is linearly dependent.
(ii) Assume m < n. Then there always exists a solution (Xj) ̸= (0).

Proof. If (aij) correspond to f ∈ HomK(Kn,Km), then the equation is f((Xj)) =
f(
∑n

j=1Xjej) =
∑n

j=1Xjaj = 0. (ii) follows from (i) and Proposition iv.6(i). �
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xvi. Matrices and linear maps (for Lecture 22 only)

xvi.1. Product of matrices. If f ∈ Hom(Km,K l), g ∈ Hom(Kn,Km) and f ◦ g ∈
Hom(Kn,K l) correspond to (aij) ∈ Ml,m(K), (bjk) ∈ Mm,n(K) and (cik) ∈ Ml,n(K),
then we have:

cik =

m∑
j=1

aijbjk.

Definition xvi.1. For (aij) ∈Ml,m(K), (bjk) ∈Mm,n(K), the matrix (cik) ∈Ml,n(K)
with cik :=

∑m
j=1 aijbjk is called their product, written as (cik) = (aij)(bjk).

The associativity and distributivity of addition and multiplication follow from those
for Hom(Kn,Km). In particular, the set Mn(K) := Mn,n(K) of all n by n matrices is
a ring, isomorphic to the endomorphism ring End(Kn) = Hom(Kn,Kn) of Kn.

Definition xvi.2. An n by n matrix is called a square matrix of degree n. The set
Mn(K) :=Mn,n(K) of all square matrices of degree n over K is a ring by the entrywise
addition and the product, and the multiplicative identity is the matrix

(δij) =


1 0 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

 ,

called the identity matrix. The symbol δij (Kronecker’s delta) is generally used
for the (i, j)-entry of the identity matrix.

The identity matrix corresponds to the identity map id ∈ End(Kn). The automor-
phism group Aut(Kn) corresponds to the group of units in Mn(K).

Definition xvi.3. A square matrix α ∈Mn(K) is called invertible if there exists an
α−1 ∈ Mn(K) which satisfies αα−1 = α−1α = (δij), in which case α−1 is called the
inverse matrix of α. The group Mn(K)× of all n by n invertible matrices is called
the general linear group of degree n over K, and is denoted by GLn(K).

If n = 1, then M1(K) ∼= K and GL1(K) ∼= K×. If n > 1, then Mn(K) is a
non-commutative ring and GLn(K) is a non-commutative group.

xvi.2. Matrices representing linear maps. Let V1, V2 be vector spaces over K of
dimensions n,m respectively. Choosing a basis Y = (yj) of V1 and a basis X = (xi)
of V2, we have isomorphisms φY : Kn → V1, φX : Km → V2 (Lemma v.10(iii)). If
f ∈ Hom(V1, V2), defining f

′ = φ−1X ◦ f ◦ φY , we have a commutative diagram:

Kn
f ′

//

φY ∼=
��

Km

φX∼=
��

V1
f // V2
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(A diagram consisting of sets and arrows representing the maps between the sets is
called a commutative diagram if for any two sets the composite of maps along a
path between those two sets does not depend on the path.)

By this correspondence, we have an isomorphism:

Hom(V1, V2) ∋ f 7−→ f ′ ∈ Hom(Kn,Km) ∼=Mm,n(K)

Definition xvi.4. The matrix (aij) ∈Mm,n(K) corresponding to f ′ is called the matrix
representing f with respect to bases Y = (yj) and X = (xi).

Exercise xvi.5. The entries of the representation matrix of f with respect to bases
Y = (yj), X = (xi) are the coefficients aij (1 ≤ i ≤ m, 1 ≤ j ≤ n) appearing in:

f(yj) =
m∑
i=1

aijxi (aij ∈ K).

Exercise xvi.6. The matrix representing an isomorphism is invertible. The identity
and inverse maps are represented respectively by identity and inverse matrices.

Exercise xvi.7. Fix the bases Z = (zi), Y = (yj) and X = (xk) for the K-vector

spaces V1 ∼= Kn, V2 ∼= Km and V3 ∼= K l. Let the matrices (aij) ∈ Ml,m(K), (bjk) ∈
Mm,n(K) represent f ∈ Hom(V2, V3), g ∈ Hom(V1, V2) with respect to these bases.
Then f ◦ g ∈ Hom(V1, V3) is represented by the product (cik) = (aij)(bjk):

Kn
g′ //

φZ ∼=
��

Km
f ′

//

φY ∼=
��

K l

φX ∼=
��

V1
g // V2

f // V3

Lemma xvi.8. Let (pij) ∈ GLn(K) be the matrix representing f ∈ Aut(V ) with respect
to the basis X = (xi), and f(X) = X ′. Then we have a commutative diagram:

Kn
(pij) //

φX′ !!C
CC

CC
CC

C Kn

φX}}{{
{{

{{
{{

V

Proof. By definition of the representation matrix, we have a commutative diagram:

Kn
(pij) //

φX ∼=
��

Kn

φX∼=
��

V
f // V

As f = φX′ ◦ φ−1X (see proof of Proposition v.12), we obtain the lemma. �
Remark xvi.9. If we set X ′ = (x′j) = f(X) then x′j =

∑n
i=1 pijxi by Exercise xvi.5.

Let V1, V2 be K-vector spaces of dimensions n,m respectively. Let Y = (yj), X =
(xi) be the basis of V1, V2 respectively. Consider the change of basis g1(Y ) = Y ′, g2(X) =
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X ′ under g1 ∈ Aut(V1), g2 ∈ Aut(V2), and let η = (qij), ξ = (pij) ∈ GLn(K) respec-
tively be the matrices representing g1, g2 with respect to Y,X.

Proposition xvi.10. Let α = (aij) ∈ Mn(K) (resp. α′ = (a′ij)) be the matrix repre-

senting f ∈ Hom(V1, V2) with respect to Y,X (resp. Y ′, X ′). Then α′ = ξ−1αη.

Proof. By Lemma xvi.8, consider the commutative diagram:

Kn
η //

φY ′ !!C
CC

CC
CC

C Kn α //

φY}}{{
{{

{{
{{

Km
ξ−1

//

φX !!C
CC

CC
CC

C Km

φX′}}{{
{{

{{
{{

V1
f // V2

�
Corollary xvi.11. Let V be an n-dimensional vector space. Let the image of the
basis X = (xi) under g ∈ Aut(V ) be X ′ = g(X), and let ξ = (pjk) ∈ GLn(K) be the
representation matrix of g with respect to X. If we denote the matrix representing f ∈
End(V ) with respect to X (resp. X ′) by α = (aij) (resp. α

′ = (a′ij)), then α
′ = ξ−1αξ.

xvi.3. Determinants.

Proposition xvi.12. Let (aij) be the matrix representing f ∈ End(V ) with respect to
a basis X of V . Then:

det f =
∑
σ∈Sn

s(σ)aσ(1)1aσ(2)2 · · · aσ(n)n.

Proof. If X = (x1, . . . , xn), then f(xj) =
∑n

i=1 aijxi. For any Φ ∈ Vol(V ), Lemma

xiii.2(iii) shows (Φ ◦ f)(X) = Φ(f(X)) =
(∑

σ∈Sn
s(σ)aσ(1)1aσ(2)2 · · · aσ(n)n

)
Φ(X). �

Definition xvi.13. We define the determinant of α = (aij) ∈Mn(K) as follows:

detα = det(aij) = |(aij)| =
∑
σ∈Sn

s(σ)aσ(1)1aσ(2)2 · · · aσ(n)n.

Proposition xiii.5 gives the following:

Proposition xvi.14. (i) det(δij) = 1, det(αβ) = detα detβ.
(ii) α ∈ GLn(K) ⇐⇒ detα ̸= 0.

Proposition xvi.15. Consider the systems of linear equations for (aij) ∈Mn(K).

(i) (aij)(Xj) = (bi) has a unique solution (Xj) ∈ Kn if det(aij) ̸= 0.
(ii) (aij)(Xj) = (0) has a solution (Xj) ̸= (0) if and only if det(aij) = 0.

Proof. (i): By Proposition xvi.14(ii), (aij) ∈ GLn(K) and (Xj) = (aij)
−1(bi). (ii): If

(aij) correspond to f ∈ End(Kn) and X =
(
f(e1), . . . , f(en)

)
, then for any Φ ∈ Vol(V )

we have Φ(X) = (Φ ◦ f)(e1, . . . , en) = (det f) ·Φ(e1, . . . , en) = (det(aij)) ·Φ(e1, . . . , en).
Now use Theorem xiii.7(i) and Proposition xv.3(i). �
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xvii. Traces (for Lecture 22 only)

xvii.1. Dual modules. Let A be a ring, and M be an A-module.

Definition xvii.1. The A-module M∨ := Hom(M,A) is called the dual of M . If
f ∈ Hom(M,N), then f∨ := Hom(N∨,M∨) is defined by f∨(α) = α ◦ f . As (f ◦ g)∨ =
g∨ ◦ f∨, if f is an isomorphism then so is f∨.

By Proposition v.9, we have an isomorphism (An)∨ ∋ α 7→ (α(ei)) ∈ An. If M ∼= An

and X = (xi) is a basis of M , then the isomorphism φX : An ∋ ei 7→ xi ∈ M gives
φ∨X :M∨ ∼= (An)∨, and composing with the above gives ψX :M∨ ∋ α 7→ (α(xi)) ∈ An.

By Proposition v.11, the isomorphism ψ−1X ∈ Isom(An,M∨) corresponds to a basis
X∨ = (x∨j ) of M

∨, satisfying x∨j (xi) = δij . It is called the dual basis of X.

xvii.2. Traces. Let Lin(M,N) := Lin(M,N ;A) be the A-module of all bilinear forms
on M,N . If f :M ∼=M ′ then Lin(M ′, N) ∼= Lin(M,N), and Lin(A,N) ∼= N∨.

Lemma xvii.2. For f ∈M∨1 and x ∈M2, define f⊗x ∈ Hom(M1,M2) by (f⊗x)(y) :=
f(y)x. Then Φ :M∨1 ×M2 ∋ (f, x) 7−→ f⊗x ∈ Hom(M1,M2) is bilinear. In particular,
we have an A-linear map:

Φ∗ : Hom(M1,M2)
∨ ∋ α 7−→ α ◦ Φ ∈ Lin(M∨1 ,M2).

Proof. Immediate from the definition. �
Proposition xvii.3. Let M1

∼= An.

(i) Lin(M1,M2) ∼= (M∨2 )
n.

(ii) Φ∗ : Hom(M1,M2)
∨ −→ Lin(M∨1 ,M2) is an isomorphism.

Definition xvii.4. Define the canonical pairing c ∈ Lin(M∨,M) by c(f, x) := f(x).
If M ∼= An, then the element tr ∈ End(M)∨ satisfying Φ∗(tr) = c is called the trace.
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extension field, 8
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irreducibility of cyclotomic polynomials, 26
irreducible (element), 51
isomorphic (as extensions), 10
isomorphic (object), 47
isomorphism, 65
isomorphism (object), 47

K-homomorphism (of extensions), 10
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monic, 57
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object, 47
operation, 41
order, 61
order (cyclic group), 22
order (element of a finite group), 22
ordered set, 61

partially ordered set, 61
perfect field, 28
permutation, 62
PID, 53
polynomial ring, 42, 57
prime (element), 51
prime (ideal), 52
prime factorization of integers, 53
prime field, 56
primitive n-th root of unity, 24
primitive element theorem, 28
primitive root, 25
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principal ideal domain (PID), 53
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quotient A-module, 55
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quotient ring, 55
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radical extension, 32
rank-nullity, 50
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rational function field (n variables), 30
reflexive, 54, 61
relation, 54
represent (matrix), 69
representative (element), 54
residue class ring, 42
resolvent cubic, 33
restriction, 40
right-distributive, 42
ring, 42
ring homomorphism, 47
root, 57
roots of unity, 22

semisimple, 65
separable (element), 28
separable (extension), 27
separable (polynomial), 27
separable closure, 37
sign (permutation), 62
soluble extension, 32
soluble group, 31

split (polynomial), 19
splitting field, 19
square matrix, 68
Steinitz’ theorem, 21
subalgebra, 57
subextension, 8, 18
subfield, 8
subgroup, 42
submodule, 43
subpair, 65
subring, 42
subspace, 43
sum (ideals), 52
surjection, 40
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symmetric function theorem, 30
symmetric group, 62
symmetric group (in n letters), 30

totally ordered set, 61
tower law, 9
trace, 36, 71
transcendental (element), 13
transitive, 34, 54, 61
trivial (linear relation), 44

unique factorization domain (UFD), 52
unit, 42
upper bound, 61

vector space, 43
volume form, 62

well-ordered, 61
well-ordering principle, 61

zero divisor, 51
zero element, 41
zero ring, 42
Zorn’s lemma, 61


