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ABSTRACT | Miniature wireless sensors with long lifetimes

enable new applications for medical diagnosis, infrastructure

monitoring, military surveillance, and environmental sensing

among many other applications in a growing field. Sensor

miniaturization leads to decreased on-sensor energy capacity,

and lifetime requirements further constrain the sensor’s power

budget. To enable millimeter-scale wireless sensors with life-

times of months to years, a new class of low-power circuit

techniques is required. Wireless sensors collect and digitize

environmental data before processing and transmitting the

data wirelessly to base stations or other sensor nodes. Recent

low-power advances for each of these functions shed light on

how ubiquitous sensing can become a reality.
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I . INTRODUCTION

Wireless sensors vary greatly in application and distribu-

tion but universally benefit from longer device lifetimes,
smaller size, and reduced cost. Low-power operation and

energy harvesting from the environment increase the time

before energy stored on-sensor is depleted, extending

lifetimes. Low-power operation is vital for sensors used to

monitor flow rates in oil pipelines [1] or in heating,

ventilation, and air conditioning (HVAC) systems [2] since

the sensors are inaccessible and battery replacement often

requires disassembling the infrastructure. It is equally
important for implanted medical sensors, where battery

replacement requires costly, invasive surgery and high-

power densities can cause tissue heating and damage [3].

Tiny sensor nodes are needed for many applications to

collect and communicate environmental data without

interfering with the subject under study. For example, a
pebble-sized sensor can be attached to a bumblebee to track

a colony’s territory without impeding the insect’s move-

ment [4]. Similarly, tiny sensors can be mixed into concrete

to measure a building’s structural integrity during an

earthquake without compromising the concrete’s strength

[5]. Lower sensor cost is vital for the mass deployment of

ubiquitous sensors and for creating large wireless sensor

networks. Cheaper sensors make it more economical to
monitor conditions as individual items are transported

through a supply chain or to use wireless sensors to track

inventory in a store.

Today’s wireless sensors are composed of multiple

components on a printed circuit board (PCB). Bulky bat-

teries are included in the system to power the circuit

components with adequate lifetimes. Many modern wire-

less transmission protocols also require centimeter-scale
antennas or larger. The result is a milliwatt-powered

system that is centimeters or tens of centimeters in at least

one dimension. New circuit design advances are creating

exciting opportunities to dramatically reduce the size and

cost of future wireless sensors without affecting device

lifetime. Continued scaling of transistor, sensor, and pack-

aging technologies will enable unprecedented integration,

and decrease size, power, and cost. Robust low-power
circuit design will enable the use of smaller, less expensive

power sources while still increasing device lifetime to

reduce maintenance costs for battery replacement or re-

charging. New wireless transmission methods will require

less power and smaller antennas. The result will be a

millimeter-scale wireless sensor suitable for a multitude of

applications not feasible today.
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Consider a hypothetical intraocular pressure (IOP)

monitor as an example to better understand the possibil-

ities created by, and constraints placed on, future

millimeter-scale wireless sensor systems. Intraocular

sensors provide the opportunity for continuous pressure
monitoring to detect and track the progression of glaucoma

and also study the underlying mechanisms of the disease

[6], [7]. Current eye pressure measurement techniques are

invasive and must be performed at a doctor’s office, so they

are performed infrequently. With an implanted sensor,

IOP can be recorded nearly continuously (i.e., every few

minutes) using a capacitive microelectromechanical sys-

tem (MEMS) sensor (Fig. 1). This provides doctors with a
much more accurate picture of the eye pressure during

normal daily activities. It also allows them to customize

medication levels throughout the day to adjust to the

circadian rhythms in the patient’s eye pressure and to

determine patient compliance with the prescribed medi-

cation regime.

The data logged by the sensor are stored into memory

by an on-sensor microprocessor and are periodically wire-
lessly transmitted to the doctor’s or patient’s personal

computer. Additionally, the microprocessor can perform

signal processing on the pressure data to check for

abnormally high or low pressures, as well as sharp changes

in pressure. In case an abnormally high ocular pressure is

detected, the sensor transmits a warning signal to the

personal computer, which relays the message to the

patient and physician so that the proper medical actions
are taken with faster response time. The intraocular sensor

is powered by a thin-film battery that is recharged through

radio-frequency (RF) power transmitted from a wand that

is periodically held to the eye for a short period of time.

The battery is assembled with the integrated circuits (ICs)

as well as energy harvesting elements or antenna, as

recently demonstrated and shown in Fig. 2 [8].

Since the sensor is implanted in the eye, its volume is
heavily constrained and a cubic-millimeter sensor node is

required. This limits the area of its thin-film battery to

1 mm2. Even if the patient fully recharges this battery daily

and the battery has an energy density of 1.5 �Ah/mm2, the

power budget of the sensor is 240 nW. This translates to the

power of roughly 5000 minimum sized complementary
metal–oxide–semiconductor (CMOS) inverters doing

nothing and only ten of the same inverters when switching

in a 1.8-V, 0.18-�m CMOS process. Moreover, the sensor

must perform a multitude of functions, including collect-

ing, processing, storing, and transmitting IOP data, all

using its limited power supply. Fig. 3 shows the maximum

power budget of such sensors as a function of the desired

system lifetime, assuming a nonrechargeable system with
commercial batteries, along with an academic fuel cell and

commercial thin-film battery scaled down to millimeter-

scale dimensions [9]–[12]. To meet the stringent power

requirements of miniature wireless sensors, significant

strides have been made in each wireless sensor component

to achieve robust ultralow-power operation. In this paper,

we present recent research findings of a new class of

Fig. 1. The sensor collects, processes, and transmits environmental data.

Fig. 2. A highly integrated millimeter-scale low-power sensor [8].
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ultralow-power circuits and techniques aimed at providing

these unprecedented low-power levels. Using these tech-

niques, an IOP sensor with a 1-mm3 volume and lifetimes

of months to years is possible.

In Section II, we will take a closer look at sensors and

front end design for sensor nodes. Section III examines

microprocessors that log, analyze, and compress sensor

data. Section IV discusses low-power memory to store data
on-sensor and Section V reviews wireless communication

to move data off of the sensor node. Section VI describes

the power electronics needed to supply low-power sensor

nodes and Section VII details standby mode operation. We

then examine open challenges in Section VIII and con-

clude in Section IX.

II . SENSORS AND FRONT END

Wireless sensors monitor environmental conditions, such

as light, temperature, pressure, vibration, or electricity.

Many common sensors output a voltage or a current. For

example, photodiodes generate a voltage and current,
which are related to light intensity. Capacitive or piezo-

resistive pressure sensors can output a voltage based on the

pressure-induced deflection of a MEMS diaphragm [13]. In

a typical sensor front end shown in Fig. 4, the raw sensor

output is amplified to magnify alternating current (ac)

components and supply adequate drive strength for sub-

sequent circuits. The data are then digitized with an

analog-to-digital converter (ADC) before it is digitally pro-
cessed, stored, and transmitted. It is vital that the low-

noise amplifier (LNA) and ADC introduce minimal noise

while operating on a tight power budget. In this section,

we discuss light and temperature sensors since they are

easily implemented in CMOS processes. In addition, we

examine LNA and ADC circuits that receive inputs from

CMOS, MEMS, and other sensors.

A. Temperature Sensors
Temperature sensors commonly digitize a voltage based

on the temperature-sensitive nature of parasitic p-type

n-type p-type (PNP) bipolar devices in CMOS processes.

The base-to-emitter voltage (VBE) of a PNP device with

fixed current is complementary to absolute temperature

(CTAT). Also, the difference in VBE between two PNP

devices with different sizes or currents is proportional to

absolute temperature (PTAT) [14]. Either of these voltages
or some combination of the two can be fed into an ADC to

produce a digital representation of the temperature. The

PNP bias is typically greater than 250 nA to ensure accurate

current ratios between devices, and ADCs commonly

require microwatts of power for sampling frequencies in

the kilohertz range [15]. Alternatively, a 1-nW temper-

ature sensor can be realized by leveraging the temperature-

sensitive nature of subthreshold leakage, as shown in (1)
[16]. A capacitor is precharged to a set value and then

discharged with a subthreshold biased metal–oxide–

semiconductor field-effect transistor (MOSFET). A

CMOS inverter or Schmitt trigger buffers the capacitor’s

voltage and generates a pulse when the capacitor crosses

the buffer switching threshold. The duration of the pulse is

temperature dependent and can be digitized with a time-

to-digital converter (TDC), discussed in Section II-D. A
temperature sensor must either heavily duty cycle a PNP

device or use a low-power circuit such as the discussed

subthreshold device to fit within the power budget of a

nanowatt system

ISUB ¼ �oCOX
W

L
v2

TeððVGS�VTHÞ=nvTÞ 1� eð�VDS=vTÞ
� �

: (1)

B. Image Sensors
Image sensors on sensor nodes can be used for military

surveillance, gastrointestinal scans, and automobile traffic

monitoring. CMOS image sensors are easily integrated

with digital circuits to allow for a small form factor. A

traditional CMOS image sensor consists of an array of

photovoltaic diodes. Upon exposure to light, electron–hole

pairs are generated in the diode’s depletion region. These

Fig. 3. Sensor power budgets with common power sources.

Fig. 4. Signals from sensors are amplified and converted to

a digital value.
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carriers are then swept out of the depletion region through

diffusion, creating a photovoltaic current that is related to

light intensity. The photovoltaic voltage is commonly
driven onto a column-shared bitline (BL), digitized with an

ADC, and processed to determine the original light

intensity [17].

For lower power operation, the VDD of the array can be

voltage scaled to reduce dynamic switching energy, as

further discussed in Section III. However, this reduces the

ION to IOFF ratio of pixel devices, increasing the relative

amount of leakage onto BLs from unaccessed pixels and
decreasing the functional robustness of the analog BL

scheme. For more robust low-voltage operation, pulse-

width modulation (PWM)-based image sensors have been

proposed that drive a pulse onto the BL instead of a voltage

[18], [19]. Each pixel in the image sensor array contains a

photovoltaic diode, comparator, and a read buffer. The

reverse-biased photodiode is precharged to a set voltage

and then exposed to light, causing photocurrent to lower
the voltage on the capacitor. This voltage is compared with

a ramp signal to generate a pulse with duration from the

beginning of the ramp until the ramp voltage equals the

photodiode voltage. The resulting pulse is driven onto

the BL with a read buffer, composed of two n-channel metal–

oxide–semiconductor (NMOS) devices, controlled with a

read wordline (WL). One counter per BL is enabled for the

duration of the pulse, and the counter value represents the
photodiode current. During each cycle, one pixel on each BL

is read, and by sequentially firing all of the read WLs, the

entire array is measured and an image is recorded. This

mostly digital analog-to-time-to-digital technique can be

voltage scaled to 0.45 V with suitable robustness and signal-

to-noise ratio (SNR). A reported 128 � 128 image sensor

achieves 23.4-dB SNR at 8.5 frames/s while consuming only

140 nJ per frame [18]. The low-power time-based scheme is
more suited for the peak and average power requirements of

a millimeter-scale system. A traditional CMOS image sensor

would require battery overload protection and could only

operate infrequently.

C. Amplifiers
Amplification is needed to provide gain for low-swing

sensor outputs and provide adequate drive strength for

subsequent circuits. For example, microvolt signals picked

up by neural probes are too small for ADCs to digitize [21].

Noise sources, such as thermal and flicker noise from

resistors or devices, can easily mask the intended signal.

For this reason, the first stage of the sensor node’s front

end after the sensor itself is an LNA, designed to amplify
the signal while maintaining a high SNR. In this section,

we will focus on LNAs for sensor front ends. Many sensors,

such as temperature, humidity, and certain medical

sensors, have low-frequency outputs, so the required

bandwidth is low. However, these applications have strict

offset and SNR requirements. LNAs with vastly different

requirements are also used in RF receivers to amplify

signals picked up by the receiver antenna for chip-to-chip
or chip-to-base station communication, as will be dis-

cussed in Section V.

LNAs for sensor front ends have been reported with

power as low as 0.935 �W, using devices biased in weak

inversion [22]. Although amplifiers are typically designed

with devices in strong inversion, weak inversion provides a

higher gain to direct current (dc) power ratio. However,

Fig. 5. PWM image sensor BL structure and 128 � 128 test image [18].
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bandwidth and SNR are degraded. The following discus-
sion provides a general, first-order analysis of these effects.

Gain is the product of transconductance and load resis-

tance ðgmRoÞ. If the load is an active device and all devices

are switched from strong to weak inversion, gm decreases

with the square root of drain current ðIDÞ and Ro increases

almost inversely with ID. Therefore, gain is not catastroph-

ically degraded [see (2)]. Bandwidth scales with the

reciprocal of the product of resistance and capacitance at
the node causing the dominant pole. R increases, but C
remains constant, so bandwidth degrades [see (3)]. Ther-

mal noise increases with R, decreasing SNR [see (4)]. The

noise floor for weakly inverted devices does not depend as

heavily on dc bias current, allowing for further power

savings [23]

Gain / gmRo /
ffiffiffiffi
ID

p 1

ID
/ 1ffiffiffiffi

ID

p (2)

Bandwidth / 1

RC
/ 1

1=ID � 1
/ ID (3)

Thermal Noise / 4kTR / 4kT
1

ID
/ 1

ID
: (4)

A 3.5-�W LNA for amplifying low-frequency electro-

encephalographic (EEG) signals from electrodes placed on
the scalp is presented in [20]. The chopper-stabilized LNA

mitigates the effect of flicker noise and dc voltage offsets,

making it applicable for a variety of low-frequency sensor

outputs. EEG signals are generated by electrical activity in

the brain and contain information used to diagnose

epilepsy and comas. Since EEG signals have frequencies

of less than 200 Hz, they lie within the noise envelope

of 1=f flicker noise, making low-noise amplification diffi-
cult [24]. As shown in Fig. 6, the LNA mixes the input

signal ðxÞ with the chopper signal ðcÞ. The chopper signal
is often a square wave with 50% duty cycle. The square

wave must have a frequency that is higher than the corner

frequency of flicker noise and two times the highest fre-

quency component of the signal to prevent aliasing. The

mixed signal is amplified with an LNA that introduces

noise and offset ðnÞ. The amplified version of the original

signal is created by mixing the output of the amplifier with

the chopper signal again. The flicker noise and amplifier
offset are transposed only once and modulated to higher

frequencies at harmonics of the chopping signal [25]. The

modulated noise and offset, as well as charge injection

from the mixers, is filtered out with a low-pass filter.

D. Analog-to-Digital Converters
After amplification, data from analog sensors are con-

verted to a digital value so they can be processed, stored,
and transmitted. Successive approximation register (SAR)

ADCs have been widely used and perform a binary search

of the voltage range to find the input voltage. A digital-to-

analog converter (DAC) is used to create the analog re-

presentation of the digital value stored in a register. This is

compared with the input voltage and the register is

adjusted accordingly based on whether the input voltage

is higher or lower than the register value. Microwatt SAR
ADCs with figures of merit (FOMs) down to 4.4 fJ per

conversion step have been designed for sensor applications

[26]–[28]. Voltage and frequency scaling in SAR ADCs

offers promising tradeoffs for power and performance,

showing the potential for a lower bound on FOM.

Challenges with voltage scaling include implementing a

low-voltage comparator with very low voltage offset to

minimize nonlinearity.
Dual-integrating slope (DIS) and pulse position mod-

ulation (PPM) ADCs convert the analog input values to a

time and then create a digital output with a TDC. These

mostly digital techniques are more robust for low-voltage

operation than analog techniques, providing another

opportunity for even lower FOM. As shown in Fig. 7,

DIS ADCs charge a capacitor with the input voltage ðVINÞ
through a resistor for a fixed time. VIN has sufficient drive
strength to charge the capacitor since it was buffered in the

previous stage. After the capacitor is charged, a TDC is

started and the capacitor is discharged to ground. The

capacitor voltage is measured with a comparator and a stop

signal for the TDC is generated when the capacitor is

discharged [22]. This topology is ideally insensitive to the

circuit parameters R and C, making it more tolerant to

process and temperature variations, which are especially
prevalent in low-voltage operation. PPM ADCs operate on

a similar principle where pulse position instead of duration

is modulated. The power of the ADC is directly related to

the ADC sampling frequency. Uniform sampling requires a

sampling rate of 8� the frequency of interest. Using

nonuniform sampling techniques, the oversampling rate

can be reduced to 1.7� by using a postprocessor toFig. 6. Chopper LNAs cancel out flicker noise and dc offset [20].
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reconstruct an analog signal with the same maximum

frequency of interest. This technique used with a PPM

ADC achieves an FOM of 98 fJ per conversion step [29].

The TDCs used in these ADC topologies can be im-

plemented by starting a counter when the capacitor is

charged and recording the counter value when it is dis-
charged. Alternatively, a TDC can send a pulse down a

delay line when the capacitor is charged and monitor the

position of the pulse when it is discharged. If the delay of

each element is t, then the time resolution is also t. The

delay line resolution can be improved with differential-

delay Vernier chain techniques. The start and stop signals

are delayed t and tþ�t between each register, making the

time resolution �t [30], [31].

III . PROCESSORS

Sensors have the ability to gather large amounts of data

about their surrounding environment. However, not all of

these data contain useful information. For example, sen-
sors monitoring stress in bridges only need to report when

faults are found. Transmitting raw sensor data wirelessly

requires a great deal of energy, since active radios are

generally power hungry compared to other sensor node

circuitry. Moreover, frequent wireless traffic leads to data

congestion in wireless sensor networks, increasing data

latency. To avoid these effects, many wireless sensor

nodes perform digital signal processing to extract and
compress useful sensor data with a microprocessor before

transmission.

The power used by the microprocessor is a concern. In

general, simple processor instruction set architectures and

microarchitectures trade off performance, in terms of

frequency and possibly cycles per instruction, for power

and require less energy to complete an identical task.

While conventional designs employ clock gating and
operand isolation to further reduce power, these methods

alone are insufficient to meet the stringent power budgets

of miniature wireless sensors.

VDD scaling is perhaps the most effective way of

reducing processor power, with several designs achieving

2 pJ per instruction [22], [32], [33]. Voltage scaling has a

strong effect on energy consumption since the dynamic

switching energy of the microprocessor scales quadratically
with VDD. Voltage scaling also increases latency, especially

when VDD is scaled below the device threshold voltage

ðVTHÞ to the subthreshold region. Even though leakage

power scales down with VDD, leakage energy per cycle

increases because of this increased latency. In typical

operation (VDD of �1 V today), active energy is orders of

magnitude higher than leakage energy, however, as shown

in Fig. 8, the competing trends in dynamic and leakage
energy result in an intermediate voltage ðVMINÞwhere total

energy per instruction ðEMINÞ is minimized [34]–[36].

Although low-voltage operation increases energy effi-

ciency, the robustness of circuits is reduced because of

smaller noise margins and increased susceptibility to pro-

cess variations. Noise margins degrade with VDD because

of reduced on-to-off current ratio. Also low-voltage devices

are more sensitive to process variations, further reducing
noise margins. VTH variations due to random dopant fluc-

tuations (RDF) dominate other sources of variation at such

Fig. 8. Dynamic energy and leakage power decrease as VDD is scaled

down. Latency and leakage energy per cycle increase. The minimum

total energy per cycle is achieved at an intermediate voltage ðVMINÞ.

Fig. 7. TDC topologies used in time-based ADCs [29], [30].
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low voltages. While removing high fan-in gates, series
transmission gates, and dynamic logic is sufficient to

maintain functional robustness, process variations create

up to a 300% delay variation in a subthreshold logic gate,

leading to high margins to meet timing yield. Since RDF

variation is uncorrelated, its effects on critical path delay

can be decreased by increasing the logic depth between

pipeline stages [37].

IV. MEMORY

Increased memory sizes permit wireless sensors to perform

more complex digital signal processing algorithms and log

more sensor data. Memories should be dense to increase

capacity in a fixed system volume, while exhibiting robust

operation within the sensor’s power budget. In this section,

we discuss volatile, CMOS-compatible memories including

static random-access memory (SRAM) and embedded

dynamic random-access memory (DRAM).

A. SRAM
Voltage scaling reduces dynamic energy consumption

in memories as well as in processors (Fig. 8). However,

low-voltage SRAM is prone to functional failures because

process variations lead to destructive read operations and
insufficient write margin [38]. In addition, since many

sensor systems require large amounts of SRAM in which

the vast majority of bitcells must function for chip yield,

SRAM bitcell yield must be extremely high. A write

operation in the common differential six-transistor (6T)

bitcell [Fig. 9(a)] is performed by raising the WL voltage

and asserting a differential value on the BLs. A read

operation is performed by precharging BLs to VDD, letting
them float, and then asserting the WL so the bitcell can

drive its value on the BLs. Write margin is improved by

increasing the strength of the pass gates ðA3; A4Þ relative to

the pull-up devices ðA1; A2Þ. Read stability is improved by

increasing pull-down strength ðA5; A6Þ relative to the pass

gates. Designing the bitcell for higher write margin

generally decreases read stability and vice versa, creating

a fundamental robustness limit. Device sizing and SRAM
assist circuits such as dual-VDD WL circuits can improve

low-voltage SRAM robustness, but are not sufficient to

enable robust near-threshold or subthreshold SRAM [39].

The eight-transistor (8T) bitcell [Fig. 9(b)] achieves

higher low-voltage robustness at the expense of lower

density by using a separate buffer for read accesses ðB7; B8Þ
[38], [40], [41]. This allows the cross-coupled inverters

Fig. 9. SRAM designs for low-voltage low-power operation.
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and pass gates to be sized optimally for writes, while
making the bitcell virtually immune to destructive reads.

A 4-kB commercial 8T subarray was demonstrated with

295-MHz operation at 0.41 V [41]. Although the 8T bitcell

is tolerant to destructive reads, read operations can still fail

if the bitcell is unable to pull the read bitline (RBL) down

quickly enough to meet timing constraints. Another read-

failure mechanism is undesired RBL discharge because of

leakage from unaccessed bitcells. This failure mode is
aggravated when VDD is scaled because of reduced on-to-

off current ratio. To reduce contention from unaccessed

bitcells, the ten-transistor (10T) bitcell [Fig. 9(c)] lowers

read buffer leakage current by placing two off n-channel

field-effect transistor (NFET) devices ðC8; C9Þ in series

between the RBL and ground and also pulls the RBL up

during the read of a one to prevent undesired discharge [42].

BL leakage can be mitigated further through compensation
with leaking column headers or footers [43]. 8T and 10T

bitcells have demonstrated access energies as low as 0.22 fJ/b

[32], bitcell leakage as low as 3.3 fW/b [8], robustness during

minimum energy operation, and reasonable area overheads,

making them viable candidates for sensors.

While 8T and 10T bitcells improve read and write

margins, write margins can still be an issue, hold margins

are not addressed, and bit interleaving is more cumber-
some. The read-SNM-free bitcell [Fig. 9(d)] improves read

margin by cutting the feedback loop during accesses [44].

Hold errors occur when SRAM state is lost between

accesses and hold margins can be improved by incorpo-

rating Schmitt triggers into the cross-coupled inverters

[Fig. 9(e)] [45]. Pseudowrite errors occur when unac-

cessed bitcells on the same WL as accessed bitcells expe-

rience destructive read errors. The 8T and 10T bitcells are
not tolerant to pseudowrite errors since unaccessed

bitcells experience read-like conditions similar to the

differential 6T bitcell. In these bitcells the WL must be

segmented if column multiplexing is employed, making bit

interleaving difficult. Bit interleaving is desirable to pre-

vent single-event upsets caused by neutrons from corrupt-

ing multiple bits of one word. Having at most one error per

word allows these failures to be fixed with simpler error
correction codes (ECCs). A subthreshold differential 10T

SRAM [Fig. 9(f)] that tolerates pseudowrite accesses can

be implemented with series pass gates driven with WLs

in orthogonal directions [46]. Both pass gates are turned

on during write and only one pass gate is turned on

during read.

B. Embedded DRAM
While 8T and 10T SRAM have higher robustness than

differential 6T SRAM at low voltages, they are consider-

ably larger because of increased device count. The

increased bitcell area can limit memory sizes in sensor

nodes that require a small form factor. Embedded DRAM

(eDRAM) (Fig. 10) is fully compatible with CMOS logic

and only requires two or three devices per bit, substantially

increasing memory densities. Its access power is high, thus

it is most suitable for long-term storage of data that is

accessed infrequently. While traditional DRAMs connect
the data storage capacitor to the RBL with a pass gate, gain

cells use the transconductance of a gain device ðMGAINÞ to

increase read speeds [48]. Read speed is further improved

in boosted gain cells since the voltage on the data storage

node is boosted during a read operation. During a read

operation, RWL transitions from VDD to VSS. This voltage

change couples charge into the storage node ðVNODEÞ
through the gate-source capacitor of MGAIN. Boosting the
storage node increases the overdrive of the gain device and

decreases read latency by 41% [47]. In addition to

increased density, eDRAM can achieve higher read and

write margins than differential 6T SRAM and has lower

leakage power due to reduced device counts.

eDRAM stores data as a floating charge that must be

periodically refreshed, requiring dynamic power. There-

fore, data retention time is a critical metric for determin-
ing refresh rate and overall memory power. To increase

retention time, the subthreshold leakage through the write

device ðMWRÞ should be minimized. Subthreshold current

is especially large in cells containing a ZERO during the

write of a ONE to an adjacent cell sharing the same write

bitline (WBL). A boosted voltage on the write wordline

(WWL) can be used to super-cutoff the write device, but

this requires a costly charge pump or external VDD.
Super-cutoff NMOS devices have negative gate-source

voltages (positive for PMOS), resulting in lower-than-off

drain currents [49]. Alternatively, a lower WBL voltage

can be used to write a ONE. One convenient voltage to

use is the steady-state voltage of VNODE when storing a

ONE. Writing a ONE with this voltage keeps unaccessed

MWR devices super-cutoff, but does not increase the off-

current during the read of a ONE. Retention power has
not been fully studied for low-voltage operation, but

refresh power of 91 pW/b at a rate of 1 ms is reported at a

VDD of 1 V [47].

Fig. 10. Embedded DRAM is denser than SRAM [47].
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V. WIRELESS COMMUNICATION

Wireless communication is a critical function for any

wireless sensor and can be achieved using a variety of
media including light [50], sound [51], electric fields [52],

and RF electromagnetic fields. RF communication is the

predominant approach for wireless sensor networks and is

the focus of this section. Without proper attention, the RF

transceiver can easily dominate the power budget of a

wireless sensor. Even the most energy-efficient transcei-

vers based on standards like ZigBee, Bluetooth, and WiFi

consume tens of milliwatts of power today, which is well in
excess of the power budget of a typical wireless sensor

node. The power consumption of wireless transceivers

must be reduced both at the circuit level by developing

more energy-efficient RF circuits and at the system level by

using RF communication more judiciously. We discuss

circuit-level and system-level techniques in the remainder

of this section.

A. Circuit Techniques
Fig. 11(a) shows a simplified diagram of an RF trans-

mitter. A digital bitstream (generated by a data encoder) is

overlaid on a carrier frequency (created by a frequency

generator) using a modulator. The modulated signal is then

driven onto an antenna by a power amplifier. Fig. 11(b)

shows a simplified diagram of an RF receiver. The incident

RF signal is first filtered to remove unwanted signals and
then amplified by an LNA. The digital signal is then

extracted from the RF signal using a frequency generator

and a demodulator. The raw data are finally extracted using

a data decoder.

The power consumption of each of these RF building

blocks must be minimized. One promising circuit tech-

nique is the use of weak inversion operation in the RF

building blocks. It has long been known that analog circuit

power can be reduced dramatically by operating transis-
tors in the weak inversion region (i.e., using leakage

current) [53], and it has been shown more recently that

weak inversion operation is useful for RF circuits like

LNAs [54]. Low-voltage operation has begun to receive

attention from researchers as well. For example, the re-

ceiver presented in [55] is able to achieve significant

power reductions by operating at either 0.5 or 0.65 V.

However, due to low bandwidth, weak inversion and low-
voltage design are not suitable for components requiring

high-frequency operation.

The use of high-quality RF-MEMS passive components

also holds promise for power reduction. Bulk acoustic

wave (BAW) resonators can be used to achieve excellent

filtering in receivers. The use of high-quality filters relaxes

the design requirements on other components in the re-

ceiver, thus enabling power reductions. For example, the
receiver in [56] uses BAW-based filtering to relax fre-

quency precision requirements and to enable the use of a

low-power ring oscillator for local frequency generation.

RF-MEMS components can also be used to generate a

high-frequency carrier signal without the need for a crystal

and power-hungry frequency multiplication circuitry. A

thin-film bulk acoustic wave resonator (FBAR) is used in

[57] to generate a 1.9-GHz carrier frequency with only
300 �W of power.

Significant improvements to energy efficiency can also

be achieved by selecting radio architectures different than

the standard narrowband architectures. Ultrawideband

(UWB) transceivers, which send narrow pulses of energy

to transmit data, have a number of attributes that are well

suited to low-power operation. In particular, UWB trans-

mitters can be extremely simple with only a pulse gene-
rator driving a power amplifier and antenna. It is not

necessary to generate a precise carrier frequency using a

local oscillator, a power-intensive task in conventional

Fig. 11. Simplified diagrams of (a) an RF transmitter and (b) an RF receiver.
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radios. Without a carrier frequency generator, a UWB
transmitter can very quickly power up and power down,

making duty cycling simple. The simplicity of UWB trans-

mitters also makes an all-digital implementation possible,

thus eliminating the large bias currents demanded by

typical analog blocks. UWB transmitters have been demon-

strated with energy consumption as low as 47 pJ/pulse

[58]. One disadvantage of UWB is that transmission power

is generally low, and the signal is affected by all noise
within the broad frequency spectrum of the signal. These

constraints increase the receiver complexity and power

requirements to achieve high SNR. The receiver complex-

ity makes UWB a good candidate for systems with asym-

metric communication, but nonideal for peer-to-peer

networks, as discussed in Section VIII-C.

Backscattering radio architectures have also received

significant attention for systems with stringent power
constraints, particularly radio-frequency identification

(RFID) tags [59]. In a backscattering system, a high-power

reader device broadcasts an RF signal to a simple, low-

power transponder device. The transponder device, which

does not have a power amplifier or a carrier frequency

generator, transmits data back to the reader device by

modulating the impedance of its antenna, effectively re-

flecting incident RF energy back to the reader (i.e.,
Bbackscattering[ the signal). The receiver may also be im-

plemented in a simple, energy-efficient fashion, permit-

ting both the transmitter and the receiver to be powered

exclusively by energy harvested from the incident RF

signal. For example, the transceiver in [59] only needs to

scavenge 16.7 �W of incident power to run both the

transmitter and the receiver. The primary drawbacks of a

backscattering system are limited communication distance
(G 10 m) and the need for an asymmetric communication

scheme with a high-power reader and a low-power

transponder.

B. System Techniques
While the energy efficiency of circuit components will

play an important role in reducing the power overhead of

RF communication, system-level techniques play perhaps a
more important role in determining energy efficiency. One

of the simplest solutions is shortening the transmission

distance. The Friis transmission equation [60] indicates

that a shorter communication distance may be exploited by

reducing transmission power and/or receiver sensitivity

(which is tightly coupled to receiver power). Longer com-

munication distances can be achieved using multihop

communication. The energy required to pass a message
increases only linearly with distance in a multihop net-

work while it increases super linearly with distance under

realistic conditions in a single-hop network [61].

Similarly, power can be reduced significantly by mini-

mizing the amount of data sent over the RF link. An

onboard microprocessor can analyze data locally to de-

termine which pieces of data should be sent off-chip and

can also compress data packets to further reduce the
burden on the transceiver. With microprocessor power

consumption as low as several hundred nanowatts [32],

local data processing is far more energy efficient than RF

transmission.

The greatest opportunity for power reduction lies in

heavy duty cycling. By powering down the transceiver

during idle periods, the average power consumption of the

transceiver can be reduced dramatically. A radio that
consumes 20 mW in active mode and 1 �W in sleep mode

consumes only 1.6 �W on average if it is active for 100 ms

every hour. The primary challenge posed by heavy duty

cycling is determining when to power on the transceiver.

Asynchronous protocols constantly Blisten[ for radio

traffic and fully wake the transceiver only when demanded

by inbound radio traffic. Conventional receivers draw a

great deal of power (milliwatts or more), but simplified
Bwake-up[ receivers can listen for power-on requests. Re-

cent work has shown that these receivers can be imple-

mented with power as low as 52 �W [56]. Alternatively,

synchronous protocols [62] use local timers to periodically

wake up the transceiver for communication. To minimize

power-on time, the local timers must be as accurate as

possible, with minimal jitter and drift. This is an extremely

challenging problem under tight power constraints and
will be considered in more detail in Section VIII.

VI. POWER MANAGEMENT

Microprocessors and other digital circuits in a sensor node

run with the highest energy efficiency at subthreshold or

near-threshold VDD ranging from 300 to 600 mV. Analog

components usually require higher VDD in the range of
1.2–2.5 V to ensure proper voltage headroom and trans-

mission power levels. Meanwhile, common power sources

incorporated in sensor nodes, such as batteries and fuel

cells, are limited in their output voltages by their che-

mistries and their voltages degrade with use. Lithium (3.3–

4.2 V), alkaline (1.5 V), and zinc-air (1.5 V) battery

chemistries are common. Thin-film batteries are created

by depositing layers of electrolytic materials using semi-
conductor manufacturing techniques [63]. These batteries

can be very small in size with reasonably high-energy

densities. While many thin-film batteries are planar, the

energy density can be further increased by using 3-D

processing to increase the surface area between the elec-

trolytic materials [64]. Fuel cells draw their energy

through chemical reactions with an external fuel source

such as ethanol and can be integrated with CMOS pro-
cesses [11]. Since battery voltages do not usually match the

desired circuit supply, dc-to-dc converting power elec-

tronics are necessary. Most power electronics are designed

for high output power levels and do not efficiently convert

the low levels of power needed by sensor nodes. For

effective sensor nodes, power electronics must be specif-

ically designed for low-power applications. A summary of
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results for demonstrated power management units is

shown in Table 1.

A. Linear Regulation
Linear regulators create an output supply by buffering

an analog reference voltage using an amplifier that is

powered from a higher input supply voltage. The ideal

power efficiency of a linear regulator is the ratio of the

output to input supply voltages, however additional power

overhead is needed to supply the quiescent current for the
amplifier. Minimizing this power overhead is vital for low-

power operation, but can reduce the amplifier bandwidth.

This in turn degrades the regulator’s transient response to

load power fluctuations, resulting in power supply noise

that can increase circuit latency and decrease SRAM

robustness [65], [66]. For ultralow-power design, bias

currents as low as 30 nA are reported, with adequate

transient response for powering a subthreshold processor
[8]. One method of maintaining proper transient response

while minimizing regulator power is to dynamically in-

crease the bias current and increase bandwidth when load

power surges are detected [67]. In this regulator design,

power surges are detected by dropping the supply voltage

across a diode. This diode voltage controls both switches

that limit the supply surges and the tail current devices

used in the linear regulator.
The output voltage of a linear regulator is determined

by a reference voltage generator. Band gap and constant-gm

references are commonly used in power management sys-

tems, but tend to have microamp-level quiescent currents

that can single-handedly exceed the power budgets of low-

power sensor nodes. A picoamp voltage reference

[Fig. 12(a)] with low VDD and temperature sensitivity

can be generated based on the subtraction of threshold
voltages [68]. Although device threshold voltage changes

with temperature, the threshold voltage of devices with

different VTH’s scale together so the difference is

constant with temperature. One method of obtaining

this voltage is to connect a diode-connected nominal-VTH

NFET device ðMSVTÞ in series with a super-cutoff zero-

VTH NFET device ðMZVTÞ. When the devices are properly

sized, the output voltage will settle to one half of the dif-
ference of the VTH’s because of the equal current condi-

tion. Since both devices are in the subthreshold region,

this 19.4 ppm/�C temperature reference can be realized

with only 2.2-pW power consumption.

Other voltage references with low-temperature coeffi-

cients can be created by combining a CTAT device thresh-

old voltage with a multiple of the PTAT thermal voltage

[70]. While these voltage references have a low-temper-
ature coefficient, a CTAT power supply can be used in

subthreshold circuits to keep the frequency of CMOS logic

supplied by the regulator constant with temperature [69].

One CTAT reference voltage [Fig. 12(b)] supplies a con-

stant current through a diode connected device ðM10Þ. The

temperature-independent current is generated by equating

the currents of a high VTH subthreshold device ðM6;M8Þ
with low-VTH saturated devices ðM7;M9Þ. When tem-
perature increases, the device threshold of M10 and the

reference voltage decrease. The CTAT power supply ba-

lances the effects of temperature on subthreshold logic,

which is faster at high temperatures because threshold

voltage decreases, resulting in less than 5% frequency

variation with temperature.

B. Switched Capacitor Networks
Linear regulation provides a stable level-converted

output voltage, but is limited in its power efficiency to the
ratio of the load voltage to the input voltage. For systems

where the conversion ratio is high, such as when down-

converting a 3.6-V Li-ion battery to subthreshold levels,

high efficiency is not attainable. In these scenarios,

switched capacitor networks (SCNs) or buck down-

converters can be used to attain higher power efficiencies

[33], [71]. SCNs connect the voltage input and output to

capacitors in different configurations to convert dc voltage
levels. The capacitors are connected in different config-

urations using switches, such as MOS devices, and can be

used to up-convert or down-convert voltages. SCNs

commonly alternate between two configurations, convert-

ing voltages at a fixed ratio. However, more than two

configurations can be used to allow the circuit to convert

voltages with several different ratios [72].

Fig. 12. References voltage generators for linear regulation [68], [69].

(a) Constant reference. (b) CTAT reference.

Table 1 Demonstrated Power Management Results
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A hybrid SCN and linear regulator system has been

reported that can convert from a 3.6-V Li-ion battery to

subthreshold voltage levels for 5–500-nA loads with up to

55% efficiency, representing a 4.6� efficiency improve-

ment over ideal linear regulation [73]. A Fibonacci SCN

network, shown in Fig. 13, is used to divide the battery

voltage by 5. Normally, MOS switches in SCNs are large to

reduce conductive losses within the network. However,
since this SCN network was designed for very low-power

loads, nearly minimum sized devices are used for switches.

This reduces the power overhead required to switch the

gate capacitances of these switches and increases the

overall efficiency of the system. Typical SCNs are clocked

at megahertz levels, but this network uses a 2-kHz clock to

reduce power overhead. The slow clock is efficiency gen-

erated using a slow timer circuit, discussed in Section VII.
The outputs of SCN networks are noisy unless the

switching frequency of the network is very high. Since

the power budget precludes such high-frequency opera-

tion, a linear regulator with a low conversion ratio is used

to eliminate voltage ripples on the output supply.

C. Buck Converters
Buck converters alternately connect a power source to

an inductor to store energy and discharge that energy into

the load (Fig. 14) [74], [75]. Efficiencies of 80% at a 1-�W

load power and with a 2.4� conversion ratio have been

reported [76]. The duty cycle between storing and dis-
charging energy determines the dc-to-dc conversion ratio.

This duty cycle can be dynamically adjusted to keep the

output voltage at the minimum energy point ðVMINÞ for

the highest efficiency computation in CMOS logic [76].

The energy used by the circuit is measured by supplying

the circuit from a capacitor ðCSUPPLYÞ charged to V1. The

load circuit is run for a set number of instructions ðNÞ and

then the voltage on CSUPPLY after operation ðV2Þ is mea-
sured. The energy consumed ðEOPÞ is computed with (5).

For stable operation, V1 and V2 should be nearly the same.

This also allows for the energy consumed to be approx-

imated with (6). V1 is set by the system and the difference

between V1 and V2 is determined by measuring how long it

takes to discharge a copy of CSUPPLY from V1 to V2 at a

known rate. Once EOP is known, a hill climbing algorithm

is used to control the buck converter’s duty cycle and find

V1 where the minimum energy is consumed

EOP ¼
CSUPPLYðV1 � V2Þ2

2N

¼ CSUPPLYðV1 þ V2ÞðV1 � V2Þ
2N

(5)

EOP �
CSUPPLYV1ðV1 � V2Þ

N
: (6)

D. DC Energy Harvesting
Since batteries and fuel cells have limited energy capa-

cities, they must be replaced or recharged for longer sensor
lifetime, regardless of dc-to-dc conversion efficiency.

Switched capacitor networks and boost converters can be

used to up-convert voltages from energy harvesting

sources. Energy harvesters such as photovoltaic solar

diodes and thermocouples produce a dc voltage output. In

solar diodes, light generates electron–hole pairs in the

diode’s depletion region, resulting in a potential gradient.

Thermocouples produce an electric potential across a
metal through the Seebeck effect when a temperature

gradient is applied. The availability of harvested energy

varies heavily with the environment, so it must be stored

in a secondary power source, such as a battery, to ensure a

reliable supply. Since harvesting sources usually have

voltages below 600 mV, up-conversion is needed [77].

A boost converter converts harvested voltage from a

Fig. 14. Buck converter that tracks the energy optimal VDD [76].

Fig. 13. Fibonacci switched capacitor network for dc-to-dc

conversion [73].
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thermoelectric generator (TEG) between 20 and 250 mV

to a 1-V supply (Fig. 15) [78]. The boost converter alter-

nately connects the harvested voltage through an inductor

to the load and to ground. This alternately stores harvested

energy in the inductor and delivers this energy to the load.

The duty cycle between charging and discharging the
inductor is dynamically adjusted to keep the output voltage

at 1 V regardless of input. The boost converter operates in

the discontinuous conduction mode and has the highest

efficiency when the current through the inductor falls just

to zero at the end of the discharge stage. This condition will

result in mode VD settling to zero volts immediately after

M1 opens. The value of VD at this time point is measured

with a comparator and used to increment or decrement a
counter that controls the boost converter duty cycle.

E. Telemetry
Power can be delivered to a sensor node via RF tele-

metry to enable nearly infinite lifetimes, as done in passive

RFID tags. RF energy can be received with an antenna and

then rectified to create a dc voltage for supplying the load

or recharging a secondary battery supply. Many passive

RFID tags use cascaded voltage doublers to rectify the RF

signal [Fig. 16(a)] [40]. Telemetry is a useful power de-

livery method for transcutaneous medical implants, since
the RF source can be placed on top of the skin and close to

the sensor, but battery replacement would require surgery.

Several power receivers for medical implants have been

proposed, but many of them require centimeter scale

antennas since megahertz-frequency power is delivered to

minimize power loss in tissue [81]. A power receiver for

transcutaneous medical implants has been proposed using

gigahertz-frequency power and a millimeter-scale antenna
without preclusive power losses in tissue [82]. A matching

circuit composed of a fixed inductor and tunable capacitor

is used in the receiver to compensate for unpredictable

factors such as antenna misalignment and variations in

tissue composition to maximize power transfer. The

received ac signal is rectified with a synchronous rectifier

[Fig. 16(b)]. Diodes could be used to rectify the ac signal,

however, the output voltage would be lower because of the
diode voltage drop. Instead, MOS devices are actively

turned on when the ac signal polarity is correct to supply

Fig. 16. Rectifiers for ac-to-dc power conversion [79], [80]. (a) Voltage doubler. (b) Synchronous rectifier.

Fig. 15. Boost converter for harvesting from 250-mV sources [78].
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the dc source. A gain of �33.2 dB is measured while
transmitting RF power through 15 mm of bovine tissue.

F. AC Energy Harvesting
Synchronous rectifiers and other rectifier topologies

can be used to convert harvested ac energy sources, in
addition to telemetric sources. A permanent magnet can be

shaken with a vibrating environmental source, such as a

tire in a car, to generate ac current [79]. A piezoelectric

cantilever or disk can also be vibrated to generate an ac

supply [80]. A piezoelectric disk can generate multiple ac

supplies at different points on the disc with different

phases. A rectifier circuit that can harvest multiple phase-

offset supplies can be generated by connecting multiple
rectifiers in parallel.

VII. STANDBY MODE OPERATION

Many sensor measurements do not need to be taken con-

tinuously since environmental conditions can be period-

ically sampled. A sensor taking one image per second could

adequately monitor automobile traffic, whereas one

measurement per hour would be adequate for monitoring

water levels in reservoirs. Even when sensor nodes must

forward data from other sensors in the same wireless
network, it is likely that a sensor node will be idle for long

periods of time. Turning off unnecessary circuitry during

these idle periods is necessary to meet the total energy

budget of miniature sensor systems. The sensor front end

and wireless communication can be power gated, elimi-

nating static currents used in amplifiers and reducing

leakage in sensors and ADC circuitry. The microprocessor

can also be power gated, although some SRAM and balloon
(retentive) latches must remain powered to retain pre-

viously logged sensor data and system state. Power gating

can be achieved by powering the front end, microcon-

troller, and wireless communication circuitry from virtual

supply rails that are collapsed during standby mode using

either high threshold voltage (HVT) header or footer

power gates (Fig. 17). For the microprocessor, the power

gates must be properly sized to achieve both high active

mode performance and low standby mode leakage. In
analog circuits, the power gates must be turned on long

enough before active system operation to allow the circuits

to reach a stable dc state. While charging the power rails

quickly has the benefit of faster system response time to

external wake-up signals, it can cause resonance on the

power rails due to the inductance of the supplies. Supply

resonance can cause large voltage swings on the supply

rails, resulting in the loss of data held in SRAMs and
latches because the data-retentive voltage is violated.

Supply resonance can be mitigated by gradually stepping

the gate voltage of power gating devices [83] or by

bypassing resonant current with supply monitors [84].

If the duty cycle of the sensor node is low, then the

total system power is dominated by standby mode power.

Sensors have been reported with standby power as low as

30 pW [32]. This power is limited by the leakage of circuits
that are not power gated during sleep and the switching

energy in the wake-up controller, which coordinates the

sleep and wake-up procedure. To reduce overall standby

leakage power, SRAM leakage and the amount of non-

power-gated SRAM should be minimized. SRAM device

VTH selection and sizing is vital for leakage reduction. A

10T bitcell optimized for standby operation achieves a

standby power of 3.3 fW/b while retaining state [8]. The
bitcell shares the same configuration as the 10T bitcell

discussed in Section IV-A but uses HVT devices and gate-

length biasing for the cross-coupled inverters and pass

gates. The read buffer is power gated during sleep since it

is not needed for data retention. A similar 14T bitcell uses

transistor stacking in the cross-coupled inverters to reduce

leakage [32].

The sleep and wake-up controller must keep track of
the time between sensor measurements. Crystal oscillators

are widely used as process, voltage, and temperature-in-

sensitive frequency references, but they violate the power

budgets of many sensor systems. Low-power timer circuits

have been reported. One typical approach for slow timers

is to create a ring oscillator with current starved devices

[Fig. 18(a)]. These devices use NMOS footers, PMOS

headers, or both that are driven with analog bias voltages
to reduce device currents and oscillator speed. However,

obtaining very slow speeds requires biasing the starving

elements deeply into subthreshold mode with the con-

sequences of reduced voltage swing and increased fre-

quency variation due to process and temperature variation.

Also, bias voltage generation consumes additional power.

Full-swing slow timers with reduced sensitivity to process

variation can be realized using differential monostable
multivibrational delay elements [Fig. 18(b)] [73]. These

delay elements are reset into a high-impedance mode by

the previous stage of the ring oscillator. Leakage slowly

initiates a positive feedback loop that turns on devices in

the delay element and causes the output to switch. How-

ever, these delay elements are still highly sensitive to

temperature changes. Another topology uses device gateFig. 17. Power gating with an NMOS footer and a PMOS header [32].
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leakage to generate subhertz oscillations with 1 pW of

power [85]. Gate leakage is less sensitive to temperature

changes than subthreshold drain current. However, it is

highly sensitive to process variations in oxide thickness
and is often poorly modeled.

Self-calibrating temperature compensation schemes

can be employed for more accurate frequency references.

One reported timer [Fig. 18(c)] generates a fixed current

by dividing the supply voltage and forcing that voltage

across a polysilicon resistor ðRÞ [86]. This resistance has

a low-temperature coefficient and can be trimmed to

compensate for process variations. The fixed current is
then mirrored to alternately charge and discharge a

capacitor ðCÞ to fixed voltage levels that are also derived

from divided supply voltage references. This timer has a

5% cycle time error due to temperature variation and

consumes 150 pW.

VIII. DESIGN TRENDS AND
OPEN CHALLENGES

Important advances have been made to achieve millimeter-

scale wireless sensors, but many design challenges remain.

Chief among these challenges is wireless communication.

While these challenges are tackled, the IC industry will

inevitably evolve, providing new resources and obstacles in

the field of wireless sensors. This section examines the

effects of CMOS process scaling on ultralow-power cir-

cuits. We then discuss three related major obstacles to

wireless sensors: antenna miniaturization, peer-to-peer

communication, and sensor synchronization.

A. CMOS Process Scaling and Optimization
Process technology has a large effect on the minimum

energy point and delay variation for digital circuits. It also

strongly influences the variability in analog circuit metrics

due to process variation. While newer processes are

denser, ICs are often not the limiting factor for sensor size.

In fact, trading area for lower power can reduce the total
size of the system by allowing for smaller batteries. Newer

processes have smaller device capacitances and lower dy-

namic energy, whereas older technologies exhibit lower

subthreshold leakage and standby power. Thus, sensor

systems with high duty cycles and short idle periods

achieve lower energy with newer processes. Conversely,

sensors with low duty cycles and long idle periods (the

more common case) are more energy efficient with older
processes [87]. Fig. 19 shows typical processor energy

numbers at technology nodes from 0.25 �m to 65 nm. For

a clock period of 40 F04 delays and an active versus

standby mode duty cycle of 0.01, the lowest energy per

operation is achieved with 0.18-�m CMOS. Delay varia-

tion is highly dependent on the difference between the

device VTH and selected VDD for a process. Newer process

Fig. 18. Timers for standby mode control [73], [86].
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technologies have higher minimum-energy supply voltages

ðVMINÞ since the circuits have a higher ratio of leakage to
dynamic energy. At the same time, VTH is being scaled

down slowly with each new technology generation. Thus,

circuits operating at VMIN will experience less delay

variation in newer processes than older nodes.

Apart from intelligent selection of process node,

CMOS processes can be optimized specifically for sub-

threshold or near-threshold operation. A key factor in

subthreshold CMOS devices is the subthreshold swing
ðSSÞ. The SS measures the decrease in gate voltage needed

to reduce drain current by 10� in the subthreshold region.

Smaller SS leads to higher on-to-off current ratios, lower

device leakage, and greater functional robustness. The

ratio of device length ðLEFFÞ to oxide thickness ðtOXÞ and

the device doping profile largely determine SS and can be

optimized for low-voltage operation, at the possible ex-

pense of higher voltage performance. For standard super-
threshold CMOS, LEFF scales with each process generation

to increase device speed and density. Recently, tOX has not

scaled down as rapidly because of gate tunneling leakage

limitations. However, for subthreshold devices, LEFF has a

weaker impact on performance, and SS can be reduced as

the ratio of LEFF to tOX increases. While increasing LEFF

improves SS and leakage power, it increases gate capaci-

tance and dynamic power. An LEFF for a low-voltage-
optimized technology node can be chosen where overall

energy is minimized [88].

In conventional superthreshold CMOS processes,

nonuniform doping profiles are used, including so-called

halo implants at the edges of the channel, to reduce the

effect of drain-induced barrier lowering (DIBL). DIBL

reduces the device VTH for large drain to source voltages

ðVDSÞ due to modulation of the source-to-channel energy
barrier by the drain depletion region. For subthreshold

operation, DIBL is not a large factor since VDS is low. This

allows for the removal of halo implants, which improves SS

and overall subthreshold device performance [89].

B. Antenna Miniaturization
Volume constraints on a sensor node limit the size of

antennas in the system. This is problematic because with

small antennas low-frequency radios suffer from poor

transmission distances due to low antenna efficiencies,

whereas high-frequency signals require high-bandwidth,

high-power circuits. Passive 900-MHz ultrahigh-frequency

(UHF) RFID tags can be read up to 9.25 m away while

scavenging 16.7 �W of RF power [59]. However, while the
antennas in these systems are smaller than in lower

frequency RFID tags, they are still several centimeters in

each dimension. Thus, for millimeter-scale antennas, effi-

cient radios require frequencies of several gigahertz. In

addition, the RFID readers are complex high-power de-

vices. To communicate with other sensors in a homoge-

neous network, either power requirements increase or

transmission distances decrease. Since mandates limit the
maximum possible transmitted power, longer distance

communication relies on more efficient use of this power.

Designing a low-power miniature transmitter that is

capable of communicating with other sensor nodes at a

distance of tens of meters or more remains a design chal-

lenge for future wireless sensor networks.

C. Peer-to-Peer Communication
UWB and passive RF circuits are presented in Section V

for low-power wireless communication. However, each of

these techniques relies on an asymmetric communication

scheme with simple low-power transmitters and complex
and power-hungry receivers. This makes peer-to-peer com-

munication, where each sensor has a transmitter and a

receiver, difficult. Narrowband signals are easier to receive,

but require higher power to transmit.

UWB signals have a wide frequency spectrum, which it

shares with other wireless protocols. Since the frequencies

are shared, the Federal Communications Commission

(FCC) regulates the transmitted power to be low, as to not
interfere with other communications. UWB receivers

commonly amplify the signal, mix it down to baseband,

and perform energy detection to demodulate the trans-

mitted data. UWB LNAs must be wideband amplifiers,

whereas wireless communication schemes that send a tone

can use narrowband amplifiers. For a given technology, the

gain bandwidth product at a given energy level is roughly

constant. Thus, wideband LNAs are more power hungry
than narrowband LNAs for the same gain. In addition, the

energy detection circuit integrates the noise, as well as the

signal energy over the wide frequency band. This is con-

trasted with narrowband schemes, where noise that is not

at the tonal frequency can be filtered out. The integrated

noise and low transmitted power create SNR challenges

for UWB receivers.

Fig. 19. Normalized processor energies with a clock period

of 40 F04 delays and an active versus standby mode duty cycle

of 0.01 [87].
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Backscattered RFID signals are difficult to receive
because of low signal power and signal interference. A

transmitter, or RFID reader, transmits power to the RFID

sensor. The sensor then modulates its antenna impedance

to modulate its reflected signal, which the RFID reader

detects. The backscattered signal is weak, since it is not

actively driven by the sensor itself. In addition, interfer-

ence between the transmitted and backscattered signals

creates signal integrity issues. Both of these limitations
necessitate that the backscattering RFID receiver have

high SNR, which increases power demands.

Narrowband signals are easier to receive, but require

more energy to transmit. Since narrowband signals do not

share a frequency spectrum with other wireless protocols,

its FCC regulated transmission power is higher. In addi-

tion, narrowband LNAs can be used, and noise that is not

at the tonal frequency can be filtered out. However,
generating higher transmission powers requires higher

transmitter power. This power is primarily consumed by

the power amplifier that drives the antenna.

D. Sensor Synchronization
Data collected from a network of wireless sensors are

aggregated to form a larger picture of the environment

covered by the devices. In order to form a clear picture of
the overall environment, many wireless protocols require

each sensor node to be synchronized with all other nodes

in the network [90]. Complete synchronization allows data

from sensors to be forwarded toward a central base station

through other sensor nodes in an ad hoc fashion. Although

each sensor node is equipped with a timer that nominally

has the same frequency as other nodes in the network,

time differences are accumulated if there is no commu-
nication between the sensor nodes. Timers for synchroni-

zation are constantly running and must be extremely low

power. Today, typical sensors use quartz crystals to provide

a stable frequency reference, but do not fall into the power

or size budget for a millimeter-scaled device. The low-

power timers, such as those discussed in Section VII, are
highly susceptible to cycle-to-cycle time variations, called

jitter. This necessitates more frequent wireless synchroni-

zation broadcasts, in the process consuming large amounts

of energy. RF-MEMS devices, such as BAW and FBAR

resonators, provide a lower power reference, with fre-

quency stability that rivals quartz crystals. To date, these

frequency references have been implemented in separate

dedicated process flows. This increases the cost of integ-
rating and packaging these devices with CMOS circuits.

Miniature wireless sensors will require either low-power

low-jitter timers or network protocols that relax synchro-

nization requirements.

IX. CONCLUSION

To create miniature wireless sensors with long lifetimes,
the system architecture and all circuit components must be

completely reconsidered for ultralow-power operation.

Recent low-power circuit and system design advances,

along with techniques in development, make devices for

new applications possible, such as IOP sensing. IOP

sensing is representative of emerging volume-constrained

sensing applications with aggressive power budgets,

asymmetric communication requirements, and low duty
cycles. The combination of these factors brings both

challenges and opportunities to circuit and system

designers. Looking ahead, continued progress in energy

harvesting, power management circuits, and wireless

communication represent particularly exciting areas of

research in this field. In summary, myriad sensor

applications have similar use models to the IOP device of

the introduction, collectively pointing to the need for
millimeter-scale systems to replace today’s bulky, expen-

sive, and power-hungry wireless sensors. These miniatur-

ized sensors offer end users the promise of a wealth of

environmental data and open the door to truly ubiquitous

wireless sensing. h

REF ERENCE S

[1] N. Mohamed and I. Jawhar, BA fault tolerant
wired/wireless sensor network architecture
for monitoring pipeline infrastructures,[ in
Proc. 2nd Int. Conf. Sensor Technol. Appl.,
Aug. 2008, pp. 179–184.

[2] Y. Tachwali, H. Refai, and J. E. Fagan,
BMinimizing HVAC energy consumption
using a wireless sensor network,[ in Proc. 33rd
Annu. Conf. IEEE Ind. Electron. Soc.,
Nov. 2007, pp. 439–444.

[3] D. Malan, T. Fulford-Jones, M. Welsh, and
S. Moulton, BCodeBlue: An ad hoc sensor
network infrastructure for emergency medical
care,[ in Proc. Int. Workshop Wearable
Implantable Body Sensor Netw., Jun. 2004.

[4] B. A. Warneke, M. D. Scott, B. S. Leibowitz,
L. Zhou, C. L. Bellew, J. A. Chediak,
J. M. Kahn, B. E. Boser, and K. S. J. Pister,
BAn autonomous 16 mm3 solar-powered
node for distributed wireless sensor
networks,[ in Proc. IEEE Sens., Jun. 2002,
vol. 2, pp. 1510–1515.

[5] N. G. Elvin, N. Lajnef, and A. A. Elvin,
BFeasibility of structural monitoring with
vibration powered sensors,[ Smart Mater.
Structures, vol. 15, pp. 977–986, Jun. 2006.

[6] K. C. Katuri, S. Asrani, and
M. K. Ramasubramanian, BIntraocular
pressure monitoring sensors,[ IEEE Sens. J.,
vol. 8, no. 1, pp. 12–19, Jan. 2008.

[7] P. Walter, U. Schnakenberg, G. vom Bogel,
P. Ruokonen P, C. Kruger, S. Dinslage,
H. C. L. Handjery, H. Richter, W. Mokwa,
M. Diestelhorst, and G. K. Krieglstein,
BDevelopment of a completely encapsulated
intraocular pressure sensor,[ Ophthalmic
Res., vol. 32, no. 6, pp. 278–284,
Nov.–Dec. 2000.

[8] G. Chen, M. Fojtik, D. Kim, D. Fick, J. Park,
M. Seok, M.-T. Chen, Z. Foo, D. Sylvester,
and D. Blaauw, BA millimeter-scale
nearly-perpetual sensor system with stacked
battery and solar cells,[ in Proc. IEEE Int.
Solid-State Circuits Conf., Feb. 2010,
pp. 288–289.

[9] Duracell, Alkaline-Manganese Dioxide Battery,
MN1500 datasheet, 2003.

[10] Panasonic, Poly-carbonmonofluoride lithium
coin batteries: Individual specifications,
BR2020 datasheet, 2003.

[11] M. Frank, M. Kuhl, G. Erdler, I. Freund,
Y. Manoli, C. Muller, and H. Reinecke,
BAn integrated power supply system for
low-power 3.3 V electronics using on-chip
polymer electrolyte membrane (PEM) fuel
cells,[ in Proc. IEEE Int. Solid-State Circuits
Conf., Feb. 2009, pp. 292–293.

[12] Cymbet Corporation, Rechargeable Thin Film
Battery 12 �Ah, 3.8 V, EnerChip CBC012
datasheet, 2009.

[13] H. K. Trieu, N. Kordas, and W. Mokwa,
BFully CMOS compatible capacitive
differential pressure sensors with on-chip
programmabilities and temperature
compensation,[ in Proc. IEEE Sens.,
Jun. 2002, vol. 2, pp. 1451–1455.

[14] A. L. Aita, M. Pertijs, K. Makinwa, and
J. H. Huijsing, BA CMOS smart temperature

Chen et al. : Circuit Design Advances for Wireless Sensing Applications

1824 Proceedings of the IEEE | Vol. 98, No. 11, November 2010



sensor with a batch-calibrated inaccuracy of
�0.25 �C ð3�Þ from �70 �C to 130 �C,[ in
Proc. IEEE Int. Solid-State Circuits Conf.,
Feb. 2009, pp. 342–343.

[15] A. L. Aita and K. A. A. Makinwa, BLow-power
operation of a precision CMOS temperature
sensor based on substrate PNPs,[ in
Proc. IEEE Sens., Oct. 2007, pp. 856–859.

[16] P. Ituero, J. L. Ayala, and M. Lopez-Vallejo,
BA nanowatt smart temperature sensor for
dynamic thermal management,[ IEEE Sens. J.,
vol. 8, no. 12, pp. 2036–2043, Dec. 2008.

[17] J. Yuan, H. Y. Chan, S. W. Fung, and B. Liu,
BAn activity-triggered 95.3 dB DR �75.6 dB
THD CMOS imaging sensor with digital
calibration,[ IEEE J. Solid-State Circuits,
vol. 44, no. 10, pp. 2834–2843, Oct. 2009.

[18] S. Hanson and D. Sylvester, BA 0.45–0.7 V
sub-microwatt CMOS image sensor for
ultra-low power applications,[ in Proc. Symp.
Very Large Scale Integr. (VLSI) Circuits,
Jun. 2009, pp. 176–177.

[19] K. Kagawa, S. Shishido, M. Nunoshita, and
J. Ohta, BA 3.6 pW/frame�pixel 1.35 V PWM
CMOS imager with dynamic pixel readout
and no static bias current,[ in Proc. IEEE Int.
Solid-State Circuits Conf., Feb. 2008,
pp. 594–595.

[20] N. Verma, A. Shoeb, J. V. Guttag, and
A. P. Chandrakasan, BA micro-power EEG
acquisition SoC with integrated seizure
detection processor for continuous patient
monitoring,[ in Proc. Symp. Very Large
Scale Integr. (VLSI) Circuits, Jun. 2009,
pp. 62–63.

[21] B. Eversmann, M. Jenkner, C. Paulus,
F. Hofmann, R. Brederlow, B. Holzapfl,
P. Fromherz, M. Brenner, M. Schreiter,
R. Gabl, K. Plehnert, M. Steinhauser,
G. Eckstein, D. Schmitt-Landsiedel, and
R. Thewes, BA 128 � 128 CMOS biosensor
array for extracellular recording of neural
activity,[ IEEE J. Solid-State Circuits,
vol. 38, no. 12, pp. 2306–2317,
Dec. 2003.

[22] S. C. Jocke, J. F. Bolus, S. N. Wooters,
A. D. Jurik, A. C. Weaver, T. N. Blalock, and
B. H. Calhoun, BA 2.6-�W sub-threshold
mixed-signal ECG SoC,[ in Proc. Symp. Very
Large Scale Integr. (VLSI) Circuits, Jun. 2009,
pp. 60–61.

[23] H. Lee and S. Mohammadi, BA 3 GHz
subthreshold CMOS low noise amplifier,[ in
Proc. IEEE Radio Frequency Integr. Circuits
Symp., Jun. 2006, pp. 494–497.

[24] L. Toth and Y. Tsividis, BGeneralized chopper
stabilization,[ in Proc. IEEE Int. Symp. Circuits
Syst., May 2001, pp. 540–543.

[25] C. C. Enz and G. C. Temes, BCircuit
techniques for reducing the effects of op-amp
imperfections: Autozeroing, correlated
double sampling, and chopper stabilization,[
Proc. IEEE, vol. 84, no. 11, pp. 1584–1614,
Nov. 1996.

[26] M. van Elzakker, E. van Tuijl, P. Geraedts,
D. Schinkel, E. A. M. Klumperink, and
B. Nauta, BA 10-bit charge-redistribution ADC
consuming 1.9 �w at 1 MS/s,[ IEEE J.
Solid-State Circuits, vol. 45, no. 5,
pp. 1007–1015, May 2010.

[27] A. Agnes, E. Bonizzoni, P. Malcovati, and
F. Maloberti, BA 9.4-ENOB 1 V 3.8 �W
100 kS/s SAR ADC with time-domain
comparator,[ in Proc. IEEE Int. Solid-State
Circuits Conf., 2008, pp. 246–610.

[28] N. Verma and A. P. Chandrakasan, BAn ultra
low energy 12-bit rate-resolution scalable
SAR ADC for wireless sensor nodes,[
IEEE J. Solid-State Circuits, vol. 42, no. 6,
pp. 1196–1205, Jun. 2007.

[29] S. Naraghi, M. Courcy, and M. P. Flynn,
BA 9 b 14 �W 0.06 mm2 PPM ADC in 90 nm
digital CMOS,[ in Proc. IEEE Int. Solid-State
Circuits Conf., Feb. 2009, pp. 168–169.

[30] D. Fick, N. Liu, Z. Foo, M. Fojtik, J. Seo,
D. Sylvester, and D. Blaauw, BIn situ delay
slack monitor for high-performance
processors using an all-digital, self-calibrating
5 ps resolution time-to-digital converter,[ in
Proc. IEEE Int. Solid-State Circuits Conf., 2010,
pp. 188–189.

[31] J. Yu, F. F. Dai, and R. C. Jaeger, BA 12-bit
vernier ring time-to-digital converter in
0.13 �m CMOS technology,[ in Proc. IEEE
Symp. Very Large Scale Integr. (VLSI) Circuits,
Jun. 2009, pp. 232–233.

[32] S. Hanson, M. Seok, Y.-S. Lin, Z. Y. Foo,
D. Kim, Y. Lee, N. Liu, D. Sylvester, and
D. Blaauw, BA low-voltage processor for
sensing applications with picowatt standby
mode,[ IEEE J. Solid-State Circuits, vol. 44,
no. 4, pp. 1145–1155, Apr. 2009.

[33] J. Kwong, Y. K. Ramadass, N. Verma, and
A. P. Chandrakasan, BA 65 nm sub-Vt
microcontroller with integrated SRAM and
switched capacitor DC-DC converter,[ IEEE J.
Solid-State Circuits, vol. 44, no. 1, pp. 115–126,
Jan. 2009.

[34] B. Zhai, D. Blaauw, D. Sylvester, and
K. Flautner, BTheoretical and practical limits
of dynamic voltage scaling,[ in Proc. 41st
Annu. Design Autom. Conf., Jun. 2004,
pp. 868–873.

[35] A. Wang, A. P. Chandrakasan, and
S. V. Kosonocky, BOptimal supply and
threshold scaling for subthreshold CMOS
circuits,[ in Proc. IEEE Comput. Soc. Annu.
Symp. Very Large Scale Integr. (VLSI),
Apr. 2002, pp. 5–9.

[36] B. H. Calhoun and A. Chandrakasan,
BCharacterizing and modeling minimum
energy operation for subthreshold circuits,[
in Proc. Int. Symp. Low Power Electron. Design,
Aug. 2004, pp. 90–95.

[37] B. Zhai, S. Hanson, D. Blaauw, and
D. Sylvester, BAnalysis and mitigation of
variability in subthreshold design,[ in Proc.
Int. Symp. Low Power Electron., Aug. 2005,
pp. 20–25.

[38] L. Chang, R. K. Montoye, Y. Nakamura,
K. A. Batson, R. J. Eickemeyer, R. H. Dennard,
W. Haensch, and D. Jamsek, BAn 8T-SRAM
for variability tolerance and low-voltage
operation in high-performance caches,[
IEEE J. Solid-State Circuits, vol. 43, no. 4,
pp. 956–963, Apr. 2008.

[39] G. Chen, D. Sylvester, D. Blaauw, and
T. Mudge, BYield-driven near-threshold
SRAM design,[ IEEE Trans. Very Large Scale
Integr. (VLSI) Syst., DOI: 10.1109/TVLSI.
2009.2025766.

[40] N. Verma and A. P. Chandrakasan, BA 65 nm
8T sub-Vt SRAM employing sense-amplifier
redundancy,[ in Proc. IEEE Int. Solid-State
Circuits Conf., Feb. 2007, pp. 328–329.

[41] L. Chang, Y. Nakamura, R. K. Montoye,
J. Sawada, A. K. Martin, K. Kinoshita,
F. H. Gebara, K. B. Agarwal, D. J. Acharyya,
W. Haensch, K. Hosokawa, and D. Jamsek,
BA 5.3 GHz 8T-SRAM with operation down to
0.41 V in 65 nm CMOS,[ in Proc. IEEE Symp.
Very Large Scale Integr. (VLSI) Circuits, Jun.
2007, pp. 252–253.

[42] B. H. Calhoun and A. Chandrakasan,
BA 256 kb sub-threshold SRAM in 65 nm
CMOS,[ in Proc. IEEE Int. Solid-State Circuits
Conf., Feb. 2006, pp. 259–260.

[43] T.-H. Kim, J. Liu, J. Keane, and C. H. Kim,
BA high-density subthreshold SRAM with
data-independent bitline leakage and virtual

ground replica scheme,[ in Proc. IEEE Int.
Solid-State Circuits Conf., Feb. 2007,
pp. 330–331.

[44] K. Takeda, Y. Hagihara, Y. Aimoto,
M. Nomura, Y. Nakazawa, T. Ishii, and
H. Kobatake, BA read-static-noise-margin-free
SRAM cell for low-VDD and high-speed
applications,[ IEEE J. Solid-State Circuits,
vol. 41, no. 1, pp. 113–121, Jan. 2006.

[45] J. P. Kulkarni, K. Kim, and K. Roy, BA 160 mV
robust Schmitt trigger based subthreshold
SRAM,[ IEEE J. Solid-State Circuits, vol. 42,
no. 10, pp. 2303–2313, Oct. 2007.

[46] I. J. Chang, J.-J. Kim, S. P. Park, and K. Roy,
BA 32 kb 10T subthreshold SRAM array with
bit-interleaving and differential read scheme
in 90 nm CMOS,[ in Proc. IEEE Int.
Solid-State Circuits Conf., Feb. 2008,
pp. 388–389.

[47] K. C. Chun, P. Jain, Pulkit, J. H. Lee, and
C. H. Kim, BA sub-0.9 V logic-compatible
embedded DRAM with boosted 3T gain cell,
regulated bit-line write scheme and
PVT-tracking read reference bias,[ in
Proc. Symp. Very Large Scale Integr. (VLSI)
Circuits, Jun. 2009, pp. 134–135.

[48] D. Somasekhar, Y. Ye, P. Aseron, S.-L. Lu,
M. M. Khellah, J. Howard, G. Ruhl, T. Karnik,
S. Borkar, V. K. De, and A. Keshavarzi,
B2 GHz 2 Mb 2T gain cell memory macro with
128 GBytes/sec bandwidth in a 65 nm logic
process technology,[ IEEE J. Solid-State
Circuits, vol. 44, no. 1, pp. 174–185, Jan. 2009.

[49] Y. Lee, M. Seok, S. Hanson, D. Blaauw, and
D. Sylvester, BStandby power reduction
techniques for ultra-low power processors,[
in Proc. IEEE Eur. Solid-State Circuits Conf.,
Sep. 2008, pp. 186–189.

[50] L. Zhou, J. Kahn, and K. Pister, BCorner-cube
retroreflectors based on structure-assisted
assembly for free-space optical
communication,[ J. Microelectromech. Syst.,
vol. 12, no. 3, pp. 233–242, Jun. 2003.

[51] I. Akyildiz, D. Pompili, and T. Melodia,
BUnderwater acoustic sensor networks:
Research challenges,[ Ad Hoc Netw., vol. 3,
no. 3, pp. 257–279, Jan. 2005.

[52] Y.-S. Lin, D. Sylvester, and D. Blaauw,
BSensor data retrieval using alignment
independent capacitive signaling,[ in Proc.
Symp. Very Large Scale Integr. (VLSI) Circuits,
Jun. 2008, pp. 66–67.

[53] E. Vittoz and J. Fellrath, BMOS analog
integrated circuits based on weak inversion
operation,[ IEEE J. Solid-State Circuits, vol. 12,
no. 3, pp. 224–231, Jun. 1977.

[54] R. Rofougaran, T.-H. Lin, and W. Kaiser,
BMOS front-end LNA-mixer for micropower
RF wireless systems,[ in Proc. Int. Symp. Low
Power Electron. Design, Aug. 1999,
pp. 238–242.

[55] F. Lee and A. Chandrakasan, BA 2.5 nJ/bit 0.
65 V pulsed UWB receiver in 90 nm CMOS,[
IEEE J. Solid-State Circuits, vol. 42, no. 12,
pp. 2851–2859, Dec. 2007.

[56] N. Pletcher, S. Gambini, and J. Rabaey,
BA 52 �W wake-up receiver with �72 dBm
sensitivity using an uncertain-IF
architecture,[ IEEE J. Solid-State Circuits,
vol. 44, no. 1, pp. 269–280, Jan. 2009.

[57] B. P. Otis and J. M. Rabaey, BA 300-�W
1.9-GHz CMOS oscillator utilizing
micromachined resonators,[ IEEE J.
Solid-State Circuits, vol. 38, no. 7,
pp. 1271–1274, Jul. 2003.

[58] D. D. Wentzloff and A. P. Chandrakasan,
BA 47 pJ/pulse 3.1-to-5 GHz all-digital UWB
transmitter in 90 nm CMOS,[ in Proc. IEEE
Int. Solid-State Circuits Conf., Feb. 2007,
pp. 118–119.

Chen et al. : Circuit Design Advances for Wireless Sensing Applications

Vol. 98, No. 11, November 2010 | Proceedings of the IEEE 1825



[59] U. Karthaus and M. Fischer, BFully integrated
passive UHF RFID transponder IC with
16.7-�W minimum RF input power,[ IEEE J.
Solid-State Circuits, vol. 38, no. 10,
pp. 1602–1608, Oct. 2003.

[60] H. Friis, BA note on a simple transmission
formula,[ Proc. IRE, vol. 34, no. 5,
pp. 254–256, May 1946.

[61] J. Rabaey, J. Ammer, T. Karalar, S. Li, B. Otis,
M. Sheets, and T. Tuan, BPicoRadios for
wireless sensor networks: The next challenge
in ultra-low power design,[ in Proc. Int.
Solid-State Circuits Conf., Feb. 2002,
pp. 200–201.

[62] K. Pister and L. Doherty, BTSMP: Time
synchronized mesh protocol,[ in Proc. IASTED
Int. Symp. Distrib. Sensor Netw., Nov. 2008,
pp. 391–398.

[63] M. Armand and J.-M. Tarascon, BBuilding
better batteries,[ Nature, vol. 451, no. 7,
pp. 652–657, Feb. 2008.

[64] J. W. Long, B. Dunn, D. R. Rolison, and
H. S. White, BThree-dimensional battery
architectures,[ Chem. Rev., vol. 104, no. 10,
pp. 4463–4492, Oct. 2004.

[65] R. Kanj, R. Joshi, and S. Nassif, BSRAM yield
sensitivity to supply voltage fluctuations and
its implications on Vmin,[ in Proc. IEEE Int.
Conf. Integr. Circuit Design Technol.,
May–Jun. 2007, DOI: 10.1109/ICICDT.2007.
4299588.

[66] M. Agostinelli, J. Hicks, J. Xu, B. Woolery,
K. Mistry, K. Zhang, S. Jacobs, J. Jopling,
W. Yang, B. Lee, T. Raz, M. Mehalel, P. Kolar,
Y. Wang, J. Sandford, D. Pivin, C. Peterson,
M. DiBattista, S. Pae, M. Jones, S. Johnson,
and G. Subramanian, BErratic fluctuations of
SRAM cache vmin at the 90 nm process
technology node,[ in Proc. IEEE Int. Electron
Devices Meeting, Dec. 2005, pp. 655–658.

[67] G. K. Balachandran and R. E. Barnett,
BA 110 nA voltage regulator system with
dynamic bandwidth boosting for RFID
systems,[ IEEE J. Solid-State Circuits, vol. 41,
no. 9, pp. 2019–2028, Sep. 2006.

[68] M. Seok, G. Kim, D. Sylvester, and D. Blaauw,
BA 0.5 V 2.2 pW 2-transistor voltage
reference,[ in Proc. Custom Integr. Circuits
Conf., Sep. 2009, pp. 577–580.

[69] G. De Vita and G. Iannaccone, BA Sub-1-V,
10 ppm/�C, nanopower voltage reference
generator,[ IEEE J. Solid-State Circuits, vol. 42,
no. 7, pp. 1536–1542, Jul. 2007.

[70] K. Ueno, T. Hirose, T. Asai, and Y. Amemiya,
BA 300 nW, 15 ppm/�C, 20 ppm/V CMOS

voltage reference circuit consisting of
subthreshold MOSFETs,[ IEEE J. Solid-State
Circuits, vol. 44, no. 7, pp. 2047–2054,
Jul. 2009.

[71] G. Patounakis, Y. W. Li, and K. L. Shepard,
BA fully integrated on-chip DC-DC conversion
and power management system,[ IEEE J.
Solid-State Circuits, vol. 39, no. 3,
pp. 443–451, Mar. 2004.

[72] Y. K. Ramadass and A. P. Chandrakasan,
BVoltage scalable switched capacitor
DC-DC converter for ultra-low-power on-chip
applications,[ in Proc. Power Electron.
Specialists Conf., Jun. 2007, pp. 2353–2359.

[73] M. Wieckowski, G. K. Chen, M. Seok,
D. Sylvester, and D. Blaauw, BA hybrid
DC-DC converter for nanoampere sub-1 V
implantable applications,[ in Proc. IEEE Symp.
Very Large Scale Integr. (VLSI) Circuits,
Jun. 2009, pp. 166–167.

[74] J. Xiao, A. V. Peterchev, J. Zhang, and
S. R. Sanders, BA 4-�A quiescent-current
dual-mode digitally controlled buck converter
IC for cellular phone applications,[
IEEE J. Solid-State Circuits, vol. 39, no. 12,
pp. 2342–2348, Dec. 2004.

[75] G. Wei, O. Trescases, and W. T. Ng,
BA dynamic voltage scaling controller for
maximum energy saving across full range of
load conditions,[ in Proc. IEEE Conf. Electron
Devices Solid-State Circuits, Dec. 2005,
pp. 391–394.

[76] Y. K. Ramadass and A. P. Chandrakasan,
BMinimum energy tracking loop with
embedded DC-DC converter enabling
ultra-low-voltage operation down to 250 mV
in 65 nm CMOS,[ IEEE J. Solid-State Circuits,
vol. 43, no. 1, pp. 256–265, Jan. 2008.

[77] V. Raghunathan, A. Kansal, J. Hsu,
J. Friedman, and M. Srivastava, BDesign
considerations for solar energy harvesting
wireless embedded systems,[ in Proc. Int.
Symp. Inf. Process. Sensor Netw., Apr. 2005,
pp. 457–462.

[78] E. Carlson, K. Strunz, and B. Otis, B20 mV
input boost converter for thermoelectric
energy harvesting,[ in Proc. Symp. Very Large
Scale Integr. (VLSI) Circuits, Jun. 2009,
pp. 162–163.

[79] M. D. Seeman, S. R. Sanders, and
J. M. Rabaey, BAn ultra-low-power power
management IC for energy-scavenged
wireless sensor nodes,[ in Proc. IEEE Power
Electron. Specialists Conf., Jun. 2008,
pp. 925–931.

[80] N. J. Guilar, R. Amirtharajah, and P. J. Hurst,
BA full-wave rectifier for interfacing with
multi-phase piezoelectric energy harvesters,[
in Proc. IEEE Int. Solid-State Circuits Conf.,
Feb. 2008, pp. 302–303.

[81] C. Sauer, M. Stanacevic, G. Cauwenberghs,
and N. Thakor, BPower harvesting and
telemetry in CMOS for implanted devices,[
IEEE Trans. Circuits Syst., vol. 52, no. 12,
pp. 2605–2613, Dec. 2005.

[82] S. O’Driscoll, A. Poon, and T. H. Meng,
BA mm-sized implantable power receiver with
adaptive link compensation,[ in Proc. IEEE
Int. Solid-State Circuits Conf., Feb. 2009,
pp. 294–295.

[83] S. Kim, S. V. Kosonocky, D. R. Knebel,
K. Stawiasz, D. Heidel, and M. Immediato,
BMinimizing inductive noise in
system-on-a-chip with multiple power gating
structures,[ in Proc. Eur. Solid-State Circuits
Conf., Sep. 2003, pp. 635–638.

[84] K.-I. Kawasaki, T. Shiota, K. Nakayama, and
A. Inoue, BA Sub-�s wake-up time power
gating technique with bypass power line for
rush current support,[ IEEE J. Solid-State
Circuits, vol. 44, no. 4, pp. 1178–1183,
Apr. 2009.

[85] Y.-S. Lin, D. Sylvester, and D. Blaauw,
BA sub-pW timer using gate leakage for ultra
low-power sub-Hz monitoring systems,[ in
Proc. Custom Integr. Circuits Conf., Sep. 2007,
pp. 397–400.

[86] Y.-S. Lin, D. M. Sylvester, and D. T. Blaauw,
BA 150 pW program-and-hold timer for
ultra-low-power sensor platforms,[ in
Proc. IEEE Int. Solid-State Circuits Conf.,
Feb. 2009, pp. 326–327.

[87] M. Seok, D. Sylvester, and D. Blaauw,
BOptimal technology selection for minimizing
energy and variability in low voltage
applications,[ in Proc. Int. Symp. Low Power
Electron. Design, Aug. 2008, pp. 9–14.

[88] S. Hanson, M. Seok, D. Sylvester, and
D. Blaauw, BNanometer device scaling in
subthreshold circuits,[ in Proc. 44th Annu.
Design Autom. Conf., Jun. 2007, pp. 700–705.

[89] B. C. Paul, A. Raychowdhury, and K. Roy,
BDevice optimization for digital subthreshold
logic operation,[ IEEE Trans. Electron Devices,
vol. 52, no. 2, pp. 237–247, Feb. 2005.

[90] W. Su and I. F. Akyildiz, BTime-diffusion
synchronization protocol for wireless sensor
networks,[ IEEE/ACM Trans. Netw., vol. 13,
no. 2, pp. 384–397, Apr. 2005.

ABOUT THE AUT HORS

Gregory Chen (Student Member, IEEE) received

the B.S. and M.S. degrees in electrical engineering

from the University of Michigan, Ann Arbor, in

2006 and 2009, respectively, where he is current-

ly working towards the Ph.D. degree in electrical

engineering.

His research interests include power manage-

ment for low-power systems, energy harvesting,

and robust SRAM design.

Scott Hanson (Member, IEEE) received the B.S.,

M.S., and Ph.D. degrees in electrical engineering

from the University of Michigan, Ann Arbor, in

2004, 2006, and 2009, respectively.

As a Ph.D. student, he developed ultralow-

power microprocessors for use in cubic millimeter

wireless sensors. Currently, he is continuing this

work as a Research Fellow at the University of

Michigan.

Chen et al. : Circuit Design Advances for Wireless Sensing Applications

1826 Proceedings of the IEEE | Vol. 98, No. 11, November 2010



David Blaauw (Senior Member, IEEE) received the

B.S. degree in physics and computer science from

Duke University, Durham, NC, in 1986 and the Ph.D.

degree in computer science from the University of

Illinois at Urbana-Champaign, Urbana, in 1991.

Until August 2001, he worked for Motorola, Inc.,

Austin, TX, where he was the Manager of the High

Performance Design Technology group and re-

ceived the Motorola High Impact Technology

Award in 1996 and the Motorola Innovation Award

in 1997. Since August 2001, he has been on the faculty at the University of

Michigan, Ann Arbor, where he is a Professor. He has published over

300 papers, received an extensive number of best paper awards and

nominations, and holds 29 patents. His research has a threefold focus. He

has investigated adaptive computing to reduce margins and improve

energy efficiency using an approach called RAZOR for which he received

the Richard Newton GSRC Industrial Impact Award. He has active

research in resilient circuit design for wearout and error prone silicon.

His latest work is focused on ultralow-power computing using near-

threshold and subthreshold computing for millimeter sensor systems.

This work recently led to a processor design with record low-power

consumption, which was selected as one of the year’s most significant

innovations in Technology Review.

Dr. Blaauw received the Richard Newton GSRC Industrial Impact

Award in 2008, the Analysts Choice Award from Microprocessor Review

for Innovation in 2007, the University of Michigan Henry Russel Award

for teaching and research in 2004, and the IBM faculty award in 2003. His

research has been featured in the MIT Technology Review in 2008 and in

the IEEE SPECTRUM in 2009. He was General Chair of the IEEE International

Symposium on Low Power, Technical Program Chair for the ACM/IEEE

Design Automation Conference, and a member of Program Committee of

the IEEE International Solid-State Circuits Conference.

Dennis Sylvester (Senior Member, IEEE) received

the Ph.D. degree in electrical engineering from the

University of California at Berkeley, Berkeley,

where his dissertation research was recognized

with the D. J. Sakrison Memorial Prize as the most

outstanding research in the UC Berkeley Electrical

Engineering and Computer Science Department.

Currently, he is an Associate Professor of

Electrical Engineering and Computer Science at

the University of Michigan, Ann Arbor. He previ-

ously held research staff positions in the Advanced Technology Group of

Synopsys, Mountain View, CA, Hewlett-Packard Laboratories, Palo Alto,

CA, and a visiting professorship in Electrical and Computer Engineering at

the National University of Singapore. He has published over 250 articles

along with one book and several book chapters in his field of research,

which includes low-power circuit design and design automation

techniques, design for manufacturability, and interconnect modeling.

He also serves as a consultant and technical advisory board member for

electronic design automation and semiconductor firms in these areas.

Dr. Sylvester received a National Science Foundation (NSF) CAREER

award, the Beatrice Winner Award at the International Solid-State

Circuits Conference (ISSCC), an IBM Faculty Award, an SRC Inventor

Recognition Award, and numerous best paper awards and nominations.

He is the recipient of the ACM SIGDA Outstanding New Faculty Award and

the University of Michigan Henry Russel Award for distinguished schol-

arship. He has served on the technical program committee of major

design automation and circuit design conferences, the executive

committee of the ACM/IEEE Design Automation Conference, and the

steering committee of the ACM/IEEE International Symposium on Phys-

ical Design. He is currently an Associate Editor for the IEEE TRANSACTIONS

ON COMPUTER-AIDED DESIGN and previously served as an Associate Editor

for the IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS.

He is a member of the Association for Computing Machinery (ACM) and

Eta Kappa Nu.

Chen et al. : Circuit Design Advances for Wireless Sensing Applications

Vol. 98, No. 11, November 2010 | Proceedings of the IEEE 1827



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


