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Abstract

From the past two years in mathematical research I gradually realized I kept forgetting stuff and
therefore, I decide to write down what I did before I forget it. I hope this would save my time and memory.
All numbered problems are from Dr. de Branges’ book “Hilbert Spaces of Entire Functions”.

Problem 1

Let f(z) be a function which is analytic and has a nonnegative real part in the upper half-plane. Assume
that Rf(z) has a continuous extension to the closed half-plane and that h(z) is a bounded, continuous
function of real = such that 0 < h(z) < Rf(z) for all real . Show that
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for y > 0.

Remark. This problem, together with problem 2, 3, 4 and some approxzimation argument yields Herglotz’s
representation theorem: f analytic function with nonnegative real parts on the upper half-plane iff f is a
Poisson transform of a positive regular measure p, i.e i € M{(T). Also note that I didn’t assume h(x)
is bounded—I didn’t note this condition until I finished the proof. But never mind, we’ll use this result for
unbounded h(x) in problem 2 anyway.

Proof. Let hy(z) := max(h(z),n) and g,(z) := e"(®) then g, satisfies condition of Theorem 2, which
gives Fi(2) s.t.

[Fo(@)] = gn(a)

Now let ¢(z) := Z}L((f)). ¢(z) is analytic in the upper half-plane, and |¢(z)| = LI;{}((?)‘ has a continuous

extension to C+ UR. To use Phragmén-Lindelof principle (Theorem 1), if suffices to check
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Problem 2

Let f(z) be a function which is analytic and has a nonnegative real part in the upper half-plane. If Rf(z)
has a continuous extension to the closed half-plane, show that there exists a function g(z), which is analytic
and has a nonnegative real part in the upper half-plane, such that

Rf(t)dt
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for y > 0. Show that Rg(z) is continuous in the closed half-plane and that $g(z) = 0 for all real z.

Proof. From problem 1 (for unbounded h(z)), we know

1 [ Rf(t)at
g 241

<Rf(4)

then by Theorem 2, there exists ¢(z), s.t.

Yy Rf(t)dt
Ro() = ?/R (t—2) + 42

Ro(x) = Rf(x)

Let g(z) := f(z) — ¢(2), then

Rg(z) = Rf(2) — Rp(2) = Rf(2) — %A% _

and since both R@(z) and Rf(z) have a continuous extension to closed half-plane, so is Rg(z), and Rg(z)
Rf(z) — Rp(z) =0 on R.

O



Problem 3

Let g(z) be a function which is analytic and has a nonnegative real part in the upper half-plane. Assume that
Rg(z) is continuous in the closed half-plane, and that Rg(z) = 0 for all real x. Show that Rg(z + iy) = py
where p is a constant.

Proof. By reflection principle we can extend domain of g(z) to C by g(z) := —g¢g¥(z) for z € C_. In
particular, Rg(z) = —Rg(z). I'll first show

Rg(z) =
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for a > 0, |z| < a and y > 0. Since Rg(z) is harmonic, using Poisson’s formula we have
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Since Rg(z) = —Rg(z), we have
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and we get (1). Fix a > 0, let z — 0 from C4, we have

lim Ro(z) = i/ 4yRg(ae'®) sin 6do
2=0 Yy 2ma J,

exists. Hence RHS is independent of a. Now we have
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is a constant, and we’re done. O

Problem 4

In problem 2 and 3, show that



Proof. According to problem 2 and 3, it suffices to show
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Ve > 0, choose N large enough s.t.

—-N

/ Rf(t)dt <
t2+1

< Rf(t)dt <

N t241

wlm

— o0

wlm

For y > N? and t € [-N, N],
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Hence
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choose even larger y we get
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and since ¢ is arbitrary we’re done.

Problem 5

¢7(2) = —p(2) and
when y > 0. Show that

when z and w are not real.

Proof. There exists some constant ¢, such that

pr 1 [T+ du(t) | /+°° du(t)

i mi)_ . 1+2t—2z ' w 1412

[e o] — o0

WLOG we assume both z and w are on the upper half-plane, and by direct calculation we can get what

we want. Similarly for other z and w.

Remark. One important thing to note is, u is regular. Any p given by Poisson representation is regular,

just like any dB function given by Nevanlinna matriz is regular.

Problem 6

Show that a polynomial is of Pélya class if it has no zeros in the upper half-plane.

Proof. By definition of Pélya class, we only need to deal with polynomial £ = z — A with degree one,

S\ < 0. And then it’s trivial.

Problem 7

Show that 5

’(l—z)exp <z+%++%) _1’ gexp(‘zlﬂ»l)_l

for all complex z, r =1,2,3,---.
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Proof. Let F(z) := (1 — z)exp (z + é +- 4 ’%) — 1, then F(0) =0, and

Fl(z)=(-14+(1—-2)042z+ +2""))exp (z—i—i—i—-u—&—z%)
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T’ll prove the following inequality first:
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Problem 8
Show that

1+]jab—1<(Q+]a—1)A+]b—1))

for all complex numbers a and b.
Proof. Let ap :=a — 1,bp := b — 1, and then the inequality becomes

|aobo + ao + bo| < |aobo| + |ao| + |bo]

Problem 9

Let (zn) be a sequence of numbers such that y, > 0 for every n and
“+oo
1+yn
S <o
— TntYn

Show that the product

converges uniformly on bounded sets if
hn =

z3 +y2

Show that the limit is an entire function of Pélya class.



Proof. Note that if fi,---, fn are of Pélya class, so is [[ fi. According to problem 6, 1 — i is of Pélya

hnz js of Pélya class as well since h,, € R. Let

Po(z) = H (1 - i) ez

n=1

class. e

then P, is of Pélya class, Vrr € N*. We’ll show P, is uniformly convergent on bounded set so

—+oo
E(z) = exp (i(z — y+ " )) Jim_ Po(2)

n=1

is well-defined and entire. Now I’ll show

IP(2) = Po(2)] < expl 3] 12/20 ) — exp{ > |2/2 %)

when r < s. First, use problem 7 and 8, let a,(2) := (1 - ,i) eln?
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On the other hand,

|an| < |an — 1]+ 1 < exp(|z/Za]?)

< an — 1] + 1 < exp( Z |2/Zn|?)

Hence |Ps(2) — Pr(2)] < exp{>.°_, |2/Zn|?} — exp{3_"_, |2/Zx|*}, use condition > /> W < +o0 we
can see P-(z) is uniformly convergent on bounded sets, hence E(z) is uniformly convergent on bounded
sets. And obviously Pdlya class is closed when taking uniform limit, so F(z) is of Pélya class. O

Problem 10

Let F(z) be a polynomial of Pélya class such that E(0) = 1, and let E(z) = A(z) — iB(z) where A(z) and
B(z) are polynomials which are real for real z. Show that

log | (2)| < 24'(0) + yB'(0) + 5[4'(0)* — A”(0) + B'(O)]|#I*

for all complex z.

Proof. Since E is of Pélya class and E(0) = 1, we have E(z) =[], (1 — i) where z; = x; +4y; € C4.
First let’s calculate A’(0), A”(0) and B’(0). Obviously E'(0) = —>7 | £, (E#)(0) = — >, 1, hence
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Hence
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Now use t < et~ ! for t > 0 we are done. O

Problem 11

If a > 0 is given, find a sequence {P,(z)} of polynomials, which have only real zeros, such that e~ =
lim P, (z) uniformly on bounded sets.

Proof. Let P,(z) := (1 — ﬁ)n. Obviously P, (z) goes to f(z) := emo% pointwisely, and only have real

n

zeros. For the uniform convergence, note that

n k +oo k
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<> n m T >
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Now for any C' > 0 and bounded set {z : |z| < C}, choose n big enough s.t. n! > C™ and n > C.

l2* (1 |22 |2|" 2
T< (2 L1 ST 1 M
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_ O+ D)

h n
|| El
II< =
n+1 + (n+1)2 +
<« ¢
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and now we get uniform convergence. O

Remark. Your first thought might be using finite Maclaurin series to approximate ef‘le, but it’s easy to

see they have either 1 or 0 zero on the real line. Actually, if we don’t use lim(1+ z/n)" = €*, the classical

approach would be using associated Jensen polynomials. That is, for f =3 ar%y, define

Jensen proved the following statement:
f is Laguerre-Pdélya iff gn only has real zeros and converges to f locally uniformly.
Laguerre-Pdlya is a special case of Pélya, with |E| > |E¥| on Cy substituted by |E| = |E¥#| on Cy.



Problem 12

If b is a given number, b > 0, find a sequence {P,(z)} of polynomials of Pélya class such that e =
lim P, (z) uniformly on bounded sets.

Proof. Let Pp(z) := (1 — z'sz)n, and the only root is zo = —i%.

n n
Sz =—RNR—-=-—-"ZRO<KO
SZ20 b |b|2
the rest follows from the same argument as problem 11. O

Problem 13

If E(z) is a given entire function of Pélya class, show that there exists a sequence {P,(z)} of polynomials
of Pélya class such that E(z) = lim P,(z) uniformly on bounded sets.

Remark. Now we have: f Pdlya iff f can be approximated locally uniformly by Pdlya polynomials.

Proof. Use Theorem 7 to get factorization of F(z), and use results from problem 9, 11, 12 we’re done. [J

Problem 14

Let E(z) be an entire function which has no zeros for y > 0, such that |E(x —iy)| < |E(z + iy)| for y > 0.
Show that
|E(x —iy)| < |E(z +iy)]|

for y > 0 unless E(z) and E(Z) are linearly dependent.
Proof. Apply maximum principle to % on Cy. (]

Remark. This theorem says E is degenerate iff E and E¥ are linearly dependent.

Problem 15

If E(z) is an entire function of Pélya class, show that | E(z +4y)| is an increasing function of y > 0 for each
fixed & unless E(z) = E(0)e* for some real number h.

Proof. Proof by contradiction. By Theorem 7 we have
E(z) = A(2)B(2)C(2)D(z)

where A(z) = E(T)(O)%, B(z) = 67“2, C(z) = e ™ and D(2) = [](1 — £ )e""*. For each fixed z, A(z)
is not strictly increasing only if A(z) = E(0), B(z): a =0, C(2): Rb =0, Dn(z) : D(z) = 1. Hence FE is not
strictly increasing unless

E(z) = E(0)e"” = E(0)e"*

for some real h since b is purely imaginary. ]

Problem 16

Let E(z) be an entire function of Pélya class such that |E(z — iy)| < |E(z + ty)| for y > 0. Show that
E(z) = A(z) — iB(z) where A(z) and B(z) are entire functions of Pdlya class which are real for real z.

Proof. Let A = E+2E#, B = Ei;E‘ Obviously A is real entire. Since |E(z)| > |E#(2)| on C, A(z) # 0
on C;. It suffices to show for fixed z, |A(z + iy)| is nondecreasing for y > 0. From problem 13 we know

there exists Pélya polynomials {P,(z)} s.t. P, goes to E locally uniformly. Let P, = A, —iB, s.t. A,

#
and B, are real entire, then A, = % is a polynomial as well. If A,(z) = 0 for some z € C4, then

|Po(2)| = |P#(2)], all roots of P, lie on R. Since |E(z)| > |E*(2)|, Vz € C4, we can choose a subsequence
of {P,} s.t. P, has at least one non-real root. Now A, has no zeros in the upper half-plane, by problem 6
A,, is of Pdlya class. Since A,, goes to A locally uniformly, A is of Pélya class. The same argument applies
to B. (]

Remark. Actually, the converse is true: E is of Pdlya class iff A, B are of Laguerre-Pdélya class.



Problem 17

Let E(z) be an entire function of Pélya class which is not a constant. Show that E’(z) is of Pélya class.

Proof. Let nontrivial Pélya polynomials {P,} go to E locally uniformly, then P, (2) goes to E’(z) locally
uniformly. It suffices to show Py, (2) is of Pélya class, i.e. P, (z) has no zero on C. This is obvious because

iPy/L(Z) —go z
g?<Pn(z>>‘ay”§“’3"( >0

Problem 18

Show that cosz = %(e“ + e %) is of Pélya class. Determine the factorization given by Theorem 7. By

computing the second derivative of cos z at the origin, show that

7'('2

= 1
n21(2714-1)2 -8

Proof. Since e™** is of Pélya class, by problem 16, cos z is of Pélya class. By Theorem 7,

2 z —
— —1ib | | 1 P
c az ibz nr+%
nm + 2

n=-—oo

Since cos’(0) = —sin(0) = 0, by simple calculation we can get b = 0. Since cos z is of genus 1, a = 0. So
we get the canonical factorization:

—+o00
z P
cosz = H 1-— — e 2
’I’L’/T+§

n=-—oo

Taking derivatives we get

+oo 2 2
z ™ z «
—sinz = E - —e"t2 1——2  )emrtg
n=—oo (TLTF + %)2 m#n ( mm + g)
= 2G(z)
—cosz = G(2) + 2G' ()
+oo “+oo
1 8 1
o8 © n;oo (nm+2)? ; 7 (2n+ 1)

Problem 20

Show that a function F(z), which is analytic in the upper half-plane, is of bounded type in the upper
half-plane if its real part is nonnegative in the half-plane.

oy
Ft1/ F+1

both numerator and denominator are analytic and bounded so by definition F' is of bounded type.

Proof. Trivial. Consider

O

Problem 21

Show that the sum and product of two functions which are of bounded type in the upper half-plane are
functions of bounded type in the half-plane.

Proof. Trivial. By definition. O



Problem 22

Show that a polynomial is a function of bounded type in the upper half-plane.

Proof. Use problem 21 to reduce to P(z) = z — w. If Sw < 0, then

P(z)zl/z_lw

is of bounded type in the upper half-plane. Otherwise use P(z) = z:;/ o (]

Problem 23

Let {zn} be a sequence of numbers such that y,, > 0 for every n and

Y

Show that the Blaschke product
H 1—=2 / Zn
1—2/zn
converges uniformly on every bounded set which lies at a positive distance from the numbers {Z,}. Show

that B(z) is analytic and bounded by 1 in the upper half-plane and that B(z)B¥(z) = 1.

Remark. This problem gives condition of zeros of Blaschke product, and shows it’s entire and bounded by
1 on C4. And the proof is very similar to problem 9 so I’ll skip some details.

Proof. Let an(z) := =222 then

1—2/zp )
1 _ 1
1+an—1]=1+ 53—
1 2y,

Now let Br(z) := ][], _, an(2)

IB.(2)/Br(2) - 1] < exp(<z x%ﬁy%>pfz)>—1

n=r-+1

|Br(2)| < 1+|Br(z) — 1

T Un 9
oo (S ) )

~  Yn 2 oy 2
i -ninzen (%) ) - (S %) )

similar to problem 9, B(z) is uniformly convergent on every bounded set where inf p(z) > 0. B(z)B¥(z) = 1
follows from B,(z)B¥(z) = 1. O

Problem 24

Let F(z) be a function which is analytic and of bounded type in the upper half-plane. Show that there
exists a function Q(z), which is analytic and bounded by 1 and which has no zeros in the upper half-plane,
such that P(z) = Q(z)F(z) is bounded by 1 in the half-plane.

Remark. Now for any F € N(C4), F = g, where |P|,|Q] <1 and Q(z) # 0 on Cy.

10



Proof. By Theorem 8,
1- =
F(z)=G —
@=0& ]2
where G(z) is of bounded type and has no zeros in the half-plane. By definition, G(z) = % where
|P|,|Q] <1 on Ct. Suppose {wy,} are zeros of Q on C4, note that they are also zeros of P. By similar

argument of proof to Theorem 8,

1—--=2 -
m@=<H1?>P@

1— =\ .
Qm=<H1_?>ma

Wn,

and |P|,|Q| < 1 and Q doesn’t have any zero on C,. Now

1

and since |Q(2)| < 1,|P(2)| < 1, ’ I 1:?‘ < 1 we're done. O

Problem 25

Show that
1z /" 4asin® 0do
YT o o |e?? —z2le=0 — 2|2
for |z] < 1 and y > 0.
Proof. See the proof to problem 3, with g(z) = —iz, a = 1. O

Problem 28

Let F(z) be a function which is analytic and of bounded type in the upper half-plane. Show that the mean
type of F'(z — a) is equal to the mean type of F(z) for every real number a.

Proof. By Theorem 9 (Nevanlinna’s factorization),
F(z) = B(z)e 2%

where

“+oo
RG(e +iy) = 2 [ o _dyg(ﬁr =

This factorization is unique (See Theorem 5.5, Garnett’s book). Substitute z with z — a we get

F(Z _ a) _ B(Z _ a)e—ihzeG(zH—iha

By definition of Blaschke product B(z) =[]/ ~—22& we can see B(z — a) is a Blaschke product as well.

n=11—=-
Zn

G := G + iha satisfy the same condition as G so F(z) and F(z — a) have same mean types. O

Problem 29

Let F(z) and G(z) be functions which are analytic and of bounded type in the upper half-plane. Show
that the mean type of F(z) + G(z) does not exceed the maximum of the mean types of F(z) and G(z).
Show that the mean type of F'(z)G(z) is the sum of the mean types of F'(z) and G(z).

Proof. The second part is trivial by Theorem 9 (Nevanlinna’s factorization). The first part is easy using
the fact |F(iy)| < e¥P179) |G (iy)| < P27 for € > 0 and large y. So |F(iy) + G(iy)| < 2e¥ax(Pr.p2)te)
and we’re done. O

11



Problem 30

Show that a function which is analytic and has a non-negative real part in the upper half-plane has zero
mean type in the half-plane if it does not vanish identically.

Proof. Let g := /f, then Rg > 0 and Ng < |g| < V2Rg. By Theorem 4 (Poisson’s representation) we
know:

y [T du(t)
/

?Rg(m—!—zy)zpy—k; . m

g(x +iy) = —ipz + Sp+ b

1 [t/ 1 ¢
S“‘E/,w (t—z_1+t2>d“(t)

is the Schwarz-Herglotz transform of p € ./\/llf[(]R) Actually, if we let p be the point mass at infinity, then
the Schwarz-Herglotz transform of i := p @ p is:

where p,b > 0, and

Sp=—ipz+Sp

log [g(iy)|
Y .

Now use Theorem 10, i.e. mean type h = limsup,_, WLOG we can assume p = b = 0,

+oo du(t)
—oco 1+4+t2 T

ox /+°°lo 1+ du(t) </+°° 1+t du(t)
p - g y2+t2 14 ¢2 = . y2—|—t21—|—t2

T g (L ) TR dp) | _ T dp(t)
0g 2 2 2 S108 2 2 2 | =108 2 2
oo ye +t 1+1¢ feo YEAHTEL14E oo YU

log|g(iy)|  log Ry
y Ty
__logy —logm
y

1
)
logy — logm oo 14+t2\ du(t)
gy —logs ("1 (140
y —oo Y YA ) 1482

. logy —logm /+°° logy? du(t)

1, and by Jensen’s inequality we have:

Now

WV

Y R
-0
log |g(iy)| < log2 log g
Yy 2y Yy
_ +o0
< log2 + 2logy — 2log n llog (/ anu(t)Q)
2y Yy —eo Y
<0

Hence g has mean type 0. Note that log|f(iy)] = 2log|g(iy)|, hence f has mean type 0 as well, and
fenNt. O

Remark. Another elegant approach for D, but I'm not sure if it will work for Cy since I don’t know the
connection between HP(C4) and HP (D) when p < 1. Anyway, if we only deal with D, Rf > 0 implies [ is
outer and f € H?, Y0 < p < 1. This is proved by V.Smirnov in 1928 and the proof is quite straightforward,
using mean value property of harmonic function RfP and | f|P < cpRfP. For more details see Nikolski’s book,
Theorem 4.2.2. Now use the fact H* = LP "N we know f € NT, and Nt = {f € N, mean type < 0}.
Apply the same argument to 1/f and we’re done.

Problem 31

Show that a nonzero polynomial has zero mean type in the upper half-plane.

Proof. Let P(z) = (z — 21) -+ (2 — zn), then use formula h = limsup, ,, W. O

12



Problem 33

If a function F'(z) is analytic and of bounded type in the upper half-plane, if it has no zeros in the half-plane,
and if log F'(z) is defined continuously in the half-plane, show that

|z — || log F'(2)|
|z +if?
is bounded in the half-plane.
Proof. Since F' has no zeros in C4, by Theorem 9,
F(Z) — e—ihzeU(z)—V(z)

where

RU(w +iy) = /R ( do(t)

t—x)2 4y
. Y dv(t)
RV (z + iy) = - /]R 7@ .

and o,v € MH(R) Obviously, it suffices to prove

|z = Z[|U(2)]
|z + |2
is bounded in the half-plane.
) 1 14tz do
U(:)] = |ib+ — |

7w Jgp t—z 1+ ¢2
1 [|L+tz] do
mJr [t—2 1+t

< b +

and we only need to deal with the second term. I’ll use the following inequality:

t—i < |z — i+ |z + 1|
t—z |z — Z|
and the proof is quite straightforward:
[t —il||z — 2| = [tz — tZ —iz + iZ|

<tz +iz — |22 —it) — (tz + iz — |2]* — it)]
S|t =2)(z — 1) = (t = 2)(Z — 1)

=t —2llz —i| + [t — z[|z + i
=lt—z|(|]z =i+ |z+1|)

Now
|z — z| |1 +tz| do . 1+tz| |z—i|+]|z+4 do
lz+i]2 Jg [t—2] 1+t 7 J |t —i|lz+1] |z + 4| 1+t2
I1+tz| 2do
SRtz i 142
It suffices to show % is bounded:
|1+ tz] [(t —i)(z+ 1) — it + iz]
[t —il|lz 44 [t — ||z + 1]
It] |2|
<1+ . - ; .
= [t —dl||lz 414 |t —illz+1
<3

Remark. The proof could be more straightforward. de Branges gave the inequality

t—i| _|z—il+|z+il
t—z |z — Z|

in hint and that’s how the proof was made—I’ll also use this to prove Krein’s theorem (problem 37). The
|z—Z]||log F'(2)|

T2 gives a nice growth estimate for F € N'(Cy).

inequality

13



Problem 34

Let E(z) be an entire function which has no zeros in the upper half-plane and which satisfies the inequality

|E(xz —ty)| < |E(x +iy)| for y > 0. Show that E(z) is of Pélya class if there exists an entire function F(z)
E(z)

) is of bounded type in the upper half-plane.

of Pélya class such that

Remark. Let F =1 we get an important corollary: If E € N(C4) is zero free on C4 and is dB, then E
is of Pdlya class. And it seems like I didn’t follow de Branges’ idea—I used Krein’s theorem (problem 37),
which was proved later. But the proof is independent of this result. This original proof requires F' to be
zero free, which is a strong assumption. For complete proof please refer to Michael Kaltenbock and Harald
Woracek’s paper “Pdélya class theory for Hermite-Biehler functions of finite order”, which is more general
and applies to generalized Pélya class with k-th order. The main technique is Phragmén-Lindelof Principle
and Theorem 9, 10, 1j.

Proof. One direction is obvious: Let F' = E. Now suppose we have F' of Pdlya class s.t. % € N(C4). First

I'll show % is of exponential type. By Krein’s theorem, it suffices to show

E E*
7 FE € N(Cy)

The first one is given, and
E#* E*E JF*
- 5r) F NC)

so £ is of exponential type, hence it has genus 0 or 1. Let’s suppose genus is 1 first. By canonical

F
E_az+br z =
F—e z” 1—2 ezn

factorization we have
and > ﬁ < oo since it’s of genus 1, > I%yfy% < oo since it’s of bounded type. By Theorem 7,

F(z) = F(S>(0)%e*“1*e*iblz I (1 - ,i) e'n:

Wn

where h, = @er Put the two formulas together and take (r + s)-th derivative we get

F(s) b
78(,0)6 (r+ 8)l = ECF9)(0)
and if we combine zeros and label them {z,}

Zr+s

'e—a1z2€—iblzeaz H 1— _i ehnz
(7’ + S) Zn

\E#(z)| — 2i(Rb1-Sa)z H 1- i
|E(2)| 1- =

E(Z) — E(r+8) (O)

where hn = 5% Since |E# (iy)| < |E(iy)|, we get

2(Rby - -2
) | =P
11—
—2(Rby —%@yﬂogl‘[‘l - 7;;' <0
From proof to Theorem 10 we get
11—
log[] —
lim =0
Yy—r0o0 y

so we can conclude Sa < Rb;. Now the representation for E(z) is of the form of Theorem 7, hence it’s of
Pélya class. The case genus is 0 can be treated similarly. O
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Problem 35

If E(z) is an entire function of Pélya class such that E#(z) = E(—z), show that
B )| < |BGl2)]

for all complex z.

Proof. By Theorem 7 we have

E(Z) _ E('r) (O) . efa,z2e—ibz H (1 _ é) ehnz

Zn

Since E#(z) = E(—=z), E(Z») = 0 implies E(—Z,), hence all roots come in pair, with only possible exception
on the imaginary axis. Let G(z) :=[] (1 — i) e"* then

z z z
G(z) = 1+ = 1-=) (1+ =
=I5 JI(-2) ()
n T (yn - iZ)Q
— 1 -
SUEEANES
< G(il=])
And note that G#(2) = G(—=z), so is e_azz, let H(z) = e~***, then
H*(2) = H(-2)
ibz ibz
e =e
b=b
Hence b is real and |H(z)| = e < €®I*l = |H(i|2|)|. Finally,
70,22' — ea(y2712) < ea|z\2

le

we now conclude |E(z)| < |E(i|z])]. O

Problem 37

Prove Krein’s theorem that an entire function F'(z) is of exponential type if it is of bounded type in the
upper half-plane and if F# (2) is of bounded type in the upper half-plane. Showt that the exponential type
of F(z) is the maximum of the mean types of F(z) and F#(z) in the upper half-plane.

Remark. Krein’s theorem states
Cart = N(Cy)NN(C-) = Ezpn {f :log" |f| € L1}

Proof. Fix any zo, since log |F| is subharmonic, we have

log |F(20)| S ff log*t |F|dzdy

B(z0,1)
log™ |F
(1t ff fTL'z'dmdy
B(z0,1)
S C(1+ |20f%)

so |F| < Al for A, B. Now I'll show |F(2)| < € in any fixed Stolz angle, i.e. {z =z 41y : |z| >
1,y >0, ‘yﬂ < a} for some a > 0. Use Nevanlinna’s factorization (Theorem 9) we can get

[ — 17 B
|F(z)‘ < ehye’L‘/' Jr (t—2)2+42

15



By the inequality we proved in problem 33,

/ dlp| </ (|27i|+|2+i|)2d|ﬂ‘
r (t—x)2 +y? - R (12 + 1)4y?

|z — i) + |z +i]?

d
. (2 + 1)2y2 iz
2 2
Tty +1
< | —————=d
/]R (2 + 1)y? il
L, dlu
<[ (1+a®+ -
/R( +a +y)t2+1
1 dlp|

)

<[Q+a+ ——
fare+ ot

Hence |F(z)| < e°I* on any Stolz angle and it’s reflection over R. We can conclude that |F(z)| < e/

on{z=z+iy:y > \/ﬁ,w =ay} and |F(2)] < e®?Flon {z =ax+iy : y < —\/ﬁ,x = ay}. Let

o a2 C‘zl . 1 o . . .
C = max(C1,C2)4/ 15,2, then [F(2)] S e on {z : |y| > Tm,x = aly|}. Since F is bounded in

the unit disk, we can choose C even larger s.t. |F| < eCl2l on {z:z=a
z

x ly|}. Now we want to show
i
|F(2)] < el in sector {z: x < aly|}. Let a = i and G(2) = F(z%)e_c 3
6

- , then G is bounded on the

imaginary axis, and for z in {z : Rz > 0},

2
3

G(2)| S e

By Phragmén-Lindeldf principle |G| is bounded in {z : #z > 0}, and hence |F| is bounded in the sector.
Apply similar argument to the other sector we’re done. Still need to show max of mean types is the
exponential type. O

Problem 38

Show that an entire function of zero exponential type is bounded in the complex plane, and hence is a
constant, if it is bounded on the real axis,

Remark. Similarly, we can change the condition into “bounded on imaginary axis”.

Proof. Trivial. By Phragmen-Lindelof principle (version of Theorem 1). O

Problem 39

Show that an entire function F(z) is a constant if F(z) and F#(z) are of bounded type in the upper
half-plane and if F'(z) is bounded on the imaginary axis.

Proof. By Krein’s theorem, F' is of exponential type. Moreover, since F' is bounded on the imaginary axis,
the mean type for F' and F# on the upper half-plane is 0, and then F is of zero exponential type. By
problem 38 F' is a constant. O

Problem 40

If B(E) is a given space, show that

is a continuous function of w.

Proof. Trivial for non-real w. For real w, taking the limit and since A,B,A# B# are differentiable we’re
done. O
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Problem 44

If B(E) is a given space, show that E(z) = S(z)Eo(z) where B(Ey) exists, Eo(z) has no real zeros, and S(z)
is an entire function which is real for real z. Show that F'(z) — S(z)F(z) is an isometric transformation of
B(Ep) onto B(E).

Proof. It suffices to prove two spaces are equal as sets, and the isometric part follows trivially. Use the
following definition of dB space:

F F#
B(Eo) = {f € H*(Cy), 7 € H*(Cy)}
0 0
we can see F(z) — S(z)F(z) maps B(Ep) into B(E). For the onto part, take F' € B(E), only need to show

£ is entire. If S(z) = 0 for some complex z, then E(z) =0, £, F; € H?*(C.) implies F has a zero with

at least same order as S. Hence g is entire, and the map is onto. O

Remark. This can be used to get rid of real zeros of dB function.

Problem 45

Let B(E) be a given space. If w is a nonreal number, show that % belongs to B(E) whenever F belongs to
B(E) and vanishes at w. Show that the same conclusion holds for a real number w if and only if E(w) # 0.

Remark. This implies for any nom‘eal w, there ezists F € B(E) s.t. F(w) # 0, otherwise B(E) doesn’t

contain any nonzero element, i.e. B(E) = {0}

Proof. If w ¢ R is entire and check the definition of dB space we know —£— € B(E).
F

Now assume E(w) # 0 for some real w, obviously F = —— is still entire. And it’s easy to check

%, % € N't, so it suffices to show % € L*(R). Now choose € > 0 s.t. |E| >8>0 on (w — ¢, w + ¢), then

2 w—e w—He 2
/ S L —— / / / S L "
|t —w|*|EJ? e [t—w]?|E[?

umm+

’zw

02

< 00

On the other hand, let E(w) = 0. Use result from problem 44, WLOG we assume E'(w) # 0. Suppose
the statement is true. WLOG we can assume F'(w) # 0, otherwise we can keep taking derivative until
F™ (w) # 0. Anyway, we have

w—+e F 2
poo> [ 120

w—e ‘t - w‘z
w+e 1
i
woe [t—w]?
= 400
A contradiction. O

Problem 46

If B(E) is a given space, show that there is at most one real number a, module 7, such that e E(z) —
e~ E#(z) belongs to B(E).

Remark. ¢'“E(z) — e "“E#(2) = uA(z) + vB(z), where v = ub.

Proof. Trivial since E ¢ B(E). O
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Problem 47

Let f(z) be a function which is analytic in the complex plane except for isolated singularities at points
(tn) on the real axis. Suppose that f#(z) = f(z) and that R(—if(z)) > 0 for f > 0. Show that there exist
positive numbers p,, and a nonnegative number p such that

for every n.

Proof. 1 tried residue theorem first, but then I realized the most difficult part is to show the sum of partial
fractions converges. My second approach is to use result from problem 5 directly.

Let p(z) = —if(z), then ¢¥(2) = —p(z) and ¢(z) has nonnegative real parts on the upper half-plane,
hence by problem 5 we can get

f(z) = f(w) _ 1/+°° du(t)

z—w T ) o (E—2)(t—w)

by construction, pu(x) = limeo pe(z), Vz. Moreover,

pe(®) = o) = lim [ ota+ ity + 9o

Now for any interval [a,b] which doesn’t contain singularities of f, we can see that u(b) = u(a), hence p
only has point masses. Suppose p(tn) = pn, then

f(2) = f(@) _ e
Z—w _p+z(tn—z)(tn_w)

multiplying both sides by (z — t,,) and let z go to ¢, we can see

pn = lim (t, — 2)f(2), Vn

z—rtn

Problem 48

If E(2) is a given entire function which satisfies the inequality |E(z — iy)| < |E(z + iy)| for y > 0, show
that there exists a continuous function ¢(z) of real z such that E(z)e'?(®) is real for all values of z. If ()
is any such function, show that
/ K(LE, .CL‘)
p(z)=m
|E(2)[?

>0
for all real . Such a function is said to be a phase function associated with E(z).

Proof. We know between any two consecutive zeros of A, ¢ — arctan % = C for some C € R. By taking
derivative we know
, B —BA'() B'A—BA
A2+ B2 |E|?

On the other hand,
A(x)B(z) — A(2)B(z) _ B'(z)A(x) — B(z)A'(z)

K, =i =

() fae? m(z —x) m

hence ¢'(x) = "f(;gf; > 0 for x € R\Z(A). At zeros of A, since the left derivative is equal to the right
derivative, both of which are positive, we know ¢ is differentiable at = and ¢'(z) = Tg&g? > 0. O

Remark. In the proof we show, if E is non-degenerate dB, then ggﬁg is strictly positive. This proof can

be simplified if we use the fact K(w,z) is entire, and K(w,w) = 0 for some w € C implies K(w, z) has
norm 0 in B(E), hence it’s 0 almost everywhere on R, hence constantly 0 on C, and A(z) and B(z) must
be linearly dependent, and then E is degenerate, a contradiction.
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Problem 55

Let F(z) and G(z) be polynomials which are real for real z and have only real simple zeros. Assume that
there exists a continuous increasing function ¢ (x) of real = such that the zeros of G(z) are the points x
where () = 0 modulo 7 and the zeros of F(z) are the points z where (z) = 27 modulo «. Show that
G'(z)F(z) — F'(z)G(x) is of constant sign on the set where ¢)(x) = 0 modulo 1.

Proof. Let a, b be two consecutive points where 1 (a) = ¢ (b) = 0 modulo %ﬂ'. WLOG assume ¢(a) = 0
modulo 7 and 9 (b) = § modulo 7, and a < b. Then G(a) = 0 and F(b) = 0. Note that G(b) # 0 and

%((;)) >0, F(a) #0 and 1;({;) < 0. Multiplying by F(a)G(b) we get both G’(a)F(a) and —F’(a)G(b) are

positive or negative. O

Problem 56

If the degree of G(z) does not exceed the degree of F(z) in Problem 55, show there exists a real number h

such that G(
(2)
=h
F(z) + Z F’ (z—1)
F(t)=0

Proof. Let f(z) := G(z) ZF(t) —o %7 then clearly f is an entire function. Let |z| go to +oo, if

F(z)
deg G < deg F', then obviously f(z) — 0. If degG = degF =n, let ay, b, be the leading coefficients, resp.
Then £ goes to $&. For each t s.t. F(t) =0, % . Since F has n zeros (on the real line, by
assumption), then we’re done. O

Problem 57

If F(z) and G(z) are not both constants in Problem 55, show that either F(z) — iG(z) or F(z) + iG(z)
satisfies the inequality |E(z — iy)| < |E(z + iy)| for y > 0.

Proof. WLOG we assume the degree of G(z) does not exceed the degree of F'(z) in Problem 55. By Problem

56, we have
HEETEEDY
()_ F’

F(t)=0
where h is a real number. Since 1?’( 7y has constant signs on the set {t : F(t) = 0}, then & Ez; > 0 or
< 0 for z € C4, hence F(z) — iG(z) or F(z) + iG(z) satisfies the inequality |E(z — iy)| < |E(z + iy)| for
y > 0. (|

Problem 58

If s and t are positive numbers such that s < t, show that
1—2 ’ 1_1

t 1 exp | S—| -1
’ -2 |5 =2

LHS =

Proof.

then use the inequality z < e® — 1 for = > 0. O

Problem 59

Let (sn) and (¢») be unbounded, increasing sequences of positive numbers such that
Sn <tpn < Snt1 < tnt1

for every n. Show that

et 2
tn
1— =
n=1 Sn

1— -2
converges if z # sy, for every n. If p(z) = min |—|, show that the convergence is uniform in any set on

1
Sn

which p(2) is bounded away from zero.

19



Proof. This follows directly from Problem 58 and Leibniz Test for alternating series. O

Problem 60

Let 7(z) be a continuous, increasing function of real x which has 0 as a value. Show that there exists a
function f(z) with these properties:

(1) The function is analytic in the complex plane except for isolated singularities on the real axis, f#(z) =
f(z), and ® —if(z) >0 for y > 0.

(2) The zeros of f(z) are real and simple and are the points  where 1(z) = 0 modulo .

(3) The zeros of 1/f(z) are real and simple and are the points = where ¥ (z) = Z modulo .

jus
2

Proof. Let {s,}12° ., {tn}12° . be the points where ¢ (z) = 0 modulo 7, ¥(z) = % modulo 7 resp and

satisfies s, < tn < Spt1 < tnt1 Vn. First we assume there’re infinitely many such points. Let

& - tr
Fr = H z— Sk
k=—n
Since sy < tg, by plotting z — tx, z — sk as vectors it’s easy to see the argument of f, is less than 7, and is
increasing w.r.t. n. Hence Sf,(z) > 0 for z € C4, and the convergence is guaranteed by Problem 59 (with

similar result for negative s and tx), then we’re done. The case where ¢ has a largest/smallest si /tx can
be treated similarly. O

Remark. This problem, together with Problem 59, gives one direction of the famous Hermite-Biehler
criterion (See “Distribution of Zeros of Entire Functions” by B.Ja.Levin, page 308, Theorem 1) for real
entire function F(z) s.t. SF(z) > 0 for z € C4. The other direction can be proved by modifying the proof
to Problem 62.

Problem 61

In Problem 60 show that there exists an entire function A(z), which is real for real z and which has only
real simple zeros, and whose zeros are the points 2 where ¢(x) = 7 modulo 7. Show that B(z) = A(z)f(z)
is an entire function which is real for real z. Show that E(z) = A(z) — iB(z) is an entire function which
has no real zeros and which satisfies the inequality |E(x — iy)| < E(z + ty) for y > 0. Show that there
exists a phase function ¢(x) associated with E(z) such that ¢(x) = 1)(x) whenever ¢(x) = 0 modulo 7 or
¥(x) = 0 modulo F.

Proof. Using Weierstrass canonical product we can get such A(z) (we’ll refine this in Problem 64), and
B(2) := A(2)f(2) is a well-defined entire function since all f’s poles are simple. Since £ = Sf(2) > 0 on
C4, we can conclude E := A —iB is a dB function. And the rest is just trivial: ¢(x) = 0 iff E is real iff
B=0iff f=0iff ¢ =0 (modulo 7). O

Problem 62

Let F(z) and G(z) be entire functions which are real for real z and which have only real simple zeros.
Assume that there exists a continuous, increasing function ¢ (z) of real = such that the zeros of G(z) are
the points & where 9 (z) = 0 modulo 7 and the zeros of F'(z) are the points x where ¢(x) = § modulo 7.
If F(z) or G(z) has a zero and if G(z)/F(z) is of bounded type for y > 0, show that either F(z) — iG(z)
or F(z) 4+ iG(z) satisfies the inequality |E(z — iy)| < |E(z + iy)| for y > 0.

Proof. By Problem 60 we know there exists a real meromorphic f s.t. f has the same zeros and poles with
%, and since all zeros/poles are simple, it’s easy to see @ := 1% is real entire, and is of bounded type in
C4+. By Problem 34, ® is of Pélya class. And since it’s zero-free, by factorization of function of Pdlya class
(Lemma 2 in Section 7), we have ®(z) = ce_azze_ibz, where ¢ is a constant, a > 0, Rb > 0. Since & is of
bounded type (i.e. the mean type is finite), then a = 0. Since ®# = @, ¢ is real and b is purely imaginary.
And since functions in N'(C4) satisty log™ |®| € Lf; (Krei’s Theorem), b = 0. Hence & > 0 or < 0 on

C.4, depending on the sign of c. Hence F' — iG or F' + iG is dB. In particular it’s non-degenerate. O

Remark. Basically this problem says given real entire F' and G with interlacing zeros, if % € N(Cy),
then one of F' £ iG is non-degenerate dB.
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Problem 63

Let E(z) be an entire function of Pélya class which has no real zeros and which satisfies the inequality
|E(xz — ty)| < |E(x 4 dy)| for y > 0. Let ¢(x) be a phase function associated with E(z). Show that there
exists a number p > 0 such that

o : y [T de(t)

— log |E = Z

By og |E(z +iy)| = py + 7r/_0o G271
for y > 0.
Proof. By definition of Pélya class, % log |E(x +1iy)| > 0 on C1. Here we get strict inequality by Problem
14, since we're given |E(z — iy)| < |E(z + iy)| on C4. By Cauchy-Riemann equation, Z—Z = -2 = R(if),

hence i(log F)" is analytic and has positive real part on C;, by Theorem 4 (Poisson representation) we

have N 0
. Y o du(t
log B = Z
Rlog E(z + iy) py+7r/_oo G—2+5°

In particular, pu(b) — p(a) = limy—o+ f: R (i(log E(z + 4y))’) dz at points of continuity of u, then p and ¢
differ by a constant, and the proof is complete. O

Problem 64

Show that E(z) in Problem 61 can be chosen of Pélya class if

/ o dy(t)

1_’_152<oo

— o0
Proof. Basically we want to get a bound on ) 52 and use Problem 9 to get A(z). Suppose s, is defined
s.t. ¥(sn) =nmw + 5. First we have

[y ey

e L2 7 1+ 2

3 [ )

- N 1+t2
n=0 n

S A

= 2
n=0"Sn 1 + Sn
+oo

_ ™

o o 1+ s2

from which we can see s, goes to +oo pretty fast and Zj{:’o s% is convergent. Similar for negative n.

Hence by Problem 9 we can choose A to be in Pélya class, and so is B. O

Remark. Problem 58-6/ gives a full picture on relation between spectral phase function and dB function.
Actually, given any two interlacing sequences, we can construct a dB function E = A—iB s.t. one sequence
18 the zeros of A while another one is the zeros of B. In particular, the two sequences can determine a
phase function 1, and if Y is regular, i.e. fR % < 00, we can choose E to be in Pdlya class. Moreover,
Problems 318 describes the relation between A’s zeros and operator norm. Basically Pdlya class is related
to Hilbert-Schmidt class operators.

Problem 65

Let f(z) be a function which has an absolutely convergent representation

fo /+°° h(t)du(t)

o t—z

for y > 0, where h(z) is a Borel measurable function of real  and p(z) is a nondecreasing function of real
z. Show that f(z) is analytic and of bounded type in the upper half-plane and that it has nonpositive
mean type.
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Remark. Basically this problem says Cauchy transfrom of nice function is of bounded type on the half-
plane.

Proof. WLOG we can assume h is real since linear combination of functions of bounded type is still of
bounded type. Let p = p1 + po, where p1 remains constant on every interval h is negative and p2 remains
constant on - -- positive. Now

= Z_/+°° —ih(t)du () +Z_/+°° —ih(t)dus(t)

oo t—z oo t—z

‘We have
O _ih(dp(t) _ [T yh(dua ()
§Rx/—oo t—=z 7/—00 (t—$)2+y2

and notice that dyu, is 0 for h negative hence the real part is nonnegative. By Problem 20 we ’re done. [

Problem 67

Let B(F) be a given space and let S(z) = A(z)u + B(z)v where u and v are numbers, not both zero, such
that @v = uo. Show that S € Ass(B(E)) and that the identity

0= (F(o)s(a), OSSO,

+(a— B)<F(t)5(a2_—5(t)F(a)7 G(t)S(ﬁz _—g(t)G(B)

)

holds for all elements F' and G of B(E) and all complex numbers « and §.

Proof. WLOG we assume S(z) = B(z). If B(z) ¢ B(E), then by Theorem 22 B(E) sits isometrically in

L?(dpo), where po(tn) = ﬁm, where {t,} are zeros of B(z). Then

(F(s(e), SOSO) = SCE), _ FOSE)=SOFO) 55
b (a- 3 FOS) = SWP) GOSE)=SwE),

5 P OCRISE,, ) 5 FS(EISE,
+ o= ) 3 FOASAEE )

=0

Now suppose B € B(E), define Bezoutian operator Bg o by
F(2)S(a) = 5(2)F(e)

zZ—«

(Bs,a F)(2) =

where S € Ass(B(E)). Now S = B, and by proof to Theorem 22 we know B(E) is spanned by {K (tn,z)}
and B(z), all of which are orthogonal to each other. I'll show Bg o maps Span{K (tn, z)} to itself and B
to 0:

K(tn,z)B(a) — B(2)K (tn, @)

zZ—«

(Bp,a K(tn,"))(2) =

(Bg,a B)(z) =0
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Now for F,G € B(F), we decompose them into Fi + F», G1 + G2, where Fi,G1 € Span{K (tn,z)} and
F», G2 € Span{B} (scalar multiplication of B), then

(F()S(a), (Bs,s G) (1)) = ((Bs,a F)(¢), G(£)S(B))

+ (= B){(Bs,a)(t), (Bs,s G)(t))
=(F1(t)S(a) + F2(t)S(a), (Bs,ac, ) (1)) + ((Bs,a F1)(1), G1(1)S(8) + G2(1)S(B))

AN

+ (= B){(Bs,« F1)(t), (Bs,s G)(1))
=(F1(t)S(a), Bs,ac, )(t)) + ((Bs,o F1)(t), G1(t)S(8))
+ (@ = B)((Bs,a F1)(t), (Bs,s G1)(t))

Now since F1, Gy € Span{K (t,, z) }, we can calculate the inner products in subspace Span{ K (t,, z) } which
is also a Hilbert space, and the equality is proved. O

Remark. This problem, together with Problem 68, explains why associate function S(z) = uA(z) +vB(z)
are special. For such associate function S, Bs o is self-adjoint when a € R.

Problem 68

Let B(E) be a given space and let S € Ass(B(E)). Assume that the identity of Problem 67 holds for all
elements F' and G of B(F) and all complex numbers a and 3. Show that S(z) = A(z)u + B(z)v for some
numbers v and v such that @v = uv.

Proof. Suppose S satisfies the identity of Problem 67, let ti,t2,2 € R, FF = Ky, and G = Ky,, and
a = = z, then the identity becomes

( K., (1)S(x), Ktz (t)S(xt) - :(t)Ktz(a:)> _ < Ktl(t)S(mg - f(t)Ktl @ g, 1)s (x)>
S(z) Kz (tl)S(fL?;)1 :i(tl)Ktz (z) _ @Kn(tz)S(i)z :i(t2)Kt1 (z)

Let t; = t2 where S(t1) # 0, then it becomes S(x)S(t1) = S(z)S(t1), which further implies % is real

entire. WLOG we can assume S(z) is real entire, now let ¢1,t2 € R be any two real numbers, note that
Ky, (t1) = Ky, (t2), then the equation above becomes

2 to —t1 Ky, (x) Ky () _
S(JZ) K, (tl)m - S(f)s(tl)m + S(f)s(t2)m =0
ta —t1 K, (z) K (z) _
S(.:L')Ktz(tl)m — S(tl) tl - + S(tZ) t2 _ = 0
Hence
1

S(x) = (S(t1) (B(z)A(t2) — A(z) B(t2)) = S(t2) (B(z)A(t1) — A(z) B(t1)))

TR, (t1)(t2 — t1)
where RHS is a linear combination of B(z) and A(x). Since S, A, B are entire, the equality holds for any
complex number z. Therefore S(z) = A(z)u+ B(z)v for real u and v. In general case u, v may not be real,
but av = vu. O

Problem 69

Let B(E) be a given space and let S(z) be a nonzero entire function such that W belongs
to B(E) whenever F'(z) belongs to B(F). Assume that there exists a nondecreasing function u(x) of real
such that S(z) is p-equivalent to zero and such that B(E) is contained isometrically in L?(u). Show that
S(z) = A(z)u + B(z)v for some numbers v and v such that @v = tu. Show that pu(x) is a step function
whose points of increase are zeros of S(z) and that u(t+) — p(t—) = at each such zero. Show that

B(E) fills L*(u).

1
K(t,t)

Proof. S = Au+ Bv follows from Problem 68 directly, as it’s easy to show the identity in Problem 67 holds
using inner product in LQ(,u). We know S is p-equivalent to 0, then p must be a step functions whose
support is contained in the zeros of S. Using Theorem 22, we know B(F) is spanned by Ky, where t,,’s are
zeros of S, and possibly S itself. Since Ky, (tn) # 0 and Ky, (tm) = 0 for m # n, hence supp(u) = Z(S),
and it’s the Herglotz measure of S (as given by Theorem 22), and consequently u(t+) — u(t—) = Ktl(t).
Since S is p-equivalent to 0, S ¢ B(E), and B(FE) fills L*(u) since now it’s just spanned by K, ’s. O
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Problem 70
S(z) S# (2)

Let B(E) be a given space and let S(z) be an entire function such that 50) O]
type in the upper half-plane. Assume that E(z) has no real zeros and that u(x) is a given non-decreasing
function of real  such that B(E) is contained isometrically in L?(u). Assume that there exists a nonzero

and are of bounded

entire function Q(z) which is p-equivalent to zero such that W belongs to B(E) whenever
F(z) belongs to B(E). If

—+o00 2
[ st

e 1y22
if Sin)
. Yy
lim sup ‘ - . < 00
y—+oo | Q1Y)
and if '
lim sup ’ S(—.zy) ‘ < 00
y—too | Q1Y)
show that W belongs to B(E) whenever F(z) belongs to B(E).
Remark. The conditions are actually necessary as well.
Proof. See my thesis. O

Problem 71

Let B(E) be a given space such that B(E) has no real zeros, and let S(z) be an entire function which is
S(2)
E(z)
nondecreasing function of real z such that B(E) is contained isometrically in L?(y). If

+oo 2
/ IfJ(rt)t‘? du(t) < oo

real for real z and has no zeros, such that is of bounded type in the upper half-plane. Let u(x) be a

show that gé:)) is of Pélya class and that W belongs to B(E) whenever F(z) belongs to
B(E).

Proof. Let G(z) := g(i))v then G is of bounded type in C since it’s given that g(z) is of bounded type in
C+ and S is zero-free on C;. G is dB since S is real entire and F is dB, then by Problem 34 G is of Pélya
class. This part is wrong.

First we assume there’s no Q € Ass(B(E)) s.t. Q = 0 p-a.e.. By Theorem 26, in order to prove S €
Ass(B(E)) it suffices to show

lim sup ’ S(zy) ‘ < 00
y—+oo E(zy)
: (—iy) ‘
lim sup ’ - < 00
y—too | E(1y)

Since G is nonzero and of Pdlya class, |G (iy)| is nondecreasing for y > 0, and this proves the first inequality.

Note that
S(—iy)‘ _ ‘S(—iy) S(iy) ‘ _ ‘ S(iy) ’
E(iy) S(iy) Eiy)| | E(iy)
since S is real entire, hence S € Ass(B(FE)).
Now assume there’s Q € Ass(B(E)) which is equal to 0 p-a.e.. By Problem 69, Q = uA + vB where 4o is
real. WLOG we can assume Q = e'®F — e **E#_ Then

1

i —ia G# (iy)
1 __ (1e%
€ € " Ghy)

5
G(iy)

where G = % is of Pélya class. Since G(iy) is nondecreasing for y > 0, the first factor is bounded above.

As for the second factor, by factorization of functions of Pélya class, we have

G*(iy) — o2y H Zn — 1Y

G(iy) Zn — 1Y
which has module strictly less than 1 for y > 0, hence the second factor is bounded above as well. By
Problem 70 we can conclude S € Ass(B(E)). O
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Problem 72

Let B(E,) and B(Ep) be given spaces such that B(Eq,) is contained isometrically in B(Ep) and E, has

no real zeros. Let S(z) be an entire function which has no zeros. If W belongs to B(Fy)
whenever F(z) belongs to B(Ej), show that it belongs to B(E,) whenever F(z) belongs to B(E,).

Proof. Since Bg,,, is linear in .S, we can decompose S = S1 —4S2 where S1, S are real entire, hence WLOG

we can just assume S itself is real entire. Since S € Ass(B(Eyp)), E% is of bounded type on C4. Pick

F € B(E,), then ELQ is of bounded type on C4. Since F is in B(Ep) as well, Eib is of bounded type on
2
C+ too, hence g—,’; € N(C4), and moreover =~ € N(C). By Theorem 25, fR‘ S()

E, Ey(t)
B(E.) C B(E,) C L? ( ) by Problem 71 § € Ass(B(E.)). O

dt

e < 00 Since

dt
[Ep (8)]2

Remark. This problem says, if B(Ea) C B(Ey) and Eq, is strict, then for zero-free S € Ass(B(Ey)), we
have S € Ass(B(E,)).

Problem 74

Let B(E) be a given space and let a be a real number such that S(z) = e'*E(z)—e™"* E#(z) does not belong
to B(E). Show that F(z) — W is an everywhere defined and bounded transformation in
B(E) for every complex number w. For each fixed F(z) in B(E), show that %j(z)p(w) depends
continuously on w in the metric of B(E).

Proof. By Theorem 22,
2

‘F(tn)
E(tn)

PR = > =~
slimra ()
Note that if ¢(t») = a mod 7, then S(¢,) = 0. Then we have
H F(2)S(w) — S(z)F(w)|* > T ‘F(tn)
B @' (tn) | E(tn)

v B 4(tn)=a

2 2

S(w)

tn, —w

S

2
The last factor %’ is bounded on the set {t|¢(t) =a mod 7}, hence the operator is bounded. Let’s

denote the operator by R.,, then for fixed F € B(E),

F(tn) S(w1) S(w2)

Ru,F — Ru, F||% = u -

|| 1 2 ||E ¢(;:a ¢/(tn) ‘E(tn) tn —wy tn — wo

For fixed w1, the last factor goes to 0 as w2 — w1 uniformly. O

Remark. Such associated function S plays an important role in dB theory. Check Theorem 22, 29, and
Problem 67, 68, 79, 87 for more information. And this problem says for such S = e'®°E — e "*E#,
Bs,w is well-defined and bounded as an operator on B(E). Moreover, for fized F' € B(E), Bgs,w F' depends
continuously on w in B(E).

Problem 76

In Problem 75 show that

t—a
a3 F()S(a) = S@F(a) GH)S(B) — S(t)G(5)>
t—a ’ t—p

whenever F'(z) belongs to B(E) and vanishes at «, and G(z) belongs to B(E) and vanishes at S.

Proof. For F s.t. F(a) =0, and G s.t. G(8) = 0, the RHS becomes
GHSB), _ Ft)S(a)

(F(0)S(e), = —57) — (=7 GOSE) + (o - B)(Ff_saa{ th)_S(ﬁ)>
:/ F(t)S(OZ)W o F(t)S(Oc)W n (a — B)F(t)s(a)q(t)S(ﬂ) dt
8 t=p t-a (t—a)(t—B) E@)?
=0

25



Remark. This problem says

(F(t)S(a), Bs, G)(1)) — (Bs,a F)(1), G()S(B)) + (a = B){(Bs,a F)(1), (Bs,s G)(1))
for F,G € B(E) s.t. F(a)=G(8)=0.

Problem 79

If C(z) and D(z) are linearly dependent in Theorem 27, show that S(z) = A(z)u+ B(z)v for some numbers
u and v such that v = uv.

Remark. Basically Theorem 27 says S € Ass(B(E)) iff 3 real entire C and D, such that Mg = é (é g)

is a dB matriz. Note that in standard notation we should take transpose of Ms.

Proof. We will use two useful results (easy to prove). First, Lemma 4.2 in Misha’s notes II, for dB matrix

M(z) = (a(z) ’B(Z)>, v and & (or @ and B) are linearly dependent, i.e. E degenerate (or E degenerate)

o v(z)  8(2)
M(z) = (é “f)U

where a > 0 and U is a constant J-unitary matrix. The second result, Cor 3.2 in Misha’s notes II, says U
is J-unitary iff U = AUy, where |A| = 1 and U; € SL2(R).
Now suppose C' and D are linearly dependent, then so is y(z) and 6(z). This implies

1 /A B 1 az
E(C D)ZMSZA<0 1)U1

Let U; = <a1 bl)7 we have
C1 dl
% = Aa1 + c1az)
g = )\(bl + d1CLZ)
A B
d1§ — Cl§ = )\(ald1 — blcl) = )\
_ d1A ClB

S = A A

Let u = %, v = 7571, then uv = —b1d; is real, and we’re done. O

Problem 83

If B(E) is a given space, show that the hypotheses of Theorem 28 are satisfied with S(z) = E(2), C(z) =

—B(z) and D(z) = A(z). Show that the transformation F'(z) — % (zi'((i))) is an isometry of B(E) onto
Bs(M).

Proof. Conditions of Theorem 28 are satisfied by problem 81 and the fact A% = A, B¥ = B. The isometry
part is by construction. (]

Problem 85

Show that an element S(z) of a space B(E) is of the form S(z) = A(z)u + B(z)v for some numbers u and
v if and only if

= ®3)

K(w,z)S(w) — K(w,w)S(2)  K(w,z)S(w) — {((u’),u’;)S(z)

for all complex z and w. If S(z) is of this form, show that av = u®.
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Proof. First we assume the equality holds. Rearranging the equality and using the fact (Problem 40)
K(w,w) = K(w,w) we get:

K(w,2)S(w)  K(w,2)5(w) _ K(w,w)S(2) ( : : )

(4)

zZ—w zZ—w Z—w Z—w

Multiply both sides by (z — w)(z — @) and divide by (w — @) we can get
A)S(w) - Aw)S@) ) o (Ba@isw) - Bw)S@)\ 4 o
( K (w, w)(w — @) )B(Z) ( K (w, w)(w — ) )A( ) =5(2)

(Bs,w B)(w)
K(w,w)

(Bs,w A)(w)

Alz) - K(w,w)

B(z) = S(z)

Hence S(z) is a linear combination of A and B. Let S = uA + vB. Now by the third axiom of dB space:
S € B(E) = S* € B(E), hence S* = At + Bt € B(E). But E ¢ B(E), A and B can’t be in B(E) at the

same time, which implies
det (E‘ 1,’) =0
U v
that is, uv = uv.

Now assume S = uA 4+ vB. Note that both sides of (4) are linear in S, so WLOG we assume u = 1, v = 0,
ie. S(z) = A(z), then LHS of (4) becomes

(B(2)|Aw)[* — Bw)A(w)A(2)) — (B(2)|A(w)[* — B(w)A(w)A(2))

m(z —w)(z — w)

which is equal to the RHS of (4).

Remark. Let Bs,. denote Bezoutian operator, then this problem says
Bs,w Kw = BS,E) Kﬁ)

if and only if S = uA 4+ vB where uv = Tu.

Problem 86

Show that a space B(Ep) has dimension 1 if and only if

(Ab(2), Bo(2)) = (Aa(2), Ba(2)) (1;52 ) j‘fzgz)

where A, and B, are linearly dependent entire functions which are real for real z, and where «, 3, v are
real numbers, not all zero, such that a > 0, v > 0, and ay = $%. Show that

a = mud, f = Tut = o,y = T
for some numbers u and v such that
S(2) = Aa(2)u + Bo(2)v = Ap(2)u + Bu(z)v

is an element of norm 1 in B(E}).

Remark. This problem, together with problem 87, 88 give a full description of finite dimensional dB spaces.

Proof. “=" Since dim B(E,) = 1, dom(z) must be empty, and by Theorem 29 we know B(Ep) is generated
by S(z) = uAs + vBy. Then by problem 85, @wv = uv. Obviously we can choose u, v real and

S = uAp + vBp has norm 1 in B(E,). Now choose real ¢, d s.t. V := (Z 2) € SLy(R). Let

(As, By) = (A, By) (Z 2)
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Then S = A, € B(Ey) with norm 1. To save time I'll just write F = Eb,A = flb,B = By for now.

Note that B(E) = B(E}) since V € SLy(R). For some real ¢, K(¢,z) € B(E), hence 3 X s.t.

B(2)A(t) — A(2)B(?)
m(z —t)

K(t, z) = = MA(z)

Since both sides are real on R, A is real as well. And also we can see that % = ¢1z + ¢2, and moreover
c1 > 0,c2 € R. Now use the fact A has norm 1 in B(E):

A2
/R e2rp?=!
using translation we can get ¢; = m. Now let Aa = flb, and Ba = CQAb, then
O <~ = 1 7z
(Ao B) = (A B) (5 )
Now let (Aa, Ba) = (Aa, B.)V ™1, then
(Ap, By) = (Ay, By)V !

= (Aq, Ba)V ((1) ”12) vt

. 1-— 3z az
= (Aa, Ba) ( —vz 1 +ﬂz)

and obviously A, and B, are linearly dependent (by definition Ba = czAa), real entire. And it’s
trivial to check
a = Tul, f = Tut = TUU,y = TU0

S = uA, + vB, follows by direct calculation using the matrix relation above.
“<” Define Ab, Bb, fla, Ba as above. WLOG assume Aa # 0, then Ba = /\Aa for some A € R, and

(Av, By) = (Aa, Ba) <(1) 7r12>

Then
B _ A B
A, A A,
=1—i(A+mz)

Let Fo :=1—i(A 4 7z), 'm gonna show it’s dB, i.e. A > 0. SE—:’ > 0 on C4 implies S(mrz + A) > 0
on C4, hence A > 0. Now use the result of problem 44, we get

dim(B(Ey)) = dim(B(Ey)) = dim(B(Eo)) = dim C = 1

Problem 87

Let B(Ep) be a given space which has dimension greater than 1 and in which multiplication by z is not
densely defined. Show that

(Ab(2), By(2)) = (Aa(2), Ba(2)) (1_]52 ) j‘fzgz)

for some space B(E,) which is contained isometrically in B(E}p) and for some numbers «, 3, v, not all zero
such that o > 0, v > 0, and oy = 2. Show that

a = Tul, f = TuY = TUU, Yy = TVl
for some numbers u and v such that
S(z) = uAa(z) + vBa(z) = uAp(z) + vBy(2)

is an element of norm 1 in B(E}) which spans the orthogonal complement of B(E,).
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Proof. Similar to problem 86, let’s assume u = 0,v = 1 first. That is, we assume B € B(E,) and has
norm 1. The reason we choose Bj rather than A is, in Theorem 22, de Branges chooses By, so we can use
some results directly. According to the proof of Theorem 22, we have (follows from problem 5, 47 in case
you don’t have the book):

Pb - Ap(tn) Bi(z) By(w)
K, = —By(2)B 5
o(w,2) = =By (2) Bo(w) + > 7B (tn) 2 — tn @ — by (%)

By (tn)=0
where p, comes from the Poisson representation of %
Ay y dp
_gih LA R e

\be pby+7r/R(1’—t)2—|—y2 (6)

By (5), and note that fﬁ—(fw) = ﬂ'% we have:

B;,(w) = <Bb(t)’ Kb(wvt»
= By(w)(Bu(1). 22 B(1)

and since we assume Bj has norm 1, p, = w. Now define A,, B, as

(Aa, Ba) = (;z (1)) (Av, By)

Then

A Ay y du
_gle _ b L . B
SE, T S, ™= W/R(m—t)%ry? ~

hence E, = A, — iB, is dB and p, = 0 (defined as in (6)), and since B, = By, we have

K= ¥ ) B B

7B} (ty) z —t t
By (tn)=0

belongs to B(E,). In particular, when w = ¢, Ky(tn, 2) = Ka(tn,z) € B(E,). Now I'll show By ¢ B(E,).
Suppose By € B(E,), then

By(w) = (By(t), Ka(w, t))
= By(w)(Bo(t), = B(®))
=0
a contradiction. The “isometrically” part now comes from Theorem 22 itself directly:

Eo(tn) = Aa(tn) = Ab(tn) + 1t By(tn) = As(tn) = Ep(tn)

K (tn,tn) _Ter(tn,tn) .
) = gl = TR -

where the formula for ¢’(z) comes from problem 48. For the general case, similar to 86, we still assume
u,v are real. Let

(Ab, By) = (As, By) <2 Z)

where (CCZ :) € SLs(R), hence B(Ey) = B(Ep) and

C

(.5 (1) (5 )
= (Au(2), Ba(2)) (_”d _c“) (2 Z) (-iz ?) (—Ud _cu>

_ 1- 8z az
= (Aa, Ba) < —vz 1 —l—ﬁz)

(Ap(2), By(2)) = (A, By) (i}d —u)
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Problem 88

Show that multiplication by z is not densely defined in a space B(F) if the space has finite dimension.
Show that a space B(FE) has finite dimension r if, and only if, E(z) = S(z)Eo(z) where S(z) is an entire
function which is real for real z and Ey(z) is a polynomial of degree r which has no real zeros.

Proof. This follows from problem 86, 87 and 44. I'll use induction but the direct proof wouldn’t be more
difficult. For the base case, by problem 86 we have

(A, B) = (Ao(2), Bo(2)) (1_}52 . j‘_‘”}z)

where Ag and By are linearly dependent, a = wu?, § = muv, v = mv? as usual, and uAdo +vBy € B(E) with
norm 1. WLOG assume Ap # 0 and By = cAg, ¢ € R. Let S = Ay, then S is real entire. Note that

o (2F 1) () = men ()

is a polynomial of degree 1 without real zeros. Suppose it has real zero xo, then Po(zo) = Qo(x0) = 0 and

and it suffices to show

(1,¢) 1 - Bzo azo = 0 Since the matrix is invertible (determinant is 1), we get a contradiction.
—yxo 14 Bxo

Now suppose it has degree 0, then by direct calculation and looking at the coefficient of z we get ve+u = 0,
then v # 0 and ¢ = —%. By assumption, cAo — Bo = 0, hence uAo + vBo = 0, a contradiction to the fact
it has norm 1.

For the induction step, by problem 87 we have

(.8 =50 (127 5)

and by induction assumption E = SE;, where S is real entire and Ey is a polynomial of degree r — 1,
without real zeros. See the remark for the reason why FEy is dB. Let Ey = Py — Qo where Py and Qo are
real entire polynomials, then

E = 5(Py(2),Qo(2)) (1__£Z 1 izﬂz) <—12)

(.2 (12755 (1) = mean ()

is a polynomial of degree r without real zero. By the same argument as base case we can show it doesn’t
have any real zero. Now assume the coefficient of 2" ! for Py, Qo are a,b resp. If Py —iQo has degree less
than r, then deg Py < r,deg Qo < r and by direct calculation we get:

It suffices to show

au+bv =0

Then uPy —‘,—on has degree at most r — 2, which must belong to 8(150 —i@o)7 and uA+vB = S(uﬁo —H}QO) IS
B(E) by problem 44, a contradiction to the result from problem 87:

uA+vB =uA+vB € B(E), ¢ B(E)
0

Remark. Since dim(B(E)) > 0, E is non-degenerate, hence it’s zero free on Cy. If E = SEy, where S
is real entire and Eo is a polynomial without real zeros, then since S # 0 on Cy, S is a degenerate dB
function. Eoy has no zero on C4, hence it’s a dB polynomial. To summarize, we get the following result:
If E is dB and dim(B(E)) = r < oo, then E = SEy, where S is a real entire dB function (means no
zero on C1), and Eo is a dB polynomial of degree . Moreover, B(Eo) is regular since by Theorem 25,
1€ Ass(B(Fo)) and S € Ass(B(E)).
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Problem 89

Let B(E) be a given space and let ¢(z) be a choice of phase function associated with E(z). Show that
there exists a number p = p(a) > 0 for every real number a such that

e“B(z) + e "“E¥(2) _
e E(z) — e @ E#(z perZ t—m + 2

for y > 0, Where summation is over all real numbers ¢ such that ¢(t) = a module 7. Show that p > 0 if,
and only if, e E(z) — e **E*(z) belongs to B(E).

Proof. First let’s deal with the case a = 0, then

eB(z) + e ET(2) _ 2A(2) _A

e “FE(z) —e " E#(z) —2iB(z) B

Let f(z) = — ggi;, then f is analytic in the complex plane except for isolated singularities at points (¢, ),

where B(t,) =0, i.e. p(t,) =0. And since f = f# and R —if = —3f < 0 as E is non-degenerate dB, by

problem 47 we have
z
f( ) =p }:

for non-real z and w. Let w = z, then it becomes

Sf_ Dn
7p+z|tn—z\2

—Z) o= w)

Y
then A 4 o
§Rz§ :—SE :Sf:py+zm
note that pp, = lim._.¢, (tn — 2)f(2) = % =3 (t 5 by problem 48. p > 0 iff B € B(E), and this can be

seen from proof to Theorem 22, the decomposition of K(w, z).

For general «, define
(4, B) = (A, B) cosa —sina
TS sina cosa

now

eBE(z) +e "E¥(2) lcosaA +sinaB %zé
eicE(z) — e i*E#(z)  isinaA—cosaB = B
which reduces to the special case o = 0 for E = A —iB =. Since dB space is invariant under SLx(R)

transform of (A4, B), it suffices to show ¢'(t,) = @' (tn), where p(t,) = a, i.e. @(tn) = 0.

~/(t )= B/(tn) _ fsinaA'(tn) +cosaB’(tn)
7= Altn) cos A + sinaB

note that at t,, Fe'® is real, that is, Asina = Bcosa. Since a € (0,7) mod =, sina # 0, and B # 0:

—sinaBA'(t,) + cosaBB'(t,)
cos aAB + sin aB?
—sinaBA'(t,) + sinaAB’(t,,)
sin @A? + sin aB?
—BA'(tn) + AB'(t,)
A2 + B2

_ mK(z,x)
e

¢ (tn) =

by problem 48, and we’re done. O

—2ia

Remark. This is a special case of Theorem 32, where W = e s a constant Schur function.

Remark. The second part can be proved by the discussion in the proof to Theorem 27, Page 75.
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Problem 90

Let B(E) be a given space and let p(z) be a nondecreasing function of real = such that
/*“ E@) . _ /*“ E(t)
e |EW] T [E®)

for every F(z) in B(E). Show that there exists a function W(z), analytic and bounded by 1 in the upper
half-plane, such that

2

du(t)

REQT W) _y [* i) -
E(z) - E#(2)W(z) 7 o (t—2)*+9°

for y > 0. If p(z) is constant in an interval (a,b), show that W (z) is analytic across (a, b) if defined in the

lower half-plane by W#(2)W(z) = 1.

Remark. This is Alexander-Sarason Theorem, which is a special case of Nevanlinna’s characterization of

spectral measure for general associated function S. The proof would be quite easy using model space Keo.

This is a partial converse of Theorem 32, and it seems like Theorem 30, 31 are presented because of this

problem. Note that we have the following corollary: B(E) C L? (ﬁ) implies p is reqular.

Proof. The first equation follows directly from Theorem 30 and 31, with S = E,C = —B,D = A. Now

suppose pu(x) is a constant on (a,b), which means du = 0. Taking limit « € (a,b), y — 0 then we know W

can be continuously extended to (a,b). Taking the same limit in (7) gives us [W|*> =1 on (a,b). Then it’s

locally nonzero and we can define, for some neighbourhood of (a,b) in C™, W(z) = W#;(z)' O

Remark. 1. I'm not sure if W can be extended to the whole C™, because W may have zeros on the
upper plane. Unless we only require W to be meromorphic?

2. Similarly, if yo is in the essential support of du, every neighborhood of yo has an arbitrarily large
number of points where E is real.

Problem 91

Let W(z) be a function which is analytic and bounded by 1 in the upper half-plane and which is analytic
across an interval (a,b) of the real axis when defined in the lower half-plane by W#(2)W(z) = 1. Show
that W(z) = exp(2itp(x)) for a < x < b where 1 (z) is a nondecreasing, differentiable function of x.

Proof. By the construction of W on C™, and the assumption W is bounded by 1 in the upper half-plane,
we know
W(z)| =12 [W(2)
for z € C*. Then %‘J/(Z)' < 0 for z € (a,b). Let f = log W, by Cauchy-Riemann equation, f' = u, +
Wz = Uy — tuy. But here we have u, = 0 since log |W| = 0 and u, < 0. If we denote W (z) = exp(2i¢(z)),
I

then &= = ¢’(2) > 0. Hence 9 (z) is a nondecreasing, differentiable function of . O

Problem 92

In Problem 90, let ¢(x) be a phase function associated with E(z). Show that ¢(b) — ¢(a) < 7w and that the
inequality is strict unless W (z) is a constant of absolute value 1.

Proof. Now assume p doesn’t support (a,b), we want to show
p(b) — ¢(a) <7

Suppose not, then the increment of the argument of the function f = %W on (a,b) is bigger than 2.

This is because % = exp(2i¢) and in last theorem we proved the argument of W is nondecreasing. |f| =1

on R so 3¢ € (a,b) s.t. f(§) =1. Go back to (7) we will have
m:g/ du(t)

m ) (t—x)+y>?

a=¢

A contradiction.

And the inequality is strict, suppose not then by the same argument as above, W’s argument must be a
constant otherwise there exists £ € (a,b,) s.t. f(§) = 1. In this case p is the Clark measure of © = %,
and we know

Ko = L*(dn)
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Hence
B(E) = EKe = L*(

See Problem 89 for more details. O

Problem 93

Here I'll just prove the special case when ¢(b,t) — ¢(b,s) = m. Choose a = exp(2w¢(b, s)). Then Oy(s) =
O, (t) = a. Now use sampling formula

(8)

I3, =27

Oy (§)=a

which doesn’t use the value of F between s and ¢, hence pn doesn’t support (s,t).
On the other hand, let pq be the Clark measure associated with (a, ©y), then

Ko, = L*(pa)
We have
B(E,) = B(Ey)
Ko, C Ko, = L*(jta)

B(E.) C L2(\%T2)

By the result of Problem 92 we get ¢(a,t) — ¢(a,s) < ™ = ¢(b,t) — (b, s).

Problem 94

Let f(z) be a function which is analytic and has a nonnegative real part in the upper half-plane. Assume

that N 0
Sy Y o du(t
§Rf(x+zy)—py+7r/_oo o+ s?

for y > 0 where p > 0 and u(x) is a nondecreasing function of real  which is constant in an interval (a, b).
Let 2 = x + iy where y > 0 and a < x < b. Show that

. (c—2)? + h?

R S T — 55

f(x+7'y) (C—l‘)2+y2

f0r0<y<h7wherec=aifx<#andczbifﬂc}%‘b.

%%f(chih)

Proof. This statement is FALSE without additional condition. For example, let p be purely point and has
point mass € at @ = —1, and 1 at b = 1. Let p = 0, and by Theorem 3 (Stieljes Inversion Formula) we
know there exists f analytic on C; and

Rf =

BRAS

€ 1
(= =)
Now let = 0 and y = 1, then |c — 2| = 1 and the statement becomes
et ) (c— 9 ) < ot ) (C— o) k)
(=2 +y?  (U—2P+y N e R N R
€ 1 € 1 2
D Wt <= 1=
(5+3)2<(a+3)a+m

Pick h close to 1 we’ll get a contradiction. (]
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Problem 100

Let B(E(a)) and B(E(b)) be given spaces such that B(E(a)) is contained isometrically in B(E(b)) and
E(a, z)/E(b, z) has no real zeros. Let B(Mi(a,b)) and B(Mz(a,b)) be spaces such that

(A(b,2), B(b, z)) = (A(a, 2), B(a, 2)) Mx(a, b, z)
for k =1,2. Show that Mi(a,b,z) = Ma(a,b, z).

Remark. This problem, together with Theorem 33, claims that given E, and E,, then the transition
Nevanlinna matriz exists if B(Eq) C B(Ey) and g—: has no real zeros, and it is unique. And also note that,
if we take Eq = 1, then (Aq, Ba) = (1,0), and the result is clearly false by construction of dB space, and
we know the Nevanlinna matriz is unique up to a constant multiple of Ey. So it’s mecessary to assume
B(E,) # 0, i.e. E, is not degenerate. This can also be seen from the proof: we need to pick mnonzero
F e B(E,).

Remark. This part is taken from Misha’s note I11.

As B

Proof. Let M(a,z) = (—B A

), we know it’s dB associated with S, = E,. Let

My, (b, z) = M(a, z) M(a,b, z)

Ay By
Cr Dy
Theorem 28) and is equal to

and My(b,z) = < ) Since My(b, z) is dB, Z’;fzg’b‘ has nonnegative real part on Cy (see proof to

Dy +1Ck Y / ‘S/Eb|2dt
?Ri = —_ —
Ay — 1By pky+7‘r R(tfx)QerQ
where S = F, by definition of Mj(b, z). Let Mi(a,b, z) be the one given by Theorem 33, i.e. p1 = 0. Hence
Ey 2 and Ey; differs by —ipz + iq, and

1 0

MQ(b7 Z) = (prJrq 1

) M (b, 2)

where p > 0,9 € R. Note that ' — % (57,) maps B(E,) isometrically onto Bs(M(a,z)), and B(E,)
is contained isometrically into B(Ej), which can be mapped into Bs(Mk(b, z)), and onto for Bs(Mi(b, z))
but not necessarily onto for B(Mz(b, z)). Now for (zFF> € Bs(M(a, z)), by construction of Bs(M2(a,b)),
3G € B(Ep) and A € C, s.t.

()= (o D (@) +50()

The first row reduces to G = F, and calculating norm of LHS in Bg(Mji(a,b)), and norm of RHS in
Bs(Maz(a, b)) we get A = 0, now the second row gives p = ¢ = 0, hence M (a, b) is unique. O

Problem 101

If B(M(a,c)) is a given space and if there exists a constant <Z> of norm 1 in B(M/(a,c)), show that
wv = u and that a space B(M (a,b)) exists,

Ma,b, ) = (1 — 2Tuvz 2muuz >

—2mvvz 1+ 2muvz

Show that B(M(a,b)) is contained isometrically in B(M(a,c)), that M(a,c,z) = M(a,b,z)M(b,c, z)
for some space B(M(b,c)), and that (?‘Ei;) — M(a, b, z) (§+ Ezg) is an isometric transformation of
B(M(b,c)) onto the orthogonal complement of B(M (a,b)) in B(M(a,c)).

Proof. Obviously we can assume u, v are real. For the special case u = 0, by construction we know,

M(a,c,z) = <—1>z ?) Mi(a,c,z)
= M(a,b,z)M(b,c, z)

Ml(a7c7 Z) = (plz ?) M(G,C7 Z)
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We can see M(a,b,z) and M~ '(a,b,z) is Nevanlinna (you may refer to my notes on Nevanlinna matrix
for definition and basic properties) via direct calculation. Since product of Nevanlinna matrices is still
Nevanlinna, B(M (b, c)) exists. By construction, B(M (a, c)) is the set of

0 (e D)

with norm % + H (?‘EZ)) Note that (S) has norm 1, p = 27v?, and we’re done for the
- B(M (b,c))

z)
special case. For general case, let U = ﬁlﬁ (_Uu Z) and M = U*MU, then ((1)> € B(M(a, ¢)), and

the rest follows.

Remark. Check problem 87 for (formally) similar results as well.

Problem 102
Let B(E(a)), B(E(c)), and B(M (a,c)) be given spaces such that
(A(c, 2),B(c, 2)) = (A(a, 2), B(a, z))M(a,c, z)

and B(E(a)) is not contained isometrically in B(E(c)). If M(a,c,z) = M(a,b,z)M(b,c, z) as in problem
101, show that there exists a space B(E(b)) such that

(A(b, 2), B(b,2)) = (A(a, 2), B(a, z))M(a, b, 2)
and B(E(b)) is contained isometrically in B(E(c)).
Proof. B(FE(a)) is not contained isometrically in B(E(c)), and by Theorem 34 we know there exists (:j) €

B(M(a,c)) s.t. uAq +vBs € B(E,). Like we did for problem 86, 87, we assume u, v are real. Choose u,v
s.t. (Z) has norm 1 in B(M (a,c)), then by problem 101 we get factorization

M(a,c,z) = M(a,b,z)M((b, ¢, z)

1 —2muvz 2muuz
—2mvvz 14 2muvz

e ()~

UAqy + vBa = (Aa, Ba) <jj> = (Aa, Ba)M(a, b, z) (Z‘) = (Ay, By) (Z) = ud, +vBs

By Theorem 34, B(E,) C B(E), then uAy + vBy € B(Ep). To show B(E,) C B(E.), by Theorem 34, it
u2

where M (a,b, z) = ( ) It’s easy to check

then

suffices to show there is no € B(M(b,c)), s.t. ugAp + v2By € B(Ey). Suppose it exists. Since we

already know uA, + vB, € B(Ey), if there exists such (Z2>, it must be equal to (up to multiplication
2

by e) 5 By problem 101, M(a,b, z) (Z) = (Z) is in the orthogonal complement of B(M(a,b)) in
B(M/(a,c)). I'll show
(%) e sva.n)

as well and then we’ll get a contradiction. To simplify notation, let M = M (a,b) = (g g), E=A—-iB,
E = C —iD. It’s easy to see %%f((g)) goes to 0 when y goes to +00. By construction, B(M) is just the

map of Hilbert transform. Obviously constant function f = u € B(E), and it suffices to show the Hilbert
transform of f is v. By Theorem 27,

iy = 1, L= A0D(0)+ P00

)B(E)



it’s easy to get I_A(t)i(gf)_’;?(t)é(w) = 2uw, and
11 = :
BE) ™ [ (1= 2ruvx)? + (2mux)?
_ / 1
R 47r2u?(u? 4 v?) (x - 27ru(u1{"+v2)) + u;fv?

-1

C 2u2
since fR #ﬁb = \/% for nonnegative a,b. And we’re done. O

1—2mutz  2wlul’z for
—2r|v’z 14 2mudz

Remark. The proof also yields an important property of Bs(M): if M = (

some complex numbers u, v, then Bs(M) is one dimensional, generated by vector (:), whose norm in
Bs(M) is exactly 1.

Problem 110

If B(M) is a given space which has finite dimension 7, show that

1— 61z a1z 1—- 06z oz
M(z) = M(0
(2) ( -2 1+,31z> ( | +Brz) (0)
where (ax), (Bk), (7%) are real numbers such that ax > 0, v, > 0, and axyi = Bifork=1,---,r.

Proof. The proof consists of two parts. First, I'll show each component of M is a polynomial; Secondly, a
polynomial Nevanlinna matrix has to be of this product form.
First, M has to be a polynomial matrix, i.e. all entries are polynomials. Use real representation of dB

matrix, we have
A B
= (e o)

By construction, let E = A—iB, then B(F) has finite dimension as well. By problem 88, E = SEy, where S
is real entire and Ej is a strict dB polynomial. From the remark to problem 88 we know S € B(Eo)+z B(Ey),
so it’s a polynomial as well. The same argument applies to C, D as well.

Now let’s show a polynomial Nevanlinna matrix has to be of this product form. For some reason in the
proof I took conjugation of everything, for more details please refer to my note “Existence Theorem”)

M = <Q g) The difference between degree of P — i@, R —iS is at most 1 because Nevanlinna matrix is

unique up to pz + q. Let’s conjugate M by U = ( v

L v) (ud = v, |u|? + |v]* = 1) to get M= U*MU,

and the second dB function of M would be one degree higher than the first dB function. To be more

precise, suppose M= (13 ]j , then deg(]N%—ig) > deg(]ND— zCNQ) Actually deg(]N%— zg’) =deg(P—iQ)+1
Q S

since the degree difference can not be greater than 1.

Thus we have <(1)> € B(]\NJ) by construction of B(Z\NJ), also by construction we know:
~ 1 —nz
M= M (0 1 )

where v > 0. Choose the maximal positive v > 0, then deg(R1 — iS1) = deg(P1 — iQ1), and deg(M;) =
deg(M) — 1.

_ 1 -z # # 1-— Brz —Yrz
M_UMl(O 1>U =UMU ( are 14 Bz
deg(UMU*) =7 — 1

Then use induction w.r.t. 7. O
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Problem 111
Let B(M,), B(My), B(M.) be spaces such that
M. = MoM(a,c) and M. = MyM (b, c)
for some spaces B(M (a,c)) and B(M (b, c)). If B(M.) has dimension 0 or 1, show that either
M, = Mo M(a,b)

for some space B(M (a,b)) or
M, = MyM(b, a)

for some space B(M (b, a)).

Proof. The proof seems long. Save for later.

Problem 115

Let B(M) be a finite dimensional space such that M (0) = 1. Show that

iM'(0)J = (g 5) >0

and that -
_ O
M(z) =Y M 0)—
n=0
where o(M™(0)) < (o + 7)™ for every n =1,2,3,---.

Proof. By problem 110 we can factorize M into elementary factors:

1-8jz —vz
M(z) = Mi(z)--- My (2), M;(z) = ( af; 1+%sz>’ aj, 7 20, B = ay;

Let t(M) := Tr(M'(0)I), where I = ((1) _01>7 then

T

ty = tM;) = aj + 75, (M) =D t;

j=1
Then
MBPO) =k 3T M (0):- M (0)
1<j1 <jo<---<jg<r
and use ||A1 -+ An|l2 < ||A1ll2 - - || An||2, we can get
o(M™(0)) < k! > o (Mj, (0) - - M;, (0))

1<j1<g2<---<jg<r

< k! > tiy - ti

11 <jo < <jrp<r

(%)

= t(M)"
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Problem 116

If B(Ep) is a finite dimensional space and if A > 0, show that there exists a space B(M (a,b)) such that
M(a,b,0) =1, B'(a,b,0) — C'(a,b,0) = h, and
(A, By) = (Aa, Ba)M (a,b)
for some entire functions A, and B,, which are real for real z, such that
BaAa - :4aBa >0
z—Z

for all complex z.

Proof. First we assume FEj is regular. By Theorem 27 we have C%, Dy s.t. Let M, = (éb gb) is
b b

Nevanlinna, and B(E;,) can be mapped onto B(M;) isometrically (i.e. lim,_, %%% = 0). Now
that B(Mp) has finite dimension. By problem 110,

My(z) =[] <1 ~ Pz okz ) My, (0)

o\ Tk 1+ Brz

First let’s assume M,(0) = I, the identity matrix, i.e. M, is normalized. Let ¢t(M,) = Tr(M;(0)I), if

t(My) < h, then let M, = (_(h 3 i(Mb))z ?) My, and t(My) = h. Let (Aa, Ba) = (1,0), then

(Ab,Bb) = (AIHBZ?) = (170)Mb = (ACHBG)Mb
and we’re done. If (M) > h, split the factorization into two parts,
My (2) = Ma(2)M(a, b, 2)

s.t. t(M(a,b)) = h, and since M, is Nevanlinna, A, — iB, is dB, might be degenerate though. And
obviously A, B, are real for real z. For the general case, let U = M;(0), and components of

gt (TP e gy
-z Prz

are still polynomials of degree 1. By direct calculation we know it has the form

~ 1—az bz
V_( cz 1+dz>

with b > 0,c < 0. Note that TV =TV-= 2, hence a = d. detV =detV =1 implies bc = a2, so V has
the same form as V' and is Nevanlinna, hence

(Av, By) = (Ap, By)U
i 1—Brz akz
= (A Ae) H ( —VkZ 5kz) v

k
PR 1 (1= Brz iz
= (Aq, Aq !
(Ao, AU TV (‘P o)

o 1— Bz Kz
- (Aa,Aa)UIZ[< Az ﬁkz)
- (AaaBll)M(a’ b)

obviously t(M(a,b)) = h and A, — iB, is dB, and the rest follows.
Now for general E, by problem 88 E = SEy, where S, Ey entire and S = S% (S real entire), Ey is a dB
polynomial without real zeros. By Theorem 25, Fy is regular, then by previous result we have

(A0,6(2), Bo,p(2)) = (Ao,a(2), Bo.a(2))M(a, b, z)
Multiply everything by S(z), we have
(Ab(2), Bo(2)) = (Aa(2), Ba(2))M(a,b, 2)
where A, = SAo,, and B, = SBy,,. Moreover,
Ba(2)Aa(2) = Aa(2)Ba(2)

2=z

2 BO,a(Z)AO,a(Z) - AO,a(Z)BO,a(Z)

z—Z

= [5(2)I 20
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Remark. Note that M can be chose as a polynomial dB matriz. This can be generalized to infinite
dimensional space, see Theorem 36. h may be related to the existence of B(E.), i.e. Aa, By linearly
dependent or not.

Problem 117

In Theorem 36 show that a space B(E,) exists, Fq(z) = Aa(z) — iBa(2), if Aa(z) and B,(z) are linearly
independent.

Proof. Since _ _
Ba(2)Aa(2) — Aa(2)Ba(2)

- =0
z—Z

for z € C4, we have S% < 0, i.e. F is a dB function, which might be degenerate though. If A, and B,
are linearly independent, then E is not degenerate, hence a space B(E,) exists. O

Problem 118

If Aq(2) and Ba(z) are linearly dependent in Theorem 36, show that Eq(z) = A.(z) —iBa(z) has only real
zeros and that Ey(z)/E4(z) is an entire function. Show that

F(2)E(a,w) — E(a, z)F(w)

zZ—w

belongs to B(E,) whenever F(z) belongs to B(Eb).

Remark. Usually if B(Eq.) C B(Ey), then Eq € Ass(B(Ea.)) C Ass(B(Ey)). But here E, is degenerate,
and B(Eq,) doesn’t exist, i.e. is equal to {0}.

Proof. We have
(A57 Bb) = (Aﬂv Bﬂ)M

Now let Cy, Dy be real entire s.t.

L Ay, By _ A, Ba L
o (B BY (4 B

It’s easy to check M,IM, = E,IE,, and since M is Nevanlinna, we have

MyIM, — E.1E, M MIMM, — E,IE,

z—Z z—Z
S M.IM, — E,IE,
z—Z
=0
hence E%IMb is a dB matrix, and by Theorem 27 we know E, € Ass(B(Eb)). O

Problem 122

Show that A(a, z) = lim Ay(a, 2z), B(a, z) = lim By (a, z), and M (a,b, z) = lim M,(a,b, z) as n — oo in the
proof of Theorem 36.

Proof. See my notes on existence theorems. O

Problem 123

If B(M) is a given space and if M(0) = 1, show that there exists a sequance {B(M,)} of finite dimensional
spaces such that M,,(0) = 1 and B, (0)—C},(0) = B’(0)—C’(0) for every n, and such that M (z) = lim M,,(z)
for all complex z.
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Problem 126

If B(Ep) is a given space and if ¢ < 0, let B(Ep) be the unique space such that M (t,0,0) = 1,

—M'(£,0,0)] — (05‘8 58) — m(t)

where a(t) + v(t) = t, and
(Ao(2), Bo(2)) = (Ai(2), Bi(2)) M (t,0, z)
for entire functions A:(z) and B(z), which are real for real z, such that

Bt(z)At(z) — At(z)Bt (Z)

- =0
z—Z

for all complex z. Show that m(t) is a nondecreasing function of ¢ and that its entries are continuous, real
valued functions of ¢. Show that A;(w) and B;(w) are continuous functions of ¢ for every w and that

b
(Ap(w), By(w))I — (Ao (w), Ba(w))I = w/ (As(w), Be(w))dm(t)

a

whenever —oco < a < b < 0. Show that A,(z) and Ba(z) are linearly dependent if a < b and if Ay(z) and
By(z) are linearly dependent. If there exists a value of ¢ such that A:(z) and By(z) are linearly dependent,
show that there exists a largest value of ¢ with this property, say ¢ = s—. Otherwise define s = —o0.
Show that a space B(E;) exists when ¢t > s_.

Remark. This problem says, given any dB space, we can find a chain, which may start from empty space

but end with the given dB space.

Proof. The existence is given by Theorem 36: choose h = —t for ¢ < 0, and we have the inequality
Ki(z,2z) 2 0. For a < b < 0, by problem 112 and the fact t¢(M(a,0)) = —a > —b = ¢t(M(b,0)), we have

(Ap, By) = (Aa, Ba)M (a,b)

M(a,0) = M(a,b)M(b,0)
The following is similar to the proof to Theorem 37. We know m(b) — m(a) = M’(a,0)I — M'(b,0)I =
M'(a,b)I > 0. Since a(t) + v(t) = t and M’(a,b) > 0, @, are nondecreasing and continuous. Since

(B(b) — B(a))? < (a(b) — afa))?*(v(b) — v(a))?, B(t) is continuous as well. Similar to Theorem 37, we get
continuity of A; and B;. As for the integral equation, since

(Ap, By) = (Aq, Ba)M(a,b)

for a < b < 0, it suffices to show
b
M(a,b)I -1 = w/ M (a,t)dm(t)

and the proof is the same as the one to Theorem 37. The existence of s_ means the supreme can be
reached, and the remained part is trivial. O

Problem 128

If B(M) is a given space, show that the functions A(z) — iB(z) and D(z) + iC(z) are of bounded type
in the upper half-plane and have qual mean types in the half-plane. Show that each of the functions
A(z), B(z),C(z), D(2) is of bounded type in the upper half-plane and that it has the same mean type in
the half-plane as A(z) —iB(z) and D(z) +iC(z) unless it vanishes identically. The common mean type of
these functions is taken as the definition of the mean type of M (z).

Proof. By Theorem 28 and 27 we know 1 € Ass(B(E)), where £ = A —iB. By Theorem 25 we know
+ € N(Cy), and hence E € N(Cy). From proof to Theorem 28 we have (let E = C' — iD):

Ri—= >0

&

hence z% € N(C4) and
iE 1+tz
v b — [ 2T 4
oA +m’/(t—z)(1+t2) H
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Since F doesn’t vanish constantly, RHS is not zero function neither. Use the inequality in problem 33 we
have (for |z| > 1),

|1+ t2|(|z — i + |z +4])
[t —i||z — Z|
< FIA+ Dz — il + [z + i)
V1+t2|z —Z|
< alAle—d+z+i)
h |z — 2|

14tz
t—2z

(I must have done this for some other problem) we can see the mean type of RHS is 0, hence D + iC' has
the same mean type as A —iB. Since A = E+2E#, |A| < |E|, ha < hg, where ha, hg denote mean types
of A, E resp. Also hg < hg. On the other hand, by problem 29, hg < max{ha,hp}. Suppose ha > hp,
then A doesn’t vanish constantly, and ha # oo, hg = ha. If B doesn’t vanish constantly, then %% <0on

C4, B has the same mean type as A as we proved earlier. Same argument applies to C' and D. O

Remark. By problem 34, a dB function of bounded type is of Pdlya class. Using Theorem 27 and 28 we
conclude, if 1 € Ass(B(E)), i.e. E is regular, then E is of Pdlya class.

Problem 129

If B(M) is a given space, show that the mean type of M (z) is nonnegative and that it is zero if A(z) and
B(z) are linearly dependent.

Proof. By remark to last problem we know E is of Pdélya class, and since det M = 1, E is zero free.
We have the following lemma in the proof to Theorem 7: if E is of Pdlya class and has no zeros, then
E(z) = E(O)ef“zze*"bz, where a > 0 and ®b > 0. By problem 128 and the fact A = A%, B = B¥, E is of
bounded type in C4 and C., by Krein’s Theorem, FE is of exponential type, and this implies a = 0. Now Rb
is the mean type of E, and it’s nonnegative. If A and B are linearly dependent, |E| = |[E#|. In particular,
take z = iy, then |E(iy)| = |E¥ (iy)| becomes e¥*® = ¢"¥** hence mean type Rb is 0. O

Problem 130

Let p(z) be a nondecreasing function of real  which has r+ 1 points of increase, r = 0,1,2,---. Show that
the polynomials of degree at most r are a Hilbert space which satisfies the axioms (H1), (H2) and (H3) in
the metric of L?(y). Show that the space is a space B(E) for some polynomial E(z) of degree r 4 1 which
has no real zeros. Show that there exist entire functions C'(z) and D(z), which are real for real z, such that

A(z)D(z) — B(2)C(z) =1
R(A(2)D(2) — B(2)C(2)) > 1

WV

D(2)+iC(2)

e) has no real singularities and

for all complex z,

. 1 D(iy) 4+ iC(iy)
1 - =L =
y—lrfoo y E(iy)

Show that the corresponding space B(M) has dimension r + 1 and that D(z) + ¢C(z) is a polynomial of
degree r + 1. Show that there exists a number W of absolute value 1 such that

y/*“’ dp(t) @y (D(z) +iC(2)) + (D(2) = iC(z)) W

T ) o (E—x)2+y? (A(2) —iB(2)) — (A(2) +iB(2))W

for y > 0.

Remark. This problem says, given any such p, we can find dB B(E) which sits inside L*(u). The equality
can be used to generalize the result to any regular measure. See problem 137 for more details.

Proof. T'll prove this statement in a constructive way, using orthogonal polynomials. We know normalized
orthogonal polynomials {p,}n_¢ is a base for L?(u1), and the reproducing kernel is given by

K(w,2) = 3 pa ()P (w)
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Now suppose p has jumps at zo,- -, @, let pry1 = a]];_,(x — xx), where a is the leading coefficient of
pr, then

opr () = prar () + Y crpi()
k=0
Taking inner products with p;, j < n — 2 for both sides we know ¢; = 0 for j < n — 2, and we can write

zpr(z) = pry1(z) + copr(T) + cro1pr—1(x)

¢r—1 = an because (xpr,pr—1) = an. For more details see Barry Simon’s book “Orthogonal Polynomials
on the Unit Circle”, part I, Page 12-13. Let b,4+1 = ¢,. The three term relation for orthogonal polynomials
are given by

TPn (%) = ant1Pn+41(T) + bnt1pn () + anpn—1(x)
Ypn(Y) = ant1Pn+1(Y) + bnr19n (Y) + anpn-1(y)

multiply first row by p,(y), second row by p,(z) and subtract second row from the first row, summing up
from n =0 to r, we get

(=) > pa(@)pn(y) = Pra1(@)pr(y) — Praa (v)pr(2)

and let z = 2,y = w we get

K(w,z) = pr+1(z)pr(wz) - gr-&-l(w)p"(z)

which is exactly the reproducing kernel of B(E) for E = /7 (pr —ipr+1), hence p is the sampling measure of
B(E) on zero set of B. Here E is a dB function because be definition of pr4+1, pr+1 and p, have interlacing
zeros and p,y1 is one degree higher. Suppose at zj, p has point mass my, then mA(z,)B'(z,) = mi. Let
A = \/7pr, B = \/7pr41, use Theorem 27 to find suitable C' and D. Since B(M) is isometric to B(E),
it has dimension r + 1 and by problem 110 C' and D are real polynomials of degree at most r 4+ 1. Since
E = C —iD is unique up to a real multiple of E, we can let E be a polynomial of degree 7 + 1. And now

let’s consider function 2. Since (é, ZB;) is Nevanlinna, B 4 iD is dB as well, then 5]?2'% > 0 on Cy,

B
D(z) y dv(t)
B T . / C— 27 1 72

there exists v s.t.

p = 0 since
im LD +iCy) _
votooy  E(iy)
Let y go to zero we can see v is purely point, and supp(v) = Z(B). The point mass is 7'('5,((22)), and the
rest follows because AD — BC' = 1 becomes AD = 1 on Z(B). Note that this corresponds to the special

case W = 1. m

Problem 135

Let B(E(a)) be a given space and let W(a, z) be a function which is analytic and bounded by 1 for y > 0.
Assume that W (a, z) is not identically 1 and that
14+ W(a,z) [D(a,b,z)+iC(a,b,z)] + [D(a,b,z) —iC(a,b, z)|W (b, z)
1- W(a7 Z) B [A(a7 b7 Z) - iB(a7 ba Z)] - [A(CL, b: Z) + iB(a7 b7 Z)}W(b7 Z)

where B(M(a,b)) exists and W (b, z) is analytic and bounded by 1 for y > 0. If C(a,z) = —B(a,z),
D(a, z) = A(a, z) and
M (b, z) = M(a, z)M(a,b, 2)

show that

E(a,z) + E*(a,2)W(a, 2) [D(b, z) +iC(b, 2)] + [D(b, 2) — iC (b, 2)]W (b, z)
E(a,z) — E#(a,z)W(a,z) [A(b, z) — iB(b, 2)] — [A(b, 2) +iB(b, 2)|W (b, z)

for y > 0.
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Proof. For some reason (see Problem 158 for more details) I prefer to assume W, is not identically —1,
and prove the reciprocal of LHS is equal to the reciprocal of RHS. The RHS can be rewritten as

[Dy(2) + ()] + [Do(2) — iCu(Wa(z) By — BFw,  Co (iT5we) + Do

A =BG - (W& B B W A () s

Similarly, (9) can be rewritten as

S1—W,
A=Wa _ Eay = EE, Wy _ Aasb (ZTWZ) + Bassb a1
1 + Wa Ea_"’ - E::bWb Ca—)b (Z i;wb) + Da—»b

Since My = My M1, we have

(Ab(uw +Bb>
Cb(H_W + Dy

a

A
Ca

Aast Baoo (i1
Ca%b Da%b 1

a

A
Ca

(@
(
(

(e ) ) () <)
- \Ca{ A (H582) + Bas } + Da {Cu (#4582 ) + Da )
where Cy = —Bq, Do = Aq. Take the ratio of two rows and apply (11), we have

[Dy(2) +iCs(2)] + [Ds(2) — iCh(2)]Ws(2)
[Ab(2) — iBy(2)] — [Ap(2) + iBy(2)]Ws(2)

O (it) <
= ZAb (Z LKVVZ) h (by (10))
e () B} e (i) D)
A, {Aaﬁb (Zi Wb) + Baﬁb} + B, {Ca%b (Z L%ﬁ) + Daﬁb}
o (i) 4o,
= zAa (l 1;%(0 T (by (11))
_Cu(1 = W,) —iDo (1 + W)
= A (1= Wa) = iBa(1+ Wa)
Ea — E*W,
~'E.—EFW,
_ E.+E¥fW,
 E.— EXW,
where B, = Cy —iDg = —B, — 1A, = (—i)(Aq — iBa) = (—i)Ea, E¥ =iE¥. O

Problem 137

Let p(z) be a nondecreasing function of real x, which is not a constant, such that [~ +;° T‘_ﬁg < 0o. Show

that there exists a space B(F) contained isometrically in L?(u) such that E(z) is of bounded type in the
upper half-plane and has no real zeros.

Remark. In other words, given any regular measure, there exists a strict dB function E of Pdlya class,
such that B(E) C L*(p).

Proof. See my notes on existence theorems. O
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Problem 138

Let B(Ep) be a given space such that Fy(z) has no real zeros and let p(z) be a nondecreasing function of
real = such that B(Fp) is contained isometrically in L?(y). For each number b > 0 show that there exists
a unique space B(FE}) such that

(Ab(2), Bu(2)) = (Ao(2), Bo(2)) Mo (2)
for a space B(Mo—p) with Mo—(0) =1,

, _ (a(®d) B®)) _
Mo (0)I = <ﬂ(b) ’Y(b)) =m(b)

and «(b) 4+ v(b) = b, and such that there exists a function W3(z), analytic and bounded by 1 for y > 0,
and a number p(b) > 0 such that

%Eb(Z)JrEf(Z)Wb(Z) — p(b)y+ Y /+°° | B () *dpu(t)

Ey(z) — EF (2)W(2) A=Y BN (s

for y > 0. Show that m(t) is a nondecreasing function of f and that its entries are real valued, continuous
functions of ¢. Show that E;(w) is a continuous function of ¢ > 0 for every w and that

b
(Ap(w), By(w))I — (Ao (w), Ba(w))I = w/ (As(w), Be(w))dm(t)

for 0 <a<b<oo.

Proof. See my notes “Forward Extension of dB Chain”. O

Problem 139

Let {B(E:)} be a family of spaces and let

at) B (t))
m(t) =
=50 0
be a nondecreasing, matrix valued function of ¢, both defined in an interval s_ < ¢t < sy. Assume that the

entries of m(t) are continuous, real valued function of ¢, that F;(w) is a continuous function of ¢ for every
w, and that

b
(Ap(w), By(w))I = (Ao (w), Ba(w))I = w/ (As(w), Bi(w))dm(t)

whenever s_ < a < b < s4. Show that

[Bb(z)m - Ab(z)M] -

—

Ba(2) A, (w) — Aa(z)Ba(w)]
A, (w)>

~(z— @) / (Au(2), Bo(2))dm(t) (

for all complex z and w.

Proof. Note that

By (w) By (w)
Then
J . { Au(w) Ag(@))
i B2 Aw) — A(2)Bi(w)] = (A=), Bu(a) T (Bt(w)) + (Au(2), Bt(Z))I<Bt (@)
M@\ Au(w)
= z(A¢(z), Be(2)) H(t) (Bt(w)> (A¢(2), Be(2)) H(t) (Bt(w)>
— z z Ad(w)
= (2~ WA=, Bu(2) HO) <Bt(w)>
whose integral form is what we need. O

44



Problem 140

Let {B(E4,:)} and {B(F_+)} be families of spaces and let m(t) = (ggg 58;) be a nondecreasing,
matrix valued function of ¢, both defined in an interval s_— < t < sy. Assume that the entries of m(t) are
continuous, real valued function of ¢, that E; +(w) and E_ ;(w) are continuous functions of ¢ for every w,

and that
(100, Bral)] ~ (Aea(w), Boal) = [ (A o), Braw)m(t
(A0, B )T = (A (), B-alw)) = [ (A1), B-ola))m(t)
whenever s_ < ¢ < s4. Show that

[Bes(2)A—3(w) = Asp(2)B—s(w)| = [Bia(2)A—a(w] = At o(2) B a(w]]

A,t(w)> (13)

B b
(=) [ (o). Bz (B<w>

for all complex z and w. If there is some choice of a such that E4 4(z) = E_ 4(z) for all complex z, show
that By, =E_ . forall ¢, s <t < s4, and for all complex z.
Proof. eq. (13) can be proved in the same way as Problem 139. Now let
At(z) = A+,t(z) — A_,t
Bt(z) = B+,t(2) - B*,t
Then A (z), B;(z) are continuous in ¢ for fixed z, and A,(z) = B.(z) = 0,Vz € C by assumption, and

taking the difference of the two given integral equations we can get

(Ay(2), Bo()) = = / (Ae(2), Bi(2))dm(2)

for all b € (s—,s4).

To show E.(z2) = E—(2), it suffices to show Ap(2) = By(2) = 0, Vb € (s_, s ). First WLOG we fix z € C
and b > a. Since A(z), Bi(z) are continuous in ¢, let C' be a uniform upper bound of A.(z), Bi(z) for
t € [a,b]. Since m(t) is continuous, we can choose a partition of [a, ], say {to, - ,tn} s.t.

a(tk) — a(tk_1) < —

2z
Bltr) — Bte-1) < ﬁ
(tk) = Y(tk1) < m

Then for any s € [a, t1],

|Bs(2)] =

z/s(/lt(z), Bi(2)) (Z(;Eg) ‘
<lal [ " O(dalt) + (1))

<l [ ctdato) + ds(o)

< Ce

which is a smaller upper bound for B, (z) for s € [a,t1]. The same estimate holds for A,(z), and then doing

this recursively we can get upper bound ka for any k € N, then Ay(z) = B,(z) = 0 for s € [a,t1]. Doing
this inductively we can conclude A,(z) = Bs(z) = 0 for s € [a,b]. The proof for b < a is similar. O

Remark. Basically this problem says if we have two families of dB functions, which are associated with the
same Hamiltonian. Suppose they’re equal for some index a € (s—,s+), then they are equal ¥Vt € (s—,s4).

45



Problem 141

In Problem 139 let M(a,t,w) be the unique, continuous, matrix valued function of ¢, s < a < t < sy,
such that

M(a,b,w)l — I = w/b M(a, b, w)dm(t)

for a < b < s4+. By Theorem 38 the entries of M(a,b, z) are entire functions of z for any fixed a and b, and
a space B(M(a,b)) exists. Show that

(Av(2), Bo(2)) = (Aa(2), Ba(2))M(a, b, z)
whenever s_ < a <b< s4.

Proof. This follows directly from Problem 140. O

Problem 148

In Theorem 40 show that B(E,) is not contained isometrically in L?(x) when the index a is singular with
respect to m(t).

Proof. Suppose a is singular w.r.t. m(t) and B(E,) C L*(u). Let b be the right endpoint of the singular
interval containing a, then b is regular, and by Theorem 40 B(Ey) C L*(u), so B(Es) C B(Ep). It’s easy
to calculate M, given the fact (a,b) is singular:

1 —luvz lu?z
Moo = < —w?z 1+ luvz)

where | = Tr(m(b)) — Tr(m(a)) and u, v € R and v® + v* = 1. By the remark to Problem 102 we know
(:j) € B(Mg—s), then by Theorem 33, uA, + vB, lies in the orthogonal complement of B(E,) in B(Ey).
On the other hand, let ¢ be the left endpoint of the singular interval, then

(Alla Bll) = (Aw Bc)Mcaa

and by Theorem 34, uA. +vB. € B(E,). By the proof to Problem 102, uA. +vB. = uA, + vB,, and then
we have a contradiction. Hence B(FE,) can’t sit in L?(u1) isometrically if a is singular w.r.t. m(t). O

Problem 149

In Theorem 40 let b be a regular point which is not the left end point of an interval of singular points.
Show that B(E) is the intersection of the spaces B(F.) such that c is regular and b < c.

Proof. It’s easy to see the intersection M :=1n__, regular B(E.) satisfies (H1), (H2) and (H3) so it’s a dB
space, and moreover we have B(Ey) C M C B(Ep), Ve > b regular. Let F' € M be orthogonal to B(E}),
then

(F, Kb,w) =0, YVweC

By continuity of E,

F(w) = (F,Kcw), Yc>bregular
F(w) = ll{(rll)(F7 Kew)

= (F7 Kb,w)
=0

then F' = 0, hence B(Ep) = M. O

Problem 150

In Theorem 40 let b be a regular point which is not the right end point of an interval of singular points.
Show that B(Ep) is the closed span of the spaces B(E,) such that a is regular and a < b.

Proof. Similar to the proof to Problem 149. O

46



Problem 151

If the regular points have an upper bound in Theorem 40, show that there is a largest regular point b and
that B(Ep) fills L2 ().

Proof. For any c € (b,s.), since B(E.) is not contained in L? (1) isometrically, by Problem 138 and Theorem
32, multiplication by z is not densely defined in B(E.). By Theorem 87, there exists a < ¢ s.t.

1 — mucve ﬂuzz
(Ae, Be) = (Aa, Ba) ( —mvz 1+ Wucvcz)

and by the second half of Problem 87 we know B(E,) C L?(i),and by Problem 148 a must be a regular
point, then a < b (by Problem 126 we know B(E,) is in the dB chain). If a < b, then it’s easy to show b is
contained in the singular interval, hence a = b. Since we know two adjacent singular intervals must have

the same ratio =, and a(c) + v(c) = ¢, then it’s easy to show

1 —wv(c—b)z u’z
—Tvz 1+ muvz

My_e(z) = ( 2

where u,v € R and u?+v? = 1. The rest depends on the construction of forward extension. By construction
we can show W, is a constant, and it’s easy to see p is a sampling measure of B(Ey), so L?(p) is filled by
B(Ey). O

Problem 155

Let B(Ma,), B(Ma—), and B(My) be spaces such that My (z) = Ma(z)Ma—s(z) and such that A,(z) and

B, (z) are linearly independent. Show that when z is in the upper half-plane,
[De(2) +iCe(2)] + [De(z) = iCe(2)|w
[Ac(2) = iBe(2)] — [Ac(2) + iBe(2)]w

(14)

is a mapping of the unit disk |w| < 1 onto the disk D.(z) of center

DC(Z){‘C(Z) - CC(Z)Bf(Z)
1Ac(2)Be(z) — iBe(2)Ac(2)

and radius 1

iAc(2)Be(2) — iBe(2)Ac(2)
for ¢ = a and ¢ = b, and show that Dg(z) contains Dy(z).

Proof. For simplicity let’s denote A. by A, so is B,C, D and D(z). Note that the maps w — Z% maps
the open unit disk onto upper half-plane conformally, and (14) becomes

A —w .C(i%)JFD

wg)ll_i_ — 1 1
w c1l—w
A(Zm)JFB

so it suffices to show the map

Cu+D [(C BC 1
N =i = D-=—Z 15
Y AT B ’<A+< A)Au+3> (15)
maps Cy to the disk D(z). The map is a linear fractional transformation, which maps generalized circles to
generalized circles. Note that the map v — % only takes lines which pass through the origin to lines (other
lines will be mapped to circles), and line Az + B for z € R can’t pass through the origin, so the image of

R under map (15) must be a circle. Since linear fractional transformation maps a pair of symmetric points
to a pair of symmetric points (See Ahlfors’ complex analysis textbook), the center is given by

Cx+D _ BC—AD _ AD-BC
A=B+B AB-AB i(AB - AB)

Since the image of co, which is i% is on the circle, the radius is given by

_BC—-AD .C|_|AD-BC
"AB-AB 'A| " |AB-AB

i(AB — AB)
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here AD — BC =1 since‘by default M is a Nevanlinna matrix. Now it sufﬁces to show D, C D,. WLOG
we can apply map w — - after map (15), and denote the image of D by D. Then

Dy = 721, (C4) = T2 Taoy (C1) € 7ar, (C4) = Do
hence Dy, C D,. O

Remark. This problem describes the chain of Weyl disks (for reqular dB chain).

Problem 158
a(t) B)

Let m(t) = <ﬁ(t) ’y(t)) be a nondecreasing, matrix valued function whose entries are continuous, real

valued function of ¢ in some interval (s—, s;). Assume that there exists a family { E(¢, z)} of entire functions,
which have no real zeros, such that E(¢,w) is a continuous function of ¢ for every w and

(A(b,w), B(b,w))I — (A(a,w), B(a,w))] = w/ (A(t,w), B(t,w))dm(t)

whenever s_ < a < b < sy. If a space B(F(a)) exists for every a, s— < a < sy, show that there exists a
family {W (a, z)} of functions, analytic and bounded by 1 for y > 0, such that

14+ W(a,z) [D(a,b,z)+iC(a,b,z)] + [D(a,b,z) —iC(a,b, z)]W (b, z)

1- W(a7 Z) B [A(a7 b7 Z) - iB(a7 ba Z)] - [A(a7 b: Z) + iB(av b7 Z)}W(b7 Z)

when s_ < a < b < sy. (If W(a, z) is identically 1, the formula is meaningless as written but has an
obvious interpretation on solving for W (a, z).) Show that there exists a nondecreasing function p(z) of

real x such that
E(a,z) + E*(a,2)W(a, z) — p(a)y + g/-4-00 |E(a,t)|?du(t)
E(a,2)— B#(a,2)W(a,2) "7 x| t-a)2+y?

for y > 0 and all indices a, where p(a) is a nonnegative constant which depends only on a.

: - - « : Aaon(2)i4Bayb ()
Proof. First we show the existence of Wy, Va € (s—, s+). Since M, is J-expansive, %m >

0 for z € Cy4, ie. %?HE > 0 for z € C4. Let’s define
a—r

Ea*}b ( 1 - Wa,b)
Wa,b = = -

=

Ea. b 1+ W‘l,b
. 7 — @
1%.% _ = Wa Easb
ab = T4 Basp
1+ Wa,b i+ =a=b
Easp

then W, 3 is analytic and bounded by 1 on Cy. Since My—c = Ma—sbMp_sc, we have
Aa—m Ba—»c — Aa—»b Ba—»b Ab—m Bb—»c
Ca%c Daﬁc Ca—)b Da—»b C1b—>c Db—>c
E~1a—>c — Aa%b Baab ?b—m
Ea_>c Ca—)b Da—>b Eb*)(:
Aa—)bwb,c + Basb
Ca%bwb,c + Daﬁb

Wa,c =

’

# #
E’ E, s, —E’
5 a—b wb,c 7 a 5 a—b

5% : 33
E E, ,,—F
5 a—b wb,c +14 a— 5 a—b

Ea (i 4+ wpe) — E::b(i — Wp, )
Ean(i 4+ wpe) — E::b(i — Wp,c)

The last one can be rewritten as

’Ll - Wa,c _ Ea%b - EjﬁbWb,c (16)
1 + Wa,c Ea%b - E:t_anb’C
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Since Wy, are bounded by 1, we can choose a sequence b, s.t. Wqp,, goes to W, locally uniformly on C_.
Taking limit in (16) we can get

11 - Wa Ea%b Erl_,bWb
1 + Wa Ed*,b - Ea—»bWb
As for the second part, by Theorem 32, for each b € (s—, s+ ), there exists a up s.t.
Ey + E#Wb dpy(t
Rt = pyy + E/ _ (1) (17)
Ey, — EfW, mJr(t—2)*+y
for y > 0. Now we’ll show % d,ub dite. Let’s define

Ma(z) : = (§E§§ gm))

)= M) = (G5 ,0)

where C, = —B,, Dy = Ag, then it’s easy to check both M,, M, are dB matrices with associated function
S = E,. By Problem 135 we know

E.+EfW, iEb - Efw,
E,— E¥W,  E,—E/W,

(18)

We know for given dB function E} and associated function S, the dB pair function is unique up to a Ej

multiplied by a linear function in 2. In particular, by Theorem 27 we can choose Est. limy s 400 ng&fz) =
0. Note that such E is unique up to a real multiple of E. Now by Theorem 32, we have
E, — EFW, y 1 E.|?
Ri—2 " =p(E,, E, +f‘/7— dp (t 19
B pw =P B L [ e | (19)
Let p = —limy— 400 ZfE”ilé’;) > 0, since both ——b and M has nonnegative imaginary part on

C4, same limit on the positive imaginary axis, can be contmuously extended to R and have the same
imaginary parts on R, they differ by a real number. Now we can choose E, s.t. the real number is 0, then
Ey = Ep + pzEp. Plug this in (19), we get:

E, — E*W, y 1 E.|?
Ri——2— — py = p(E,., E, +7/7— dp(t 20
B mpw, w( WL L G r e | By | W (20)
Combine this with (18) we get:
pEat BeWa _ g, B,)+p) +£/71 Bal* gt) (21)
E.—EBfw, TP e | B |
On the other hand, by our definition of p, (see (17)), we have
E, + E¥W, y / dpia(t)
%7 (L + . N0 . o
E.—Bfw, (t—ap+y
and since such representation is unique, we can conclude p, = p(Eq, Eq) gz . Let
dp = ‘E TE, 2> then (17) becomes
Ey + EFW, Ey|2dp(t
gl t By W +g/lblu()
Ey, — Ef W, r (t—2)%+y?
and then the proof is complete.
O

Remark. This problem claims any dB chain has at least one spectral measure.
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Problem 164

Let m(t) = (gg; ggg) be a nondecreasing, matrix valued function of t > 0 whose entries are continuous,
real valued functions of ¢. Assume that a(t) > 0 for ¢ > 0 and that lima(t) = 0 as ¢t \, 0. Assume that
{E+,+(2)} and {E_ +(2)} are given families of entire functions, which have no real zeros and which have
value 1 at the origin, such that spaces B(E ;) and B(E_ ;) exist for every t > 0, E (w) and E_ ;(w) are
continuous functions of ¢ for every w, and

(Atp(w), B p(w)I = (At ,a(w), Bia(w))] = w/ (A+t(w), B, i(w))dm(t)

b
(A—p(w), B—p(w))I = (A o(w), B—o(w))] = w/ (A i(w), B +(w))dm(t)
for 0 < a < b < 0o, and such that 7K+ (0,0) = a(a) = 7K_ 4(0,0) for a > 0. If

ro- (18 50)

show that ,

Py(2) 1Py (w) = Pa(2)1 Py (w) = (2 — 71})/ Pi(z)dm(t) Py (w) (22)
whenever 0 < a < b < oo and that
for some entire functions T (z) and T-(z) which are real for real z. Show that T\ (z)T_(z) vanishes at

the origin, and use this fact to show that it vanishes identically. Show that there exists an entire function
S(z), which is real for real z and which has no zeros, such that E_ ;(z) = S(z)E+,(z) for all ¢t > 0.

Proof. See my notes “Several Remarks on Uniqueness”. O

Problem 174

Let B(E1) and B(E2) be spaces which are isometrically equal. Show that F1(z) = E2(2) if Ej(2) = Ex(—2)
and if E(0) =1 for k = 1, 2.

Proof. Since B(E:1) = B(E2), there exists P € SL(2,R) s.t. (Ai(z), B1(z)) = (A2(z), B2(z))P, Vz € C.
Plug in z = 1 we can see that the first row of P must be (1,0). Since det P = 1, the lower right component
of P must be 1. So P must be like

for some real number ¢, so Ai(z) = Aa(2) + cBz(z). Change z into —z and use the fact that A, A; are
even and Bj is odd we can get ¢ = 0. So E1(z) = Ea(2). O

Remark. This problem says any symmetric dB space is associated with a unique normailized symmetric
dB function.

Problem 175

Let B(E) be a given space such that E(z) has no real zeros and E*(—2)

BE(z)
half-plane. Let p(z) be a nondecreasing function of real = such that B(E) is contained isometrically in
L?(p). If p(x) is an odd function of z, show that B(E) is symmetric about the origin.

is of bounded type in the upper

Proof. Let Ea(z) := E#(—z). It’s not hard to see E is a strict dB function. First I'll show if F/(z) € B(Es),
then F'(—z) € B(E). Note that

_|B)P — B _ B (=) — [B(=2)P
4y dmy

So by Theorem 20 we have F(—z) € B(E). Similarly we can show if F(z) € B(E), then F(—z) € B(Ez2).
Now we prove B(E2) C L?(u). Let F € B(FEs), then

P = [ |3

Ks(z,2)

=K(—z,—2)

2
dt = [|[F(=2)|5m) = IF(=2) |20 = [1F]l 12,
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the last equality comes from the assumption that p is odd.

Since £2 € N(Cy4), by Theorem 35 (ordering theorem), either B(E>) C B(E) or B(E) T B(E>). For the
first case, VF' € B(E), F(—z) € B(E2) C B(E). For the second case, VF € B(E) C B(E:), we already
proved F'(—z) € B(E). So in either case, if F(z) € B(E), then F(—z) € B(FE). So B(F) is symmetric. [

Remark. This problem says under some technical conditions (E strict dB, EZE;)Z> eEN(Cy)), if B(E) C

L?(11) for some odd i, then B(E) itself is symmetric.

Problem 176

Let B(E,) and B(Es) be given spaces such that B(E,) is contained isometrically in B(Es) and such that
E.(z) and Ey(z) have no zeros. Show that B(E,) is symmetric about the origin if B(E}) is symmetric
about the origin.

Proof. Similar to problem 175 we know EZ (—z) is dB as well and using the property that VF € B(E¥ (—z)),
F(—=z) € B(E,) C B(FE},) and hence F(z) C B(FE}), we get B(E#(—z)) C B(FE}). Pick any nonzero F €

B(E,) C B(Ey), since Eia and Ei,, are in N'(C4), we have %‘; € N(Cy). Similarly we get Egb((;)z) e N(Cy),

#(—z - . . .
hence EEQ((Z)> € N(C4). Now by similar argument as in proving last problem we know that B(FE,) is
symmetric about the origin. In particular, B(E,(z)) = B(E¥ (—2)). O

Remark. This problem says, under some technical conditions (Eq, Ey strict), a subspace of symmetric dB
space is still symmetric.

Problem 177
Let B(E,) and B(E}) be given spaces such that
(Ab(2), By(2)) = (Aa, Ba)Ma—b(2)

for some space B(Mg—s) such that M,_(0) = 1. Let

At,0(2) = Aa(—2), Bi,a(2) = —Ba(2)
Al’aﬁb(z) = Aaﬁb(—z), Bl,a%b(z) = _Baﬂb(_z)
Cl,a=b(2) = —=Cassp(—2), D1,a-55(2) = Da—sp(—2)

If Ef (z) = Ey(—=2), show that spaces B(E1,q) and B(M; ,_) exist and that
(Ap(2), By(2)) = (A1,0(2), B1,a(2)) M1,0-5(2)
Show that Ej o(2) = E¥(—2) = E.(2) and that M o p(2) = Ma_p(2).

Proof. First let’s prove B(E1,q) and B(My,q—s) exist. From proof to problem 175 we know E 4 is a non-
degenerate strict dB function and VF € B(E), so B(E1,,) exists. To show B(M;,q—s) exists, it suffices to
show the existence of entire function S1 s.t. (use My to denote M1 q—s)

My (2)I M (2) — S1(2)IS: (w)

det My (2) = 81(2)ST (2), — >0,VzeC (23)
Since B(M,—) exists, there exists entire function S s.t.
det M(2) = S(2)5%#(2), MEIME) = SEISW) o oy, o ¢ (24)

Note that M;(z) = ((1) 31> M(-=z) <(1) Bl) Note that for a 2 x 2 matrix N,

1 0 1 0
wsom () O)w(E 2)50

Let S1(z) := S(—=z), change z into —z in equation (24) and use the equation
1 0 1 0
G 5o 5) =
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we can get (23).
Since Ej is symmetric, Ay(z) = Ap(—z) and By(z) = —By(—2),

(Au(2), Bo(2)) = (Ab(—2), ~Bo(~2))
— (=250 (g )
— (a2, Bu- )Mo= (5 9))
— (a2 ~Bra() M=) (g )
— (e Bra@) (o O)) M=) (5 )
— (A1a(2), Bra () Mrao(2)
By problem 176, B(E,) is symmetric and B(E,) = B(E¥ (—z)), hence there exists P € SL(2,R) s.t.
(Aa(2), Ba(2)) = (Aa(=2), ~Bal )P

Plug in z = 0 and use the fact (44(0), Ba(0)) = (A45(0), By(0)) = (As(0),0), it’s easy to see P must be
(i (1)) for some ¢ € R, hence Bo(z) = —Ba(—%) and Aq(2) = Aa(—2) + cBa(2).

Now it suffices to show ¢ = 0. Let z = iy, then cBa (iy) = Aq(iy) — Ao (—iy) = Aq(iy)— Asiy = 2RA(iy) € R.
On the other hand, B(iy) = —B(—iy) = —B(—iy) = —B(iy) implies B(iy) is purely imaginary, so ¢ = 0.
Hence Ei o(z) = E¥ (—2) = Eo(2). The equality M, ,5(z) = Ma_(z) follows from problem 100. O

Remark. This problem says if (A, By) = (Aa, Ba) Mo and Ey is symmetric, B(E,), B(Ey) and B(Ma—)
exist, then E, is symmetric.

Remark. Note that we also proved the following proposition: if B(E) is symmetric and B(0) = 0, then E
is symmeltric.

Problem 178

If E#(z) = E(—2) and if u(z) = —p(—=) in Theorem 40, show that 3(t) is a constant and that E¥ (z) =
E.(—=z) for all indices a.

Proof. First we'll show E¥(z) = FE,(—z) for all a € (s_,s4). From the proof to Theorem 40 we can see
that

(Ap, By) = (Ao, Ba)Ma—sp (25)
when s_ < a < b. By Theorem 40, E(z) = E.(z). If a < ¢, then by problem 177 we have E, is symmetric.
Now for a > ¢, there’re two cases.

Case 1. There’s no largest regular point. So for any a > ¢, we can always find b > a which is regular, and

therefore B(Fp) C L?(11). Let F € B(FE.), then FF((_;;) € N(C4). And since EFb#(:i)’ gb((zz)) e N(Cy)

# —z . . . .
as well, then EEb((z)) € N(C4), and by problem 175 we know FE}, is symmetric. Change a into ¢ in

equation (25), we can see that B,(0) = 0, so by the proposition in the second remark to problem 177,
Ep must be symmetric. And then by problem 177, E, is symmetric.

Case 2. There’s one largest regular point b. For any ¢ < b, by previous argument we know E. is symmetric.
For ¢ > b, from the proof to Problem 151 we can see

_ 2
(Ae. B.) = (A, By) (1 uwz “)

—v°z 1+ uvz

for some u,v € R, and udy+vBy € B(E.). The rest depends on the construction of forward extension.
By construction, v = 0, so it’s easy to see E. is symmetric.
The statement 3(t) is a constant comes from differentiating M,—,(z) and use the results of Problem
177. O

Remark. This problem says if a dB chain has a symmetric(odd) spectral measure, and if one dB function
is symmetric, then all dB functions in the chain are symmetric.
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Problem 305

Let p be a nonnegative integer. An entire function F(z) is said to belong to the p-th Laguerre class if it is
real for real z, has only real zeros, and has value one at the origin, and if

for y > 0. Show that the function

h252 R20+1 2041
1-h h 4
( Z)eXP<z+ sttt T )

belongs to the p-th Laguerre class if h is real. Show that a finite product of functions which belong to the
p-th Laguerre class. Show that a limit of functions which belong to the p-th Laguerre class is a function
which belongs to the p-th Laguerre class if convergence is uniform on bounded sets. If {h,} is a sequence

of real numbers such that -
SR < o
n=1

show that the product

0 2.2 2p+1 _2p+1
P(z) = H(l — hnz) exp (hnz + oz hniz)
n=1

converges uniformly on bounded sets and represents an entire function which belongs to the p-th Laguerre
class. Show that it satisfies the estimate

log(1 +[P(z) —1|) < (Z hi””) ElRa

n=1

—az2P

for all complex z. Show that the function e i belongs to the p-th Laguerre class if a > 0.

Proof. Let
F(z):Z(l—hz)exp(hz+h22Z2+...+%>
then
F'(2) = (=h+ (1 — h2)(h+ -+ h*T2%)) exp (hz N h2222 o %)
= (‘h"‘(l—hz)h%) exp (hz+ h2222 4ot %)
= —h(hz)*T' exp <hz + h2222 NI %)

CF'(2) \ | —ih* Tz
R <222/’F(z) R 1—hz
h2p+2 o
e e

>0

Use definition it’s easy to check finite product, and uniform limit of Laguerre functions is of Laguerre class.
Now let’s show P(z) belongs to p-th Laguerre class. Let
B2 52 2oL 2041

L W)

an(z) := (1 — hnz) exp (hnz +
P.(2) := H an(2)

This is analogous to Problem 9 for Pélya class. We’ll show
|Ps(2) — Pr(2)] < exp <(Z hi”“) IZI2> — exp <(Z hff”) |2|2>
n=1 n=1
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Use problem 7 and 8,

R
SA+largs = 1) (L +fas = 1[) =1
SRR L e
< e(Z;:Hl h2PF2) 22042 1
|Pr(2)] S 1+ [P (2) =1

e( r }L2Lp+2)|z‘2p+2

n=1"n

N

|P.(2) — Po(2)| 6(22:1 h2PH2) |z 202 6(22:1 h2PH2) |20 12

N

and then use the same argument as problem 9, we get local uniform convergence.
2p+2

Now let F(z) := e™%* ,a>0,

F'(2) = —a(2p + 2)22p+le_azzp+2

F’ (1—a2)z
Ri—— = a(2 2)§-—5
= a(2p+ )\S|1—az|2

>0

for z € C,.. O

Remark. We probably need to add lim,_.o % exists for F' to be in p-th Laguerre class. From now on
we’ll use the following definition: F' belongs to the p-th Laguerre class if:

(1) F is real entire, has only real zeros;
(2) F(0)=1;

(9) ® (i) 2 0;

(4) lim._o % exists.

If we don’t include (4), then F(z) = e satisfies (1), (2) and (3):

R (z%) =RE(20+1)) =0

and this contradicts Problem 307.

Problem 306

If an entire function F(z) belongs to the p-th Laguerre class and has a zero w, show that

h2,2 h2p+122p+1>

F(z) = G(2)(1 — hz) exp (hz+ N T

where G(z) is an entire function which belongs to the p-th Laguerre class and h = 1/w.

R2p+1,2p+1
2p+1

Proof. Let Hy(z) := (1 — hz)exp (hz + Lf +--+ ) (where w = ), then H belongs to p-

th Laguerre class by Problem 305, and it’s easy to check G is real entire, G(0) = 1 and lim,—¢ %

exists since F' = G'Hjy + GH;. Now it suffices to check R (z 1 F/) > 0. Since R (z 1 F') > 0, by

220 F 220 F

Poisson representation there exists p and p s.t. R (z 1 F/) = py + Pu. Let {tx} be zeros of F, with

22¢ F
1 F
z2p F °

limy 0+ fab RF (x + iy)dz). Now let’s calculate jump of u at each t,. Let F = GoH;*, then

multiplicity ny. Let F(z) := i Since RF = 0 on the real line, p is discrete (since p(b) — p(a) =

RE = RG + npRH,,
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where RG goes to 0 as y goes to 0. It’s easy to calculate %ﬁtk. Let wy, = i, then

5T 2% Hayy(2)
t2p+2
- b

i i Hy,(2)

z
—1
1 —trz

Rily, — 27723

1—tkz
:t2p Yy
F 2 — wel?

Wi +e€
o — ) = 1 oy
p(wr + €) — p(wk — €) = nity; yl_lf&_/wkie (xfwk)QerQdy
= 7tr’

Hence RF(z) = py + >k nktip‘z_#. Moreover, find j s.t. w = wj, then h = w%, and

RG(2) = RF(2) — RH.w,

2 Y
=py+y ’I’thkpm
Py

._1t2ﬁL
Ho DY
20
O

Remark. For 0-th Laguerre class, please refer to Cebotarev’s theorem, ( “Distribution of Zeros of Entire
functions”, page 310).

Problem 307

If an entire function F(z) belongs to the p-th Laguerre class and has no zeros, show that
F(z2) = exp(—az*""?)

where a > 0.

Proof. Let F(z) = z‘zigﬁ). Since F' is zero-free and lim,_,¢ % = 0 exists, F is entire, and RF > 0 on
C4,=0o0nR and <0 on C.. By Problem 2-4 we know F(z) = —iaoz + b, where ag > 0. Since F(0) = 0,
b=0. Hence F(z) = —iagz, i.e. log F(z) = —ao% = —az? "2 F(z) = exp(—az®"T2). O

Problem 308

If an entire function F(z) belongs to the p-th Laguerre class, show that F(z) is equal to

2 2 2041 2p+1
hiz hiptizee )

4+ -+

exp(—az?"?) H(l — hn2) exp (hnz + 5 311

where a > 0 and {h,} is a sequence of real numbers such that 3" h2°™? < co.

Proof. Let {wr} C R be the zeros of F', hy, := ﬁ7 then by Problem 305-307 it suffices to show 32,25 A>T <
oo. First we have F(z) = Gn(2) [1}_, Huw, (%), where Gy, and []}_, Hu, are of p-th Laguerre class. Note
that

%F(z) > i %ﬁwk (2)
k=1

n
o e wef?
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. . F’
Since lim._0 (2)

RE(z) = R(izG). Let z = iy for small y, then

) 2
R(—G(iy)) = Z i w h2e
0)> 3o nr
k=1
Hence 3% 2™ < R(—G(0)) < oo, and by Problem 305-307 we're done. O

Problem 309

If an entire function F(z) belongs to the p-th Laguerre class, show that

lim 22 _ —(2p+2)5

z—0 z2pt+1

where 6 > 0 and
log(1 +|F(2) — 1]) < §]2/**?

for all complex z.

Proof. This statement is wrong. A counterexample is F/(z) = (1—z)e®, then F'(z) = —ze” and lim,_,o @ =
—1, hence § = 1. F(1) =0, hence log(1 + |F(z) — 1|) = log 2 ~ 0.69. However, RHS is 0.5 which is smaller.
The statement is true if we define 6 = —lim,_,9 % O

Problem 310

Let F(z) be a function which is real for real z, has only real zeros, and has value one at the origin. Define
log F'(z) continuously in the upper half-plane so as to have limit zero at the origin. Show that F'(z) belongs
to the p-th Laguerre class if, and only if,
log F'(z)
" <7+ =0

Remark. The statement and proof is analogous to Theorem 14. And we need additional assumption that
lim._o % exists, as mentioned in the remark to Problem 305.

for y > 0.

Proof. First we assume F' belongs to the p—th Laguerre class. By Problem 308, there’re only two cases:

F=exp(—az*™) and F = (1 — hz)exp(hz +---+ (h;)z:rl) The first case is trivial. For the second one,

0 o (logF(2)\ _ i 0 B (hz)2Ptt
Gh%(l e ) = R\ g ran \lesl —ha) Hhzd e+ T
- ‘ _—z 20
_%<2p+1<1—hz+z+ + z(hz) ))
_ip2etl,
-# (55

— p2ott Y
|1 — hz|?

is positive (negative) for h > 0 (h < 0). For h = 0, §R( lc;ngif)) = 0, hence ﬂ?( longi(f ) > 0 for all h,
when y > 0.
Now assumes R (z logzﬂf)) > 0. If F' is zero-free, z‘zlgf—fl is entire by our additional assumption. Now use

Problem 2-4 we can get

log F
i;;i_l = —daz+b

where a > 0. Plug in z = 0 we have b = 0, then F' = exp(—a 2p+2).
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Now assume F' has zero wi, let hy = w% and the associated canonical factor be Pi(z). We want to show

P = Pil still satisfies the same inequality. This can be proved using Poisson representation like we did
for Problem 308. Define “transform as F(z) = i%, then what we showed is F(z) = Fi 4+ Py, and
RE,RE,RPL >0 on Cq. It’s easy to prove Fy, := ﬁ satisfies RE > RE, > 0 on C.

k=1

=0on R, <0on C., we have

Now it suffices to show >4 hi?*? < co. Let Qn(2) := [[}_, Pr(2), since RF — RQ,, = RF,, > 0 on Cy,

9 . .
= (RE-2Q.)
y ( Q
The first term is just —3F'(0), which is a fixed nonnegative number. Note that Q, = > p_, Pk, and by
L’Hopital’s rule we have

>0
z=0

PL(0) = ;108 Py) 2%t —24(:25 Py)(2p + 1)2% 0
/
=3 (% —(2p+ 1)1;)if§) _
_; ( P, 241 Py )
Ppz2etl 2p 42 P20t )|
— —iL 2p+2
2p42" "
Hence
TR0 = -3 0)
dy 2=0

L~ zp42
- _ - hPJr
2p+2kZ k

=1

Now we have Y 7_, ho™ < —SF'(0), Vn, and we can reduce to the case where F' is zero-free, and the
proof is complete.

O

Problem 313

Let B(E) be a given space such that E(z) has no real zeros and A(0) = 1. Show that the transformation
F(z) — w is self-adjoint in the space. Show that the space admits an orthogonal basis consisting
of eigenfunctions of the transformation. Show that the nonzero eigenvalues of the transformations are the
numbers {i} where {t,} are the zeros of A(z).

Proof. In Problem 67, let « = 8 =0, u =1, then
(F(t), (Ba,o G)(1) = (Ba,o F)(1),G(2))
hence B4, is self-adjoint. Furthermore, we know {K(tn,2)} or {K(tn,2)} U {A(2)} forms an orthogonal

basis, depending on if A € B(E) or not. From the proof to Problem 67 we can see the nonzero eigenvalues

are tAn(—Eg = ﬁ, where {t,} are the zeros of A(z). O

Problem 314
A bounded transformation T of a Hilbert space into itself is said to be of Schmidt class if
o(T)? = ITfa]?* < o0

for some orthonormal basis {f,} of the space. Show that the sum does not depend on the choice of
orthonormal basis.

Proof. The independence over choice of orthonormal basis is a well-known fact in operator theory. O
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Problem 315

Let B(E) be a given space such that E(z) has no real zeros and A(0) = 1. Let T be the transformation

in the space. Show that T'7” is of Schmidt class if A(z) belongs to the p-th Laguerre class. Show that
U(TH”)2 < § where

—(2p+2)5 = lim A'z)

z—0 z2pt+1
Show that equality holds if
Lo Tog|A(iy)

=0
y—rfoo  y2rt2

Proof. Let {t.} be the zeros of A, then T* TP K (t,, 2) = fl%pK(tn, z) and T*? A = 0, then by Problem 314
we have o(T'17)? =3 Wﬁ. Since A belongs to p-th Laguerre class, by Problem 308 3 Itnlﬁ < oo0.

Hence Tt is of Schmidt class if A(z) belongs to the p-th Laguerre class. 5
From the proof to Problem 310 we can see \i\% < —S$A'(0). Similar to the calculation of Py (0), we

can get A’(0) = iﬁ lim, 0 ﬁéﬂ = —id, hence
1 ~
o(T'7)? =" e < S0 =0
n n

Now suppose limy; 1o % = 0. Let A(z) = e """ [1:25 Pu(2) be the usual factorization. Let
Qn(z) = TIi_, Pr(2), it’s easy to check % goes to 0 as y goes to 400, and the convergence is

uniform in n. Hence the condition limy_s o % = 0 implies a = 0, i.e. A(z) is just the product of

canonical factors, then by the proof to Problem 310 we can see the equality holds. O

Problem 316

Let B(E) be a given space such that E(z) has no real zeros and A(0) = 1. Let T be the transformation

in the space. If T'7* is of Schmidt class, show that E(z) = S(2)Eo(z) where S(z) is an entire function
which is real for real z and has no zeros and B(Fjy) is a space such that Ag(z) belongs to the p-th Laguerre
class. Show that Ag(z) can be chosen so that

i 1og|Ao(iy)

=0
y—+oo  y2Prt2

Proof. By Problem 313 and 314, let {t,} be the zeros of A, then > /> tz"% < oco. Let Ao(z) :=

[1;55 Pi(2), then Ao belongs to p-th Laguerre class and limy_ oo % = 0. Let S = A%), it’s
real entire and zero-free by definition of Ag. Let Ey = %, then Ej is strict, non-degenerate dB, as FE is
strict and non-degenerate. (]

58



