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The grid computing paradigm has facilitated the instrumentation of complex,

highly-demanding collaborative applications. The technologies that make grid com-

puting possible have mostly evolved from parallel and cluster systems. Although this

has certainly empowered the grid computing field, part of the heritage has been the

perception that required network resources are taken for granted. This is precarious,

considering that most grids rely on public IP networks, like the Internet, as the

underlying network. This assumption has obstructed the path of grid computing.

This thesis aims to improve the performance of grid applications by facilitating

network-aware grid scheduling. This is achieved by providing network performance

information to grid schedulers, allowing them to adapt to changes in the network.

The contribution of this thesis is twofold: a novel approach to network measurement

that is particularly suitable for grid environments; and a distributed system that

collects and manages these measurements, predicts future network performance,

and disseminates this information to schedulers.

The accuracy and effectiveness of this system is evaluated on a production grid

infrastructure used for e-science applications. The outcomes of this evaluation

provide a strong argument for the introduction of network-aware grid schedulers,

information systems, and job and resource description standards.
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Introduction

G
RIDS are made up of heterogeneous, geographically distributed resources that

are not dedicated to any single user. Grid systems deal with this heterogeneity,

high contention and lack of control over resources by finding out which computa-

tional resources best suit a job. However, no similar action takes place to determine

network resources. On the contrary, the state of the network has been left out of the

grid formula for a long time.

This thesis provides a case for network-aware grid scheduling. The thesis argues

for the consideration of the network as a system resource, defines a set of require-

ments in order to attain network-aware scheduling, and proposes a solution to meet

these requirements.

The remainder of this chapter is organised as follows. Section 1.1 outlines the

concept of grid computing and explains the functions of resource management and

scheduling. Section 1.2 discusses the significance of network-aware grid scheduling.

Section 1.3 discusses the limitations of current grid monitoring systems with respect

to achieving network-aware scheduling. Section 1.4 presents the research goals of the

thesis. Finally, section 1.5 outlines the structure of the thesis.

2
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1.1 Background

1.1.1 Grid Computing

A grid is a distributed system that is made up of a number of independent organ-

isations or individuals that share their respective resources with each other. The

aim of such federation could be to assemble enough collective computational power

to tackle a highly complex problem, to share valuable resources, or to create a

distributed collaborative community. Distilled from the literature, this definition of

grid computing is the ‘traditional’ or most agreed upon definition [155]. In order to

avoid confusion with other interpretations, it is important to affirm that the preceding

definition is the one adopted in this thesis.

Grid computing followed parallel and cluster computing as distributed paradigms

that capitalise on technological advancements in the fields of microprocessor design

and networking. Compared to its predecessors, however, grid computing enabled

autonomous, dissimilar computers of different organisations to interact in a loosely-

coupled manner. This created potential for large scale collaboration over long

distance networks. Unsurprisingly, the initial adopter of grid computing was scientific

applications. This e-science scene provided use cases that presented significant

challenges to grid computing, such as creating a distributed computing environment

that enables collaboration across different administrative domains, architectures,

platforms and languages; managing a large number of resources that are distributed

both geographically and administratively; securing access to these resources through

shared networks; and reliably transferring and replicating very large files. The grid

computing community evolved significantly by embarking on these challenges.

In the following, we offer a brief survey of the technologies that enable grid com-

puting. Appendix A gives a more detailed overview of the technological progression

that both culminated in and further developed the grid computing paradigm.

The grid stack is a collection of software tools that enable grid computing. The

principal element in this stack is the middleware, which provides solutions to the

main challenges of grid computing such as intercommunication, resource manage-

ment, job management and security. In doing this, the middleware creates a platform

that conceals much of the complexity of dealing with the underlying infrastructure

and allows the grid to behave like a single system. The Globus Toolkit (GT) [154]

became the de facto middleware solution but was later followed by others, such as

UNICORE [139] and gLite [234].
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The stack may also contain other solutions that complement the middleware’s

functionality. Examples include data management solutions such as SRB [75] and

GridFTP [57]; job managers such as Condor-G [162] and Nimrod/G [51]; and integra-

tion abstractions such as Cactus [58] and DataGrid [166]. The advanced distributed

computing capabilities offered by such grid stacks facilitated a myriad of e-science

projects, of which famous examples include the LHCI Computing Grid (LCG) [40] and

SETI@Home [66].

The great interest in grid computing also resulted in the development of a large

number of software tools and applications. In an effort to encourage interoperability

and enhance usability of grid technologies [157, 156], the Web service-based Open

Grid Services Architecture (OGSA) [158] and Open Grid Services Infrastructure (OGSI)

[344] were put forward as standards for constructing service-oriented grid infrastruc-

tures. Using these standards, grid services need to be defined using the Web Service

Definition Language (WSDL) and exchange information structured using eXtensible

Markup Language (XML) over SOAP (originally an acronym for Simple Object Access

Protocol).

1.1.2 Resource Management

The terms resource and system resource refer to any asset that a computer can use

to facilitate the execution of applications. This includes physical resources such as

processor cycles, memory space and hard disk capacity. The term also refers to logical

resources such as files, interrupts and programs.

A number of operations are needed in order to enable applications, and hence

users, to efficiently utilise different system resources. These operations are collec-

tively referred to as resource management.

Resource management is as old as the computer. An operating system (OS) on

a uniprocessor computer is required to implement mechanisms that facilitate the

use of internal and peripheral resources. For example, an OS needs to detect and

record its hardware resources. It also needs to obtain a means for interacting with

each hardware device (i.e. a driver). The OS then needs to keep track of the usage

and operation of these devices: What program has access to what device? When was

this access granted? Is the current operation preemptive? Does the device appear to

be operating properly? Are there any other programs requesting access to the same

IThe Large Hadron Collider (LHC) [39] at CERN.
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resource? etc. These are examples of issues associated with managing a hardware

resource, e.g. a hard disk drive. Although these issues have been thoroughly dealt

with over the years, they still form the core set of issues that need to be addressed by

any resource management scheme.

Resource management can be divided into three main functions, namely Plan-

ning, Supervision and Control [353]. This is illustrated in Figure 1.1.

Figure 1.1: Resource Management Functions

Planning relates to long-term strategic arrangements and policy setting. The

other two main functions relate to tactical management of the system. They are

synonymous with the general functions of resource state acquisition and resource

state modification, respectively. Supervision could itself be broken down to three

functions: resource availability discovery, resource capability discovery, and resource

monitoring. Control consists of functions that alter the state of resources. The most

important control function is scheduling, which is discussed next.

1.1.3 Scheduling

Scheduling, a resource control function, is the process of coordinating the use of

resources to execute a job so as to meet certain targets. In a distributed setting, such

goals could be completion time, total amount of CPU cycles used, or fairness. In light

of this, schedulers are also referred to as resource brokers since their fundamental duty

is to oversee the execution of a job, ideally with the lowest possible costs.

From a purely theoretical viewpoint, the life of a grid job can be broken down into

the following five phases.
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1. Matchmaking: This phase consists of a number of tasks that need to be carried

out by the scheduler to facilitate optimal job execution. The main three tasks

here are requirement validation (determining required resources), resource dis-

covery (learning resource availability) and resource allocation (mapping require-

ments to availability and expected performance).

2. Submission: This phase commences once the scheduler picks the resources

to execute the job, i.e. the execution theater. Important processes of this

phase are mediation (liaising with the manager of the execution theater), staging

(transferring data files and parameter specifications to the execution theater), as

well as housekeeping and accounting.

3. Queuing: Here, the job waits until the execution theater is available and set up

for execution to commence.

4. Execution: This phase is the one where the job gets executed. All previous

phases are carried out to ultimately reach an execution phase that satisfies the

job requirements. The scheduler is also responsible to rectify any execution

faults.

5. Output retrieval: This final phase involves transferring any output files, logs

and error messages from the execution theater to a location where they can be

referenced at a later time, such as user or shared space.

The manner in which these phases are implemented differs from one scheduler

to another, as does the scheduler’s range of responsibility. Many schedulers are

responsible for administering and managing the job workflow on behalf of the user

who submitted the job, covering all phases identified above. On the other end of

the scale, some schedulers have a minimalistic orchestration role that only covers

the matchmaking phase, in which case the responsibility of managing the workflow

would be delegated to other components in the grid e.g the resource manager at the

execution theater.

In any case, matchmaking is a scheduler’s core function. This task of mapping

jobs to resources relies on two important pieces of information. The first is the job

requirements. This is defined either explicitly by the user submitting the job or in an

automated fashion based on input parameters and pre-defined job profiles. The other

vital information are the resource properties. This consists of their characteristics

and status reflecting capacity and performance, respectively. Such information is
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collected and made available by grid monitoring technologies commonly referred to

as Grid Information Systems (GISs).

The performance of a scheduler is a measure of its ability to match jobs to

resources that satisfy them. Given the relative ease of obtaining job requirements, a

scheduler’s performance hinges on its ability to identify the set of available resources

and to accurately assess their capabilities. If the scheduler does not have accurate

information about which resources are currently available, it will perform poor map-

ping and consequently inappropriate resource allocation. In other words, scheduling

decisions can only be as good as the resource availability information provided to the

scheduler [299].

1.2 Network-Aware Scheduling

Scheduling is essentially an optimisation problem. The scheduler is the element of

the grid stack that is assigned the task of solving this problem. Thus, in order to

fulfil its purpose, a scheduler needs to cooperate with GISs to be informed about the

characteristics and operational state of system resources.

However, current schedulers do not consider the network as a system resource and

hence do not cater for the network requirements of applications. At the same time,

other grid technologies, such as middleware and GISs, provide extremely rich func-

tionality for describing, discovering and monitoring computational resources, such

as CPU and memory, but hardly anything about network resources. In brief, current

grid technologies including schedulers are largely network-oblivious. Evidence of this

will be given throughout chapters 2, 3 and 4.

This phenomenon is surprising considering the unpredictability of the networks

used by grids. Moreover, the highly demanding nature of many grid applications, as

will be investigated in chapter 4, creates high contention that can cause the amount

of available network resources to fluctuate significantly. The reason behind this

phenomenon lies in the heritage of grid computing, a topic that will be highlighted

in chapter 3.

These circumstances call for accurate and fairly frequent updates about the state

of the network to be provided to grid schedulers in order to allow them to adapt to

changes in the network as they do to changes in the state of computational resources.

Such adaptation to network state is referred to as network-awareness. Essentially, it

implies considering the network as a system resource in need of management.
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We argue that a network-aware grid scheduler is better at locating resources than a

network-oblivious one. Consider, for instance, a job to perform an analysis procedure

on a large dataset. It is considered important by any scheduler to locate a grid

node with enough CPU power and memory space to satisfy the job requirements.

A network-aware scheduler will also deem it important to choose a node reachable

via a short network distance so that the dataset could be transmitted quickly. Such

a scheduler is hence striking a balance between computational resource availability

and network performance as resource allocation criteria. This enables the scheduler

to choose resources that satisfy the user’s job requirements as well as optimising

overall performance.

In order to attain network-aware scheduling, certain changes need to be made to

the matchmaking processes described in section 1.1.3. First, requirement validation

needs to be revised to allow job descriptions to contain network requirements. Sec-

ond, resource discovery should be amended to provide information about network

performance. Third, resource allocation processes need to be adjusted to accommo-

date job network requirements and provide means of mapping between those and

the performance of the network. These changes translate into increased complexity

in three of the main grid technologies; namely job description conventions, GISs and

schedulers, respectively. Amongst other things, this thesis aims to augment the sec-

ond of these technologies by providing current and predicted network performance.

1.3 Critique of Current Grid Monitoring Systems

The importance of network-aware grid technologies has been increasingly recognised

during recent years. A number of works have proposed ways of measuring and

managing the network in the context of grid environments. The thesis critiques these

solutions, highlighting a number of concerns.

There are four primary problems with GISs proposed in the literature. First, many

of these solutions rely on network measurement techniques that suffer from high

network overhead, poor accuracy or both. Neither of these is acceptable for grid

systems as added network overhead further increases the high contention for network

resources, and poor accuracy affects scheduling performance as already discussed.

Second, many of them are quite heavyweight in that they require peer coordination.

This poses an obstacle in the way of system-wide deployment, particularly in produc-

tion grid infrastructures as it brings disruption to ongoing services. Third, the data



CHAPTER 1. INTRODUCTION 9

delivery mechanisms of some of these solutions are designed specifically for human

consumption and are not suitable for schedulers. Finally, the architecture of many

GISs prevents analysis of the collected information, and hence predictions of future

network performance cannot be provided.

Detailed examination of current GISs is presented in chapter 4 after investigating

the requirements of grid applications.

1.4 Research Goals

In order to address the identified lack of appropriate means to enable network-aware

grid scheduling, the thesis posits three main arguments:

1. There is room to improve grid scheduling by incorporating network performance

into the resource allocation process. This is based on the realisation that many

grid applications are deployed over public network infrastructures, over which

they have very little or no control. The contention experienced in such networks

thus poses a performance bottleneck for these grid applications. The thesis also

deals with grid applications deployed on over-provisioned networks.

2. Network performance information could and should be accurately and reliably

collected using passive techniques. Such non-invasive conduct causes many

of the overheads associated with network measurement to subside resulting

in a solution that could be easily deployed and scaled without disrupting grid

operations.

3. Network performance information needs to be made available in a manner that

avoids the shortcomings of existing GISs. For instance, the collected information

needs to be made available through one publisher to simplify information

retrieval and avoid inconsistency problems between interdependent publishers.

Another related weakness to be evaded is the use of a centralised architecture

which is inherently prone to a single point of failure.

1.5 Thesis Organisation

The thesis is divided into 5 parts. The following gives an overview of each part.

• Part I – Introduction outlines the work of the thesis.
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• Part II – Background & Related Work

Chapters 2 and 3 present and discuss work that is considered background and

related to network-aware scheduling. This topic is covered by coarsely dividing

it under two headings: information collection and information dissemination.

Chapter 2 covers the former by exploring the vast field of network measurement,

paying particular attention to techniques related to the one presented in this

thesis. Chapter 3 then covers the latter heading, featuring a state of the art study

of information systems used in resource management in grids.

Chapter 4 begins with describing the different types of grid applications and

their requirements. This is used to prove the case for better information systems

to allow network-aware grid scheduling. The chapter concludes by specifying a

series of requirements for a solution to fill this void.

• Part III – Proposed Solution

The thesis argues that network-awareness is important to improve grid schedul-

ing and proposes a set of requirements that ensure efficient network-aware

scheduling. Part III proposes GridMAP, a GIS that satisfies these requirements.

Linking back to the terminology of subsection 1.1.2, GridMAP aims to enrich

Supervision functions as a means of enhancing one of the key Control functions,

i.e. scheduling. GridMAP is designed to meet requirements which stipulate low

overhead, easy deployment, interoperability, and ability to process and predict

network performance.

Chapter 5 introduces the GridMAP architecture, presents its mechanisms and

highlights the functions and features of its modular distributed design.

Chapter 6 details the manner by which GridMAP was implemented. This

includes descriptions of four of the five main functions, and an overview of the

implementation options for the final deployment-specific function.

• Part IV – Evaluation

This part evaluates the accuracy of the collected measurements as well as the

impact of the network-awareness introduced by GridMAP.

Chapter 7 presents a set of experiments that were developed to assess the accu-

racy of GridMAP’s passively-obtained network metrics against those obtained

using well known network measurement tools.
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Chapter 8 describes another set of experiments that were designed to evaluate

the impact of using GridMAP on grid scheduling. This is achieved through using

an advanced grid scheduler along with GridMAP to allocate resources for real-

world e-science applications on a production grid infrastructure. As part of this

evaluation, a particular adaptor was implemented to enable this scheduler to

make use of GridMAP.

• Part V – Conclusion

Chapter 9 concludes the thesis by reviewing its contributions and comparing

them to the desired requirements prescribed in chapter 4. Chapter 9 also

comments on future work stemming from this thesis and future directions of

grid computing in general.
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2
Network Measurement

N
ETWORK measurement is one of the most thriving research fields in networking.

Over the past thirty years or so, a large host of work has been done on this

topic. This chapter discusses some of this work. First, section 2.1 gives a background

on the origins of network measurement and the motivation behind it. Then, two

of the main aspects that are used to characterise network measurement tools are

discussed, namely the measured metrics and the technique used to obtain them.

These are covered in sections 2.2 and 2.3, respectively. Section 2.4 presents and

discusses a multitude of network measurement tools proposed in the literature.

Section 2.5 comments on the presented measurement techniques and tools. Section

2.6 concludes the chapter by commenting on the suitability of these tools in different

situations.

2.1 Background

A computer network is made up of a number of different components that interact

together in order to deliver a set of binary digits from one location (i.e. computer)

to another. The fact that different independent components with different standards

work together to make this happen, and the fact that the vast majority of networks

are shared by much more than one pair of computers potentially owned and admin-

istered by different entities makes it a complex system. The manner of intercommu-

nication of different components is governed by protocols and standards. However,

due to the explosion of the Internet, networking standards have been independently

13
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developed at such a rapid rate that it makes most improvement efforts out of date.

Such severe heterogeneity might have been one of the primary goals of designing

networked systems, yet it creates an ample supply of operating problems that can

be summarised as ‘unpredictable behaviour’. Moreover, post-deployment tweaking

is quite important to Internet protocols and applications due to the virtual impos-

sibility of modelling the Internet [151]. In a talk given in 1997 [203], Van Jacobson

summarised these circumstances by saying:

The Internet has no central control or administration. In terms of

ability to grow and scale this is a great strength. But in terms of ability to

diagnose and fix problems it has been a serious weakness – packets usually

cross many administrative boundaries on their way from a source to a

destination and often the only point of agreement between those separate

administrations is that all problems are someone else’s fault.

The number of network measurement tools that were developed in order to detect

faults, gauge performance and tune networks is huge. This chapter will introduce a

number of these tools that are of relevance to this thesis, but only after discussing the

most common metrics and techniques used in evaluating network operations.

2.2 Network Metrics

A network metric, or Key Performance Indicator (KPI), is one of the network’s traits that

describes its characteristic and operational state, or in other words its capabilities and

performance.

Metrics can be used to describe either an end-to-end path or a single-hop link.

Every metric indicates a particular property of the network or a certain aspect of

its performance. Consequently, different applications have interest in potentially

different metrics.

In order to avoid any confusion, this section introduces and defines the most

commonly used network metrics, namely delay, capacity and lossI, as well as their

variations.

IWe consider packets with errors as lost.
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2.2.1 Delay

End-to-end delay is very important to a lot of applications for many reasons. Some

applications are sensitive to high levels of delay. In others, the overall application

performance could be significantly affected by variations in the delay from one packet

to another. For high-bandwidth applications, like many grid applications, high delay

prevents long-term exploitation of the available bandwidth.

The three types of delay of interest here are the following.

One-way Delay

The one-way delay of a path is the latency introduced by the network in the delivery

of a data unit from one end of the path to the other. One-way delay is an important

metric of asymmetric paths in particular, where the qualities of the path in one

direction might not match those of the opposite direction. Even in symmetric paths,

the queues in the different directions of the path might have different loads.

Round-trip Delay

The Round-trip Delay (RTD) or Round-Trip Time (RTT) of any network path is the

total time it takes to traverse the path from one end to the other and back. In

other words, it is the amount of time from sending a data unit till the time its

acknowledgement of arrival has arrived back to the sender. In that sense, RTT is very

important to applications that use connection-oriented transport protocols. RTT is

easier to measure than one-way delay: RTT can be easily measured using any of the

tools that employ echo messages, while measuring one-way delay requires some sort

of time synchronisation between sender and receiver.

Jitter

IP Packet Delay Variation (IPDV), commonly referred to as jitter, describes the vari-

ation between the delays of consecutive packets. Jitter reflects several network

properties, most important of which is queueing delays within the network. Jitter is

considered an important metric mainly by applications that rely on consistent packet

delivery, such as multimedia streaming applications.
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2.2.2 Capacity & Bandwidth

Bandwidth is used to indicate the amount of data that can be transferred across a par-

ticular network path per unit time. Bandwidth (and especially available bandwidth,

described below) is an important metric to obtain. It is used in congestion control,

peer selection, traffic engineering, accounting and QoS verification.

Four different types of bandwidth are described as follows:

Capacity

The capacity of a path is the maximum bandwidth it can offer, i.e. when no contention

is present. Capacity information can be retrieved from routers. Capacity is sometimes

defined as the maximum bandwidth that can be achieved at the IP layer. Such subtle

difference in definition makes a huge difference as the value of the latter cannot be

obtained from routers.

Utilisation

The utilisation of a path is the total amount of traffic sent by all flows currently

using the path per unit of time. Single-hop utilisation levels can be easily obtained

from networking devices and interfaces, but the utilisation of end-to-end paths is not

always that straight-forward to obtain.

Available Bandwidth

Available bandwidth (sometimes referred to as just ‘bandwidth’) is used to refer to

the residual path capacity that can be provided to the IP layer after considering the

current contending cross-traffic. The amount of available bandwidth can be deduced

by finding out capacity and utilisation information. It can also be obtained by direct

measurements.

Achievable Bandwidth

Achievable bandwidth, or achievable throughput, is the amount of throughput an ap-

plication can achieve out of the available bandwidth after considering the capabilities

and limitations of the used protocols, operating system, and host utilisation level.
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2.2.3 Loss

The delivery of packets sent across a best-effort network is not guaranteed and, hence,

it is not unanticipated that a packet gets lost en route. A high level of packet loss

is probably the most obvious indicator of poor network performance due to poor

physical layer conditions, congestion, etc.

Packet loss is an important metric to study and monitor. High packet loss can

diminish the throughput achieved by any application. As for TCP, even a low number

of lost packets could significantly affect the throughput it achieves. This is because

TCP is a mechanism that reacts similarly to both loss and congestion by being less

aggressive. This characteristic creates an inverse proportional relationship between

TCP efficiency and the degree of asymmetry of the path [232], as well as between TCP

efficiency and the bandwidth delay product (BDP) of the path [74, 355, 220]. This

affects satellite, wireless and ADSL communication channels but perhaps its greatest

punishment is reserved for applications that use ‘long fat pipes’ such as transatlantic

connections. Poor handling of packet loss has a crippling effect on such applications.

Furthermore, some applications are much more sensitive to packet loss than

others. For example, some multimedia streaming applications have low tolerance

for the delay and loss of certain packets (e.g. part of key frames) as they lead to

depreciated delivered media quality.

There are two main types of packet loss:

One-way Packet Loss Rate

One-way loss rate is the most commonly used metric when packet loss is of interest.

Measurements of this metric indicate the percentage of packets that have been sent

by the sender but not received by the recipient.

Two-way Packet Loss Rate

Two-way or round-trip loss rate specifies the percentage of packets that have been

sent but with no corresponding acknowledgement received from the recipient. Such

property might be misleading as the loss can take place in either path directions. It is

thus difficult to tell the direction of the path in which the problem causing the packet

loss is.
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2.3 Measurement Approaches

There are different approaches to measuring network performance. One approach is

active measurement where the network is probed to observe how the traffic is dealt

with. This approach obligates the network to accommodate additional traffic in the

form of probes in addition to real traffic, which potentially yields accurate metrics.

Active measurement can be carried out at any of the different network layers, offering

a variety of granularities: packet, flow, or network.

However, the overhead incurred by the artificial traffic decreases the overall per-

formance of the network. Moreover, it could be argued that it also affects the accuracy

of the measurement. We shall revisit this issue later.

Other approaches employ messaging, the most prevalent being ICMP messaging

as it uses light-weight probes, is universally implemented and is relatively easy-to-

use. Unfortunately, the accuracy and reliability of ICMP-based approaches is low due

to the tendency of administrators to configure their networks to discriminate against

ICMP traffic [356]. It is not uncommon for such traffic to be treated differently than

other traffic (using rate-limiting, etc.) or to be blocked altogether (c.f. [179]). Other

messaging approaches use UDP or TCP instead of or in conjunction with ICMP.

There are also a large number of tools that measure the performance of the

network without injecting any traffic into it. These are known as passive tools, and

they rely on calculating or estimating network metrics based on observed traffic.

Although this approach is able to obtain an abundant amount of information, such

information is usually limited in descriptive capacity. It is for this reason that metrics

obtained passively are sometimes inaccurate. Just like active measurement, passive

measurement can be done at any network layer.

Control monitoring or network traffic accounting is a passive approach where

a host utilises the information gathered by networking devices, such as routers, to

obtain knowledge about the network and its performance. Such information could

be used to build a fairly complete status of the network environment which can then

be utilised to adapt host or network device configuration, or for accounting. Different

protocols have been developed to secure access to, and to enrich such information.
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2.4 Measurement Tools

The performance of networks has vastly improved over the years with advancements

in telecommunication technologies: communication media could accommodate

more traffic; switching technology improved enabling the processing of more frames

per second; network protocols became more efficient, etc. These advances have

encouraged the development of more network-dependent applications. Computers

connected to the network became increasingly greedy for the network. Eventually,

increased contention caused network performance delivered per application to dete-

riorate and become quite unpredictable.

This situation was the motivating influence behind two very important changes

in networking. First, communication protocols and standards became more sophis-

ticated, adapting themselves to the state of the network. Two popular examples are

CSMA/CD and TCP congestion control. The former uses very low-level techniques to

detect a situation of possible frame collision on an Ethernet segment, while the latter

uses acknowledgement packets (ACK) to appropriately throttle data transfers. In both

cases, a closed-loop feedback system is employed to alter the way the network is used

in reaction to changes in the state of the network.

The second important change was the need for advanced network measurement

techniques. Users started realising that the networks, more often than not, operated

differently to expectations. In order to understand how networks behave and operate,

and subsequently investigate why they do, networks had to be measured in various

ways. Numerous efforts have been made over the years to study the different

properties of the network under different operating conditions. These efforts are

useful not just to fine-tune network protocols and applications, but also to check,

by providers and users alike, whether service levels are being maintained or not.

Tools that have been developed for measurement of network performance vary in

many ways, but mainly they vary in the metrics they try to obtain and in the technique

they use to obtain them. Every different technique requires certain software and/or

hardware capabilities, has a certain degree of complexity, achieves a certain level of

accuracy and possibly has certain side-effects. These are regarded as the require-

ments of the tools and the expected quality of their output, and they collectively

define the suitability of any tool for use in a particular situation. This set of tool

characteristics, however, can be very scrupulous to an extent that makes it difficult

to produce a taxonomy based on them.
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Instead, this section provides an overview of network measurement tools, initially

being categorised based on the main metric they measure. Nevertheless, there is no

distinct separation between tools that measure each different network metric as most

tools measure a group of different metrics. Therefore, tools will be mentioned for each

metric in chronological order. If a tool needs to be mentioned again under another

metric, it will only be referenced with no further details. We then turn attention to

passive measurement and control monitoring by commenting on some of the tools of

these approaches.

2.4.1 Delay

Delay measuring tools can be categorised according to their technique: ICMP Mes-

saging, UDP Messaging, TCP Messaging and Packet Dispersion. The review of Packet

Dispersion is deferred to the following subsection about bandwidth measurement.

The Internet Control Message Protocol (ICMP) is a control protocol designed as

part of the TCP/IP suite [86] to provide information about network congestion and

errors, and to allow route manipulation albeit to a very limited degree. Accordingly,

ICMP messaging was among the first network measurement techniques and is indeed

the most universal.

Ping was initially developed to check the availability of a path to a remote host.

ECHO REQUEST, an ICMP message, is issued to the target host which upon receipt

would reply with ECHO REPLY, another ICMP message. The latency of the path can

be measured by timing the delay between sending the former message and receiving

the latter. The loss rate is calculated to be the ratio of unanswered to the total number

of messages. By repeating this procedure, one can obtain the minimum, maximum

and average RTT as well as the packet loss ratio.

The ping program was soon integrated in almost all operating systems for its

simplicity and efficiency. It still remains the most prominent tool for obtaining RTT

estimates.

Several tools have been based on ping, such as fping [130] and Badabing [312].

Other efforts have developed measurement infrastructures that employs ping. An

important one is PingER [256] which is a light-weight distributed tool that employs

ping to acquire estimates of RTT, loss rate and jitter between a number of HPC nodes

in almost real-time. Other measurement projects that work in a similar manner

include Surveyor [214], the Active Measurement Project (AMP) [41], and RIPE [37].
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As the Internet grew, so did the number of users and operators. Eventually, there

were major routing problems due to inconsistencies in boundary router configura-

tions and the exponentially growing BGP routing table size [194]. It became evident

that isolating the characteristics of each separate hop would help in identifying

routing problems. By utilising batches of IP packets with incrementing Time To

Live (TTL) values, traceroute [202] produces a hop-by-hop analysis of the path to

a remote host by keeping record of each router that responds with an ICMP ‘Time

Exceeded’ message. In this manner, traceroute could be used to find troublesome

hops in a route so that they can be rectified independently. It also allows drawing

a virtual network topology. By default, traceroute uses UDP datagrams, although it

can be configured to use ICMP type 8 echo requests. Further work on traceroute

includes ASII-level traceroute [250] and Paris traceroute [70] which aim to eliminate

traceroute anomalies, along with tcptraceroute [339] and Layer Four Traceroute

(LFT) [42] that are TCP implementations of traceroute.

More details about each hop can be made available using some traceroute-based

tools such as Pingroute [115] and Traceping [44]. Beside the output of traceroute, the

Pingroute script provides the RTT and loss rate for each individual hop. Traceping

provides very similar output but over different periods of the day to help notice any

reoccurring problems such as spikes in packet loss.

The output of periodic traceroute probes along with that of ping probes and DNS

queries could be used to create visual depictions of network paths and/or nodes.

Several tools have used this ‘geographical traceroute’ approach, including GeoBoy

[13], GTrace [276], NetGeo [263], NeoTrace [20], VisualRoute [46], WhatRoute [107]

and Xtraceroute [71]. It should be noted that parts of the network where ICMP is

unsupported will not appear in such topology.

TCP messaging is a passive technique in which TCP behaviour is observed to

extract network metrics. In other words, TCP exchanges, including signalling using

TCP flags, are used to calculate metrics such as RTT and loss. This can be done

either in real-time by capturing packet headers or post-mortem by looking at traffic

traces. As this involves the TCP stack, the obtained metrics give a true transport-level

assessment of the treatment of packets in the network. The TCP messaging technique

has been used for various purposes such as inferring path characteristics, inferring

and adjusting congestion window size, traffic engineering and traffic modelling.

Monitoring TCP handshakes in particular, a technique we refer to as TCP-ping,

IIAutonomous System
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was first used by Sting [296] to obtain bi-directional loss rates. tcping [129] uses TCP-

ping to select servers based on the least observed latency. The authors of [253] explain

how TCP handshake packets could be used to obtain a good estimate of end-to-end

RTT, while [190] as well as IEPM’s Synack [36] applied the technique and reported

on its advantages and disadvantages. [210] also adopted TCP-ping in addition to

monitoring in-flow packets. There are further examples, such as [207, 233, 356, 244].

Passive TCP monitoring is used for purposes beyond replacing ping as a means

of calculating RTT and loss. [59] monitored successful transmissions of in-flow

TCP packets to control HTTP sessions and to produce realistic client-server delay

models. Benko and Verdes [79] uses passive observations of TCP traffic from routers

to estimate packet loss. tulip [249] uses the same approach to analyse packet delay,

loss and reordering. Similarly, [195] relies on en route monitoring points to observe

TCP flows and detect imminent congestion. TCP Sidecar [305] injects measurement

packets into real TCP traffic flows, which is an added overhead and requires peer

collaboration. [365, 366] analyses TCP kernel traces to optimise peer selection. abget

[68] estimates available bandwidth by analysing delay variation in an artificial TCP

stream, while [99] analyses the dispersion of artificial TCP packet pairs.

TCP messaging has proven to be reasonably accurate for measuring TCP connec-

tion properties as well as being significantly more reliable than ICMP- and UDP-based

techniques [219, 150]. There are, however, arguments against observing TCP traffic to

learn about the network. For instance, [54] argues that RTT can vary significantly

through the lifetime of a TCP session. Moreover, TCP-ping techniques that use

artificial TCP-SYN probes, such as [190], raise alarms of incipient TCP-SYN floods

[131] and Denial-of-Service attacks [169]. This reduces the techniques reliability.

2.4.2 Bandwidth

The techniques to measure bandwidth can be divided into three types: Link Satura-

tion, ICMP/UDP Messaging and Packet Dispersion.

Link saturation techniques measure available bandwidth by persistently sending

as much traffic as possible. This is done by setting up either TCP or UDP flows

between two end hosts, and obtaining the amount of bandwidth that would be

available at the application level. In addition, jitter and packet loss can also be

calculated by observing the injected traffic.

Such intrusive brute force approach of saturating the path causes deteriorated



CHAPTER 2. NETWORK MEASUREMENT 23

performance for other flows that share one or more portions of the same path.

Despite its disruption, the link saturation approach has been extensively used for

its reasonable accuracy in providing three metrics that are of interest to many ap-

plications: available bandwidth, jitter and packet loss rate. The most notable link

saturation tools are TTCP [45], nuTTCP [27], Iperf [338], Nettest [23], NetPerf [212],

NetSpec [213], lmbench [259] and UDPmon [192].

An alternative approach to link saturation is hop-by-hop characterisation using

ICMP/UDP messages. ICMP messages of varying TTL values are used to measure the

delay and loss rate of each hop along the path, while UDP datagrams of increasing

sizes are used to estimate the bandwidth. Pathchar [202] sends a series of packets

with a random payload size. By isolating the metrics of each hop, Pathchar is able

to determine the RTT and available bandwidth of each hop as well as drop rate at

each router along the path. For Pathchar to work, it assumes that a probe and its

corresponding reply go through the network with negligible queueing delays. Despite

being slow, Pathchar has been quite successful as it allows the detection of network

bottlenecks and their bandwidth. A number of other tools have been based on the

Pathchar technique. For example, pchar [248] uses a number of repetitions with

random packet sizes to get a more accurate measurement of path loss and queueing

characteristics. Clink [127] is another tool that uses the Pathchar technique but sends

more probes in order to improve accuracy when queueing delays cannot be ignored.

End-to-end IP capacity estimation is another area which has received consider-

able attention. Keshav [222] shows that such information, as well as bandwidth, can

be calculated using inter-packet arrival rate. This is called packet dispersion or packet-

pair dispersion. He states that one of the effects of network congestion is the extension

and contraction of the space between the acknowledgements for consecutive packets.

The dispersion of the packets sent at regular periods are analysed to derive a relation-

ship with bandwidth, and with capacity. Keshav’s groundbreaking work was based

on pairs of packets. However, more recent techniques tend to use a chain of packets,

known as trains, or probes over very short periods of time, known as chirps (suitable

for large networks).

Pipechar [19] is a tool that performs per-hop measurement in order to detect

bottlenecks in the network. It sends varied-sized packets to each router along the path

and uses the relationship between delay and packet size to compute the available

bandwidth and capacity of the whole path. However, Pipechar is not suitable for

very fast network paths where the Maximum Transmission Unit (MTU) of 1500 bytes
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results in small round trip delays which do not follow the employed relationship

between delay and packet size.

The Pathrate tool [126] calculates the available bandwidth of a path using the dis-

persion of packets in packet pairs and trains. SProbe [295] and CapProbe [216] work

in a similar way to measure end-to-end bandwidth. AsymProbe [103] is a CapProbe-

based tool that measures IP capacity in both directions of a path by analysing the

dispersion of packet-pairs. Other CapProbe-based tools include AdHocProbe [102],

which measures end-to-end capacity of wireless paths, and PBProbe [101], which is

used with high-speed paths. Nettimer [231] does hop-by-hop link characterisation

and bottleneck detection through utilising the ICMP/UDP messaging technique of

Pathchar and the packet dispersion one of Pathrate.

Pathload [206] estimates the range of available bandwidth based on the variation

in one-way delays of a periodic packet stream. It attempts to reduce the effect of

injecting so much traffic into the network by utilising only 10% or less of the available

bandwidth. abget [68] provides similar output using artificial TCP streams, requiring

no remote peer coordination.

pathChirp [291] uses chirp-trains instead of packet-pairs and packet-trains in or-

der to increase accuracy [290]. The chirps in a chirp-train are spaced at exponentially

decreasing periods which has proved to decrease the overall probing time on high-

speed paths [307]. The algorithm estimates available bandwidth by gauging the rate

at which a chirp congests the network.

Spruce [319] is another tool with statistically spaced probes. The 1500 byte packet-

pairs sent by Spruce are Poisson-distributed but might be altered for the probing

traffic throughput to meet the minimum of 5% of the path capacity. By measuring

the change in inter-packet delay, Spruce estimates the bottleneck load and uses it to

infer the available end-to-end bandwidth. However, it has been reported by Shriram

et al. that Spruce is not very accurate when measuring high-speed paths [307].

Just like Spruce, Initial Gap Increasing (IGI) uses packet-pair probing to estimate

the current bottleneck load [191]. However, IGI uses evenly-spaced packet-pairs.

Packet Transmission Rate (PTR), designed also by Hu and Steenkiste [191], shares

the same probing technique of IGI but directly calculates the amount of available

bandwidth. Other examples of tools employing the packet dispersion technique are:

Trains of Packet-Pairs (TOPP) [261] and bprobe/cprobe [94].

The reader is referred to [282] and [307] for further reading on the topic of

bandwidth estimation.
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2.4.3 Loss

Many of the aforementioned network measurement tools measure the magnitude of

packet loss as well as delay and bandwidth. This includes delay tools (e.g. Synack,

PingER, Pingroute), link saturating tools (e.g. Iperf, NetPerf) and ICMP-based tools

(e.g. Pathchar, pchar). There are, however, both active and passive tools that

concentrate mainly if not solely on measuring loss. We here review a selected few

of these.

Being an active tool, Badabing [312] sends probes to measure packet loss but,

in contrast with most active measurement tools, Badabing does so without using

Poisson-compliant traffic probes. This achieves higher accuracy with less disruption

to the network.

Benko and Verdes [79] introduced an algorithm to estimate packet loss rate based

on TCP sequence numbers observed passively by en route network devices. The

technique is particularly useful for network operators. The algorithm is, however, not

accurate for short-lived flows [141].

PcktLoss [163] is a system designed for applications that run on high-speed

network infrastructures. It calculates packet loss rate per flow by comparing the

packet statistics collected by passive network monitoring points in the infrastructure.

This approach obtains accurate results, but it assumes access to network metrics from

all edge routers and it does not address asymmetric routing.

2.4.4 Passive Measurement

Thus far we have mainly discussed active tools that measure the performance of the

network by disrupting it one way or another. Passive tools aim to avoid that. They can

be divided into two main categories: traffic analysis and packet collection tools.

Passive traffic analysis tools are ones that monitor traffic looking for certain events

or anomalies and trigger metric calculation accordingly. They are thus smarter, more

selective about what to monitor, and are more specialised in what they measure.

Examples include [243], [60], [207], [351], [365, 366] and [289] (along with Benko

and Verdes’s work described in the previous subsection) where TCP headers and

traces are used to infer metrics such as RTT, achieved throughput and packet loss.

Other examples include the TCP Sidecar and Passenger [305] technique where TCP

flows are used as a substitute for traceroute, and multiQ [221] where the packet-pair

technique is applied to TCP traces in order to estimate bottleneck bandwidth.
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Packet collection tools, commonly known as packet sniffers, record observed

traffic by copying packet headers. This can be later used to replay the traffic for

troubleshooting or load testing. They could also be used to calculate different

performance metrics, including but not limited to throughput, RTT, packet loss,

packet size, and port utilisation.

Packet sniffing can be performed using specialised hardware. However, software is

much more commonly used as it is a cheaper and more flexible alternative. Examples

of packet sniffing software packages include: tcpdump [204], libpcap [204], libtrace

[47], tcpflow [138], Pcapture [32], IPTraf [208] and SocketSniff [311]. These tools keep

logs of the sniffed (i.e. captured) packets and save them in what is referred to as ‘trace’

or ‘dump’ files. These dump files could then be compiled and analysed to closely

inspect the observed traffic.

Packet sniffing can produce huge amounts of data in short periods of time. Such

data would need to be filtered and perused in order to obtain useful statistics about

the traffic. A simple way to retrieve a human-readable synopsis about the captured

traffic is to feed a dump file to a summarising package such as tcptrace [270].

Another way to study the captured traffic is to graphically represent it and any

information that can be drawn from it. There are numerous tools that accept different

sorts of trace input to produce different visualisations and graphs. A lot of these

tools are also capable of sniffing traffic themselves. The most common of these

are Wireshark and its predecessor Ethereal [269] which are open source GUI-based

packet-sniffing packages that provide added statistical functionality. Other packages

include BSOD [48], the NetBoy suite [21], Ntop [124], and PingPlotter [33].

These tools, however, are developed primarily for the purpose of system ad-

ministration and network troubleshooting. More meticulous examination of the

characteristics of captured traffic could be achieved using generic statistical analysis

packages, such as R [286], that provide even more advanced statistical tools.

2.4.5 Control Monitoring

The Simple Network Management Protocol (SNMP) [96, 97] offers a standardised

method for remote access to information about routers, switches and other network

devices. SNMP uses an extensible data structure to represent this information, which

allows it to hold a wide range of metrics from running traffic statistics to room

temperature and humidity.
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Multi-Router Traffic Grapher (MRTG) [268] is an open-source package that collects

traffic statistics from routers and other SNMP networking devices and uses them to

plot graphs of traffic statistics and router performance. Similar efforts to visualise

flow-level performance and discover any abnormalities include CAIDA’s CoralReef

[225] and QoSient’s Audit Record Generation and Utilization System (Argus) [3].

The Realtime Traffic Flow Measurement (RTFM) architecture [87] was a standard-

isation effort to describe how a distributed set of SNMP devices could be employed

to monitor flows. NeTraMet [88, 22] is an open-source implementation of the RTFM

architecture.

The NetFlow protocol [6] was developed by Cisco to allow their routers to provide

detailed statistics on all handled traffic. Such information is very useful not just

for troubleshooting but also for accounting, traffic engineering, user profiling and

security analysis. NetFlow grew to become a de facto standard for control monitoring;

something that SNMP was originally designed to become but failed to do so because

of its various shortcomings and vulnerabilities. However, the protocol was for a long

time proprietary which induced similar efforts, such as sFlow [279] and J-Flow [7], to

emerge. Concurrently, several tools were developed to accumulate NetFlow statistics

for visualisation, analysis and publishing. These are called NetFlow collectors and

examples include flowd [140], NEye [25] and JNCA [17]. The export format of version

9 of NetFlow was later made available in [111], upon which the IP Flow Information

Export (IPFIX) Protocol [110, 285] open standard was based.

2.4.6 Closing Remarks

Finally, it is important to stress that this section does not serve as a comprehen-

sive study of network measurement tools. This area is vast and stretches in many

directions. For example, topology detection has not been discussed. Instead, this

section merely presents an overview of network measurement techniques and tools

that are of relevance to the topic of this thesis. For more information about network

measurement in general, the reader may refer to [104], [298] and [5].
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2.5 Discussion

IP networks are not designed to readily provide feedback about their performanceIII

despite the importance of network measurement. The plethora of network perfor-

mance measurement techniques has covered different aspects of this problem. Yet

these solutions have their drawbacks, some of which might not have been significant

in the past but are so in the grid context. This section comments on four main

shortcomings of these solutions: Intrusiveness, Reliability, Accuracy and Integration.

2.5.1 Intrusiveness

Various network measurement techniques probe the network to measure its metrics.

Pathchar, for instance, is an active-probing tool that finds out network characteristics

on a per-hop basis. Its variants, such as pchar and Clink, have an even more intrusive

attitude to attempt to increase the accuracy of the measurements they acquire.

Probing corners the network to accommodate artificial traffic next to the real

traffic. The network is also forced to treat both equally. This decreases the overall

delivered performance. Of equal importance, every intrusive measurement tech-

nique has its own, sometimes quite significant, drawbacks. For instance, many link

saturating techniques were not designed for high-speed networks and thus do not

send probes large enough to force TCP to finish its slow-start phase. If the probe sizes

are increased so that they would saturate the pipe, the overhead involved becomes

quite significant.

Packet dispersion techniques are far less intrusive than other active techniques,

but are limited in that they cannot distinguish between the metrics of the different

directions of the path. If the reverse direction is, say, congested then the technique

would conclude that the overall path is congested when it might not be so. Such an

outcome can mislead applications where most of the traffic is going in one direction

such as multimedia streams or bulk data transfers.

Finally, the accuracy of active network measurement techniques is sometimes

overestimated [186]. We shall revisit this in subsection 4.3.1.

IIIAlthough IPv6 headers provide an opportunity to develop such solutions (a good example is
presented in [278]), the still prevailing [217] IPv4 does not.
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2.5.2 Reliability

ICMP messaging techniques are unreliable as some network operators and system

administrators configure their routers and hosts to disregard ICMP messages, espe-

cially those received at times of congestion [290]. In such situations, tools such as

ping would give the false diagnosis that a remote host is unreachable.

Even if ICMP packets are allowed, they are more often than not treated differently

as compared to TCP and UDP traffic (e.g. they are rate-limited). This makes any

ICMP-based tool prone to giving incorrect metrics. For example, a congested router

will queue if not drop most ICMP messages in order to give priority to server TCP

and UDP flows. This would lead the loss rate calculated by ICMP-based tools to be

much higher than it would really be for a TCP flow for example. This fundamentally

affects the accuracy of ICMP-based tools. Take for instance Pathchar, on which many

ICMP techniques are based on. Its accuracy hangs on obtaining a pair of messages

(i.e. probe and error reply) that were hardly queued at all. This assumption is difficult

to verify let alone meet on many networks [283], especially WAN paths [127].

2.5.3 Accuracy

In application scenarios with a large number of varying hosts, it is sometimes not

feasible to measure all network traffic arriving at or leaving these hosts. Therefore,

the majority of measurement tools designed for large distributed systems rely on

projections to reduce the measurement overhead. This common technique is referred

to as network tomography [349, 98]. In the following, we explain the adversary effects

of tomographic tools on measurement accuracy.

There are two main forms of network tomography. Global inference uses mea-

surements collected for paths between a subset of nodes to estimate metrics of paths

between other edges of the network. Fragmental inference obtains traffic statistics

about portions of paths from routers and other networking devices, and uses them to

project end-to-end performance.

In either case, tomography produces questionable accuracy levels. In the case

of global inference, this is because some of the measurements are real ones obtained

directly from applying network measurement tools while others are estimations. Such

estimations are of varying degrees of error due to the differences in correlation to

the real measurements. In the case of fragmental inference, the control monitoring
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information provided by routers and other network devices (usually via SNMPIV) is

rather limited in different ways. First, this information describes aggregate traffic

traversing the particular networking device. This might be useful to administrators

and network operators but is of little use to individual applications. Second, the

properties of different portions of the path do not necessarily provide an accurate

description of the overall path. Hence, this information only provides poor estimates

of the end-to-end path performance. Furthermore, the quality of the core does not

necessarily reflect that of the access network and vice versa [118].

Thus, tomography forsakes accuracy in order to control measurement overhead

which in turn allows measurement systems to scale.

2.5.4 Integration

The majority of the measurement tools presented in this section are bespoke, ex-

pected to be triggered manually, and produce metrics in a format that is only to be

consumed in a certain manner. These properties make these tools suitable for use in

isolated situations to test connections of interest.

As long as the output of such tools is comprehensible by users, such employment

is acceptable for generic Internet applications. The reason behind this is that in the

traditional architecture of Internet applications, mostly designed around the client-

server model or a variation thereof, the destination can only be one remote host.

Hence, measurement is intrinsically a reactive and isolated activity.

However, such employment requires a high level of attention and cannot be scaled

to be used by a large number of hosts. In heterogeneous distributed systems, there

is usually more than one host that can provide a resource or service. It is thus

important for acquiring network measurements using scalable, automated means. It

thus becomes important not just to reduce measurement overhead but also to ensure

that measurement output can be integrated with other system components in order

to use feedback from the network to adapt applications in run-time.

2.6 Summary

This chapter has demonstrated that there are plenty of mechanisms to measure and

estimate different network metrics. Each of these mechanisms introduces some

IVThe use of SNMP itself is plagued by different security vulnerabilities [314] and performance
shortcomings [113, 251].
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network, processing or hardware overhead. Usually, it is a combination of these in

different ratios.

Due to their intrusiveness, active techniques are conventionally used only occa-

sionally to diagnose network paths that are not performing as expected. On the other

hand, passive techniques are conventionally used as a long-term solution to build a

history of network performance. However, some passive measurement techniques

retrieve metrics of limited accuracy. ICMP-based techniques are simple to use and

universally implemented. However, they are commonly unreliable and inaccurate.



C
H

A
P

T
E

R

3
Distributed Resource Management

T
HIS chapter discusses the topic of distributed resource management. It provides

a literature review of this field and reviews related work in the context of grids.

First, section 3.1 outlines resource management in pre-grid distributed systems.

These systems were largely homogeneous and tightly connected, and hence had

different challenges than those of grids. Nevertheless, current distributed systems

such as grids and clouds have distinct roots in the progress made to develop early

distributed systems. By highlighting these roots, we aim to help the reader gain a

better understanding of the state of the art and thereupon its shortcomings. Then,

section 3.2 discusses resource supervision, one of the main functions that enable

resource management. This function entails discovering resources, finding their

capabilities and monitoring them. Particular attention is paid to the application of

resource supervision in grid systems, reviewing major standardisation efforts and an

array of proposed solutions in this area.

3.1 Resource Management in Distributed Systems

The story from the very first to the latest distributed computing paradigm is mile-

stoned by a series of abstraction levels. We regard it as pertinent to shed some

light on this story. The objective here is not to offer a conclusive survey of resource

management in early distributed systems. Instead, it is to provide a foundation for

some of the work which will be introduced later in the chapter.

The rest of the section is organised as follows: section 3.1.1 gives a short back-

32
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ground on the origins of distributed systems; section 3.1.2 outlines the prominent

and relevant technologies in the field of resource management in homogeneous dis-

tributed systems; and section 3.1.3 presents the difficulties associated with resource

management in heterogeneous distributed systems.

3.1.1 The Origins of Distributed Systems

Definition

In uniprocessor systems, resource management is a primary responsibility of the

OS. Resource management became more complicated with the introduction of dis-

tributed systems. A distributed system, in its broadest definition, is one that comprises

of more than one computer with the goal of reaching a level of performance and/or

providing a service that is quite difficult or infeasible to do on a single computer. The

catch is, as in the case of uniprocessor systems, a distributed system needs to operate

in such a way that the interaction between its different components is transparent to

its users.

Emergence

The revolutionising introduction of distributed systems came about because of two

technological advances [117]. The first was the introduction of Very-Large-Scale Inte-

gration (VLSI) chip design which produced processors that were supremely powerful

yet extremely cheap compared to their predecessors. These new processors, known

as microprocessors, also required much less space and maintenance. This meant that

computers became much more affordable and accessible to many more people than

ever before. It also meant that they could be used for more demanding applications.

The VLSI revolution eventually invalidated Grosch’s LawI, starting a still-ongoing race

to design high-performance multiprocessor systems.

The second advance was the development of high-speed networks. The intercon-

nection of computers, near and distant, opened the gates for an enormous number

of new applications. The opportunities created by this advance are still increasing to

this day as more and more technologies are developed to capitalise on connecting

computer systems of different capabilities and assets.

IGrosch’s Law [177] states that the clock speed ratio of two computers is proportional to the square
of their costs. The law was invalidated because it became possible to get more performance from a
computer made up of a collection of less powerful processors than from a computer with one very
powerful processor of the same (collective) cost.
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These two technological advancements marked the dawn of a new era in comput-

ing where the von Neumann architecture was no longer sacred and where geograph-

ical locations are rather irrelevant. This was the birthdate of distributed computing.

Architectures

The increasing demand for computing power and software sophistication accelerated

the growth and procreation of distributed architectures. These architectures can be

classified into three main configurations:

• A parallel system is a computer that hosts more than one processing element

(PE) in order to reduce execution time, increase the number of concurrent tasks,

or gain more performance per cost.

• Cluster systems, or clusters, share the same goals as parallel systems but they

comprise of a number of stand-alone computers. Clusters offer less parallelism

but a higher degree of PE independence which provides support for more

scalability and functional breadth.

• A group of largely or completely independent computers that aim to share

resources through a common application.

The first two architectures are both made up of resources that are largely similar

if not identical, reside in close proximity and are hence highly connected, and are

managed by a single entity. They are referred to as homogeneous distributed systems

and are discussed in subsection 3.1.2. Systems of the third architecture will be referred

to as heterogeneous distributed systems and are discussed in subsection 3.1.3.

3.1.2 Homogeneous Distributed Systems

Challenges

The three main challenges faced by homogeneous distributed systems are as follows:

• PE management : What is a PE? Is it just a processor? Does it have any dedicated

memory? How should individual PEs operate? Do all PEs execute the same

instruction in parallel or should there be more autonomy? If memory (or any

similar resource for that matter) is shared, how should access to that resource

be regulated? If memory is not shared, what alternative mechanism should be

implemented to coordinate between different PEs?
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• Task management : How to break down tasks into sub-tasks that can be executed

on separate PEs? How to ensure that division into sub-tasks would not compro-

mise correct execution? Is there a need for sub-task communication, and if so

how is it accomplished? How to avoid, detect and resolve execution failures?

How to manage task queues in order to optimise execution?

• Transparency: The system should provide an interface through which users

perceive and interact with it. It should allow users to employ available com-

putational capabilities without worrying about the two previous issues.

Notice the lack of any network-related challenges or concerns. To such tightly-

coupled systems, the network is merely a facility to be used, pretty much like a

processor bus. From this perspective, the network is not a resource of unpredictable

performance; it is not a system component that needs to be opened for inspection

to ensure optimal operation; it is not a wild card. Hence, no special arrangements

are needed to manage the network in homogeneous distributed systems. All that is

required in such environments is some sort of interface between the network and

other system components to translate and to regulate access.

Classification

Homogeneous distributed systems are classified based on the number of indepen-

dent computers they contain and the number of administrative domains they span,

as outlined by Table 3.1. Note that it is an intrinsic feature of any distributed system

to behave as one computer. This notion is distinct from the number of self-sufficient

computers that the system comprises of.

Computers
Single Multiple

Domains
Single Parallel Cluster

Multiple n/a Meta

Table 3.1: Classification of Distributed Systems

Parallel Systems Figure 3.1 depicts a typical parallel computer setup. There are

a number of vital architectural decisions to be made when designing a parallel

computer [62]. These are mainly related to the challenge of PE management as

already described. What is of interest here, however, is how to undertake the challenge

of task management.
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PE

PE

PE

PE

Figure 3.1: An Example of a Parallel Architecture

Division of tasks needs to be done in such a way that ensures that program

correctness is not jeopardised and that the load across PEs is as balanced as possible

in order to minimise idle time. This task is a demanding one so the associated

overhead also needs to be kept to a minimum in order to maximise performance gain.

There are two approaches to assigning sub-tasks across PEs [119]. The first is static

allocation where deterministic algorithms fed with certain task parameters are used

to determine sub-tasks and assign them before run-time. Once done, the assignments

do not change. Therefore, very little overhead is required to allocate resources and

balance load. However, this approach is only successful if contention during the

expected execution time is remarkably foreseeable. Dynamic allocation, on the other

hand, reacts during run-time to imbalanced load (due to task termination, new task

submission, PE failure, etc.). This obviously involves more overhead but is most

efficient in achieving good resource allocation where contention or other system

environment variables are unknown or unpredictable. The more variables there

are in the system, the more unpredictable it becomes and consequently the more

appropriate it is to use dynamic resource allocation.

Cluster Systems The evolution of parallel architectures paired with the continuing ex-

ponential growth in processor speed gave rise to extremely powerful parallel comput-

ers known as supercomputers. Supercomputers rapidly developed to break the Giga-

FLOPS (FLoating point Operations Per Second) limit by the mid-1980s. However,

they were extremely expensive and hence their use was limited to special-purpose,

computer-intensive applications in business, science and the military.

However, the advance in processor technology also helped in the proliferation

of workstations and personal computers. Soon enough there was a large number

of desktop computers in almost every business, university or government institute.

It eventually became possible to use network connectivity to harness underutilised
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computational power. This was the concept of cluster computing, which was intended

to be the cost-effective response to supercomputing. Clusters typically consisted of

commodity hardware running a free OS (Linux), connected using high-speed LAN

connections (Ethernet). The only missing element in this recipe was a distributed

programming environment. Thanks to parallel computing, there was already a great

deal of work done in this regard.

Resource management in cluster systems is of two main organisational schemes

[329]. The first is hierarchical organisation in which a group of alike computers,

called workers, are centrally managed and controlled by one computer, called the

master. The master deals with all issues regarding resource allocation and provides

an interface to submit jobs and retrieve output. In such a setup, illustrated by Figure

3.2, the master is much more advanced than the workers are in that it has all the

mechanisms to manage, monitor and control. The workers, on the other hand, do not

need much more than an OS. Systems that implement such an organisational scheme

include batch queuing systems where the workers are dedicated for job execution (e.g.

Beowulf [315]) and cycle scavengers where workers are undedicated machines (e.g.

Condor [240] and Nimrod [52]).

PEPE

PEPE

Master PE

PE

Figure 3.2: An Example of a Cluster Arranged Hierarchically

The second configuration is called symmetric organisation and is depicted in

Figure 3.3. Here, all nodes are identical and each implements mechanisms not just to

execute but also to manage jobs, monitor execution and provide a user interface. This

collection of mechanisms is referred to as a distributed operating system [327]. To a

program, a symmetric cluster appears as just one node. The transparency associated

with such a setup facilitates easier process migration even during run-time. Examples

of distributed OSs include Amoeba [328], Legion [176] and MOSIX [73].
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PEPE

PEPE

PE

PE

Figure 3.3: An Example of a Cluster Arranged Symmetrically

3.1.3 Heterogeneous Distributed Systems

Definition

Heterogeneous distributed systems, or meta computer systems as presented in Table

3.1, are ones that are made up of asymmetric resources across more than one

domain. As such, few assumptions could be made about hardware, OS, policies, etc.

Figure 3.4 offers an example of such system, where domain boundary, resource and

platform variation are arbitrated to illustrate some of the sources of difficulty in such

systems. Examples of heterogeneous distributed systems include grids and peer-to-

peer systems.

Figure 3.4: An Example of a Heterogeneous Distributed System

Middleware

In order to allow applications to run on top of such a system, there needs to be a

means of overcoming its intrinsic heterogeneity. This requires facilitation of inter-

domain coordination and resource sharing, something that is both the principal

motive and the great challenge of such systems.
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The heterogeneity in such systems is countered by introducing a constant across

it. This constant enables different system elements to interact and work together.

This constant is a software platform called the middleware which offers mechanisms

to unify intercommunications, describe and manage resources, and handle security

among other issues.

Challenges

Such systems are faced with the same challenges as their homogeneous counterparts,

only these challenges are complicated further by the added heterogeneity as already

discussed. There is, however, an added obstacle that was absent from homogeneous

distributed environments.

Cluster computing stretched the parallelism paradigm beyond the boundaries

of one computer to span across a collection of independent computers. This is

illustrated by comparing Figures 3.2 and 3.3 to Figure 3.1. Compared to parallel

systems, clusters are loosely-coupled systems where the PE is less of an atomic

hardware resource. Though, PEs in a cluster still reside in one administrative domain.

Similarly, grids introduce another expansion by allowing distributed systems to

transcend administrative boundaries. This further increases constituent autonomy

and reduces coupling. The grid paradigm, thus, provides geographical emancipation.

However, in order to do this, grids incorporate an additional element: wide-area

networks.

The network is ever-present as an element in any distributed system. However,

in the case of heterogeneous distributed systems such as grids, the network is no

longer strictly controllable. The habitat of grid systems is commonly public best-

effort networks of non-deterministic nature. Due to this nature and to its vitality

in forging grid computing, the network could either be a great enabler or a stifling

obstacle.

Therefore, the network in heterogeneous distributed systems can no longer be

taken for granted but instead needs to be appreciated as a system resource and

managed accordingly.

3.2 Resource Supervision in Grids

Grids are heterogeneous distributed systems that are made up of resources that are

constitutionally, physically and administratively afar from each other. Additional
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mechanisms are needed to accomplish resource supervision in grid environments.

This section reviews different solutions that have been put forward in this regard.

First, however, more commentary is provided about the function of resource

supervision in grids. This is necessary given that this thesis aims to enrich this

function as a means of improving scheduling.

3.2.1 Challenges of Resource Supervision in Grids

Discovering and monitoring resources around the grid is much more difficult than

doing so in parallel and cluster computing environments. The two main factors that

distinguish the resource pool in grids from that in other distributed systems are:

• Grid resources are shared between all nodes and so contention can cause

availability to vary significantly.

• The distributed nature of grid resources means that they are owned and admin-

istered locally by independent organisations with their own distinct policies.

Both these factors are true by the very definition of a grid. There is nothing

that can nor should be done to change them. These factors (along with premature

job termination, unexpected resource failure, maintenance, etc.) make resource

availability in grids very dynamic.

There have been several approaches to solving the problem of resource supervi-

sion in grids. The most trivial one (that, surprisingly, seems to be popular in some

grids) is to give the user the option as to where to run his/her job. This approach might

be suitable if the user had adequate knowledge of the resource pool members and

their capabilities, which is fairly presumptuous. Another approach is to rely on pre-

defined tables of grid nodes and their local resources. This is comparable to the static

allocation method used by early parallel systems, as discussed in subsection 3.1.2.

The information provided with such an approach is more often than not outdated

and in many cases quite limited. Hence, it is completely inadequate considering the

dynamic nature of grids.

The alternative is to have an active mechanism for discovering and monitoring

resources. Such mechanisms are referred to as Grid Information Systems (GISs). A GIS

is typically part and parcel of the resource management element of the middleware.

However, due to the insufficient support provided by many of such integrated GISs,

supplementary GISs have been proposed in the literature and are commonly used.
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These augmented solutions interact with the middleware to complement its resource

management functionality.

3.2.2 Standards

Monitoring grid systems is not fundamentally different than monitoring any other

computer system. However, there is more need to share such information in grids

than any other system due to their dynamic, transient and multipartite nature.

Despite this, there does not exist a standard to represent grid metrics nor to

assemble grid monitoring systems. Instead, there have been a number of efforts

put forward as recommendations. This subsection presents the most prominent of

these. The GMA is first presented as the model most widely recognised for designing

GISs. This is followed by an outline of the main schemas proposed to represent grid

resource properties.

Architectural Model

In 2002, the Open Grid Forum (OGF) released an open architecture as a recom-

mendation for defining GISs called the Grid Monitoring Architecture (GMA) [333].

The GMA is composed of 3 main entities: producers, consumers, and a directory

service. Producers are elements of the system that produce measurements of resource

capability and availability. Consumers receive the monitoring data from producers.

The directory service allows consumers and producers to find each other. Interactions

between the different GMA elements are event-based and could be one of three types:

Publish/Subscribe, Query/Response, or Notification.

The GMA has been adopted by several GISs. Its decentralised design allows a GIS

to be implemented in a truly distributed fashion, suiting the distributed nature of

grids. This is facilitated by the presence of a directory service that aids consumers

in finding publishers, detaching the act of discovering monitoring information from

that of acquiring it. This separation is, however, a cause for concern. One potential

problem is the overlap of monitoring responsibilities resulting in data discrepancy.

Another is that of consumption scalability as the number of producers grow.

Schema

The Grid Laboratory Uniform Environment (GLUE) Schema [174] provides a collec-

tion of objects with attributes to model grid resource capabilities, job requirements
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and the relationships between different objects. GLUE originally emerged out of the

DataTAG project [8] and was later developed under the umbrella of GLUE-WG [228],

an OGF working group.

The schema was introduced to provide a framework-independent interoperability

bridge between different grids. For example, grid infrastructures in North America

typically use different technologies (middleware, GISs, etc.) than their European

counterparts. Moreover, particle physics grids are commonly separate from those

used for other e-science applications (such as meteorology, chemistry, etc.).

Despite its exhaustive model to meticulously describe computational grid re-

sources, GLUE fails to describe network resources. This is a recurring deficiency in

grid monitoring technologies, which is in itself a clear symptom of a lack of interest in

network management within grid environments.

The OGF’s Network Measurements Working Group (NM-WG) [24] developed an

XML schema [324] for the representation of different network metrics. This provides

a uniform way of describing and exchanging network measurements obtained using

different tools and mechanisms. The NM-WG does not dictate any particular method

of obtaining the measurements.

The Grid Scheduling Architecture Research Group (GSA-RG) is part of the OGF and

is responsible for defining an architecture to support interaction between different

schedulers in “an OGF-complaint ecosystem” [14]. The definition is set to support

different grid resources including “network, software, data, storage and processing

units” [361].

Several other schemas were proposed to address the representation and commu-

nication of grid resource properties. Beside NM-WG, other OGF groups proposed

DAMED [180] for describing resource-related events, JSIM [318] which is an object-

oriented CIMII-based model, and [317] which provides examples on how to model

resources in an OGSA environment. Efforts from outside the OGF include the

NorduGrid Information System [227] which extends the LDAP schema used by Globus

MDS (which will be prsented shortly).

3.2.3 Tools

Over the past 10 years or so, there has been a significant interest in monitoring grid

systems. This is a natural phenomenon as already discussed (see 2.1). The focus is

IIThe Common Information Model (CIM) is a schema for representing management information in
distributed systems [152].
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slightly different for each solution, but the common aim is to measure or estimate

the performance of different resources in the grid. This subsection first presents MDS

due to its status as the de facto GIS and its wide use. The subsection then presents (in

chronological order) and comments on some GISs, focusing on ones that are widely

used or that monitor network resources.

MDS

GT’s Monitoring and Discovery SystemIII (MDS) is a GMA-compliant GIS that pro-

vides access to information about resources and services in the grid using standard

interfaces.

MDS2 [120], the information service of the Globus Toolkit version 2 (GT2), had an

LDAPIV-based client-server architecture. It defined two main roles, i.e. components,

that work together using the two following protocols:

• Grid Information Protocol (GRIP) provides access to (i.e. enquiring about) infor-

mation in aggregate directories and also discovery (looking up) of information

providers. GRIP is LDAP-based, MDS2 employing OpenLDAP [30].

• Grid Resource Registration Protocol (GRRP) is used by grid entities to push

notifications about their presence to other grid entities. GRRP uses soft-state

to deal with remote resource faults.

The two roles MDS defines are:

• Grid Resource Information Service (GRIS) is a VO-neutral, generic (but config-

urable) information provider component. It notifies other components of the

information it provides using a soft-state registration process. An information

provider can use GRRP to notify an aggregate directory of its availability.

• Grid Index Information Service (GIIS) is an aggregate directory component that

allows consumers to retrieve information from an information provider. GIIS

maintains information about grid entities (typically of a single VO) and keeps

an index of registered information providers. GRRP messages are used to gather

information from GRIS servers and to invite GRIS servers to be registered with a

GIIS.
IIIOriginally called the Metacomputing Directory Service [147].
IVBuilt around the basics of the X.500 DAP protocol, the Lightweight Directory Access Protocol

(LDAP) is a protocol for accessing directory services, i.e. one that facilitates maintaining a collection of
similar objects. It is typically used for access control and authentication. It defines a model to represent
the stored information, and to describe how it is to be organised and referenced.
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GRIS providers are created by users to collect information about other grid nodes

and publish the information into MDS. First, the user would have to define a schema

for representing the information in the Directory Information Tree (DIT). Then, a

program needs to be written to gather the information returning them as LDAP Data

Interchange Format (LDIF) objects. Finally, the program needs to be activated by

adding it to the appropriate list of active GRIS providers.

Like MDS2, MDS3 has a decentralised hierarchical architecture. However, MDS3

(as with the rest of GT3) is service-oriented, being based on OGSA standards. In effect,

all resources are described as grid services that register to another grid service called

the Index Service. The Index Service is composed of the provider and aggregator

components. Every Index Service keeps information about a set of grid services

(usually the ones in its VO) and provides an interface that can be used for querying. A

VO can have one or more Index Services. This is described in the VO’s Index Service.

The following version of the Globus Toolkit, GT4, underwent a major transfor-

mation by implementing the WSRF standard. This has given GT4 wide adoption

compared to its predecessors. MDS4 introduces a number of information services.

The Index Service is used to aggregate and publish resource monitoring information,

the Trigger Service is used to generate notifications for certain events, and the Archive

Service is used to create data archives about grid resources allowing users to query

those archives.

MDS has been deprecated in the latest major release of GTV due to limited

adoption mostly for cataloging instead of monitoring purposes [343].

ReMoS

ReMoS [125] is a query-triggered interface that returns information about the current

state of the network (either the whole topology or a predefined portion of it) in

a network-independent format. An application could query about the bandwidth

and delay associated with each flow. Moreover, ReMoS supports queries regarding

multiple simultaneous flows and will take any shared resources into account.

Callbacks can be used by the interface to inform the application when network

performance reaches certain thresholds. This relieves the application from polling.

ReMoS uses flows as opposed to physical inter-node connections, making the inter-

face network-independent and portable.

VMDS is replaced by Integrated Information Services (IIS) in GT version 5.
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The ReMoS implementation provides status information and predictions of band-

width and topology. This is carried out by collecting information from routers and

other networking devices using SNMP. Future usage of network resources is estimated

using any resource reservations as a guide.

Although the manner in which applications invoke ReMoS is beneficial, there are

several serious problems with its implementation. First, ReMoS relies almost entirely

on SNMP information. Not all layer 2 devices support SNMP. Moreover, some net-

works (such as Ethernet and other contention-based networks) do not easily provide

utilisation information. The authors suggest setting up dedicated nodes that monitor

and report traffic load information using promiscuous mode, or in other words

tomography. This solution is of limited scalability, and added overhead. Second,

deducing network scope based on user queries and SNMP topology information can

be inaccurate and exhaustive. Third, monitoring network delays is not carried out by

default in most networks. The solution proposed by the authors is to use application-

level measurements, introducing an artificial overhead to the network. Fourth, the

prediction technique is unsuitable in grid settings as not all grid applications specify

their future utilisation using resource reservations. In fact, requirements of most grid

applications can only be defined accurately during runtime.

Subhlok et al.

In [320], Subhlok, Lieu and Lowekamp present a means of selecting the best nodes to

use for a task based on a number of parameters such as the available path bandwidths

and the CPU load on the nodes. Requirements are defined using an interface,

while the ReMoS interface is used to provide levels of abstraction in order to obtain

information about the topology and the current state of the network.

The approach is simple and not computationally-intensive. The scheme allows

the setting of minimum global requirements, and supports unidirectional as well as

bidirectional paths. However, it relies on a number of assumptions, one of which

is that there is only one path between any two nodes in the network. Although

static routing does yield a single path between any pair of nodes, contention and link

failures can cause the network topology to change over short periods of time. The

system also treats all nodes equally which would not be useful for applications where

distinction between nodes according to their capabilities is necessary. Also, defined

application requirements can not be changed during execution time.
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The selection process of the proposed system is based only on CPU load and

available bandwidth. It does not consider other network performance metrics such

as latency or jitter, nor end host properties such as available memory or disk storage.

Furthermore, the system does not handle more than one flow per application.

The authors state that the problem of optimal node selection would not exist if

end hosts employ explicit resource reservation. Indeed, CPU and similar resources

can be reserved on remote nodes. However, the performance of the network path to

those nodes can not be as easily guaranteed. For example, if the path to a remote node

is currently suffering from severe congestion, it might be better for the application to

consider other remote nodes even if the guarantees of resource availability on those

nodes are weaker. In light of such unpredictable network performance, the node

selection problem is still of importance.

gloperf

GT was first proposed as a toolkit that can “respond to dynamic behaviours in the

underlying metacomputing environment” [154], although no implementation for

monitoring network changes had been suggested at the time. Eventually, a hierarchi-

cal tomography-based tool that keeps bandwidth and latency measurements, called

gloperf, was proposed [235].

The gloperf tool addresses scalability issues over populated environments by re-

ducing measurement frequency and by using a hierarchical host-pair representation.

The gloperf daemons, gloperfd, are arranged in a hierarchical fashion and are by

default members of a local group. Only one of the members of each group is promoted

by the administrator to be a member of the global group. The set up of the arbitrary

hierarchy is simple, but requires some configuration from the administrator of each

local group.

A gloperfd instance is started on each node running GT. The daemon registers

itself by creating an object into MDS. Once the daemon has joined a group, it will

start periodic bandwidth and latency tests to a random set of its peers (i.e. members

of the same group). The tests are unidirectional, end-to-end, based on netperf, and

include the overhead of standard TCP/IP.

The service is made easy to discover and access by storing gloperf information in

MDS. The measurements by any node are independent of all other measurements

as the results are stored under different objects in MDS. The gloperf approach is
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simple and decentralised. Moreover, its hierarchical group membership ensures

decreased measurement overhead as opposed to that obtained if all daemons were

global (i.e. O(n2)). However, network paths that stretch outside the local group

require aggregation of local measurements which might affect the accuracy of the

overall measurement.

By randomly picking the nodes to which the path metrics should be measured,

the probability of all paths being measured at least once decreases as more nodes join

the local group and as the inter-measurement interval becomes longer. Furthermore,

TCP might not get out of its slow-start phase if the measurement period is not large

enough. gloperf does not implement any prediction mechanism.

gloperf was only adopted for a short period and was soon replaced by the Network

Weather Service [342].

NWS

The Network Weather Service (NWS) is a distributed tomographic system that pro-

vides network and computational performance measurements and forecasts through

periodic active probing [359]. These measurements and forecasts aid troubleshooting

and enable schedulers to adapt seamlessly to the dynamics of a grid environment.

The network measurements in NWS are carried out by a hierarchical group of

sensors, i.e. registered end-hosts that actively probe the network on a periodic

basis to measure its performance. Sensors also measure local memory and CPU

usage. Timestamped measurements are pushed to a shared memory which can be

queried by other end-hosts for measurements and predictions in order to monitor

utilisation levels and to guide application-level schedulers. These predictions are

provided by a number of forecasting functions that access the shared memory to

process the data and obtain short-term performance predictions. New performance

metrics are compared to the forecasts provided by each function in order to evaluate

the accuracy of each function. The NWS adaptive forecaster then relies on these

calculated accuracies to minimise overall forecasting error.

Despite the NWS’s advanced forecasting mechanisms, it relies on a tomographic

measurement architecture that employs active probes. This yields in estimations of

domain-to-domain measurements at the cost of high network overhead.
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AMP

The AMP project introduced in section 2.4.1 is designed for analysing the network side

of high-performance computing. AMP measures different types of metrics between

HPC nodes and from core routers. It employs SNMP, sniffing and probing, as well as

BGP information retrieval. All gathered information is stored centrally to be analysed.

The results of the analyses are then distributed to the HPC community [258, 41].

As AMP focuses on the network performance between HPC sites, monitoring is

only done at major nodes. This does not present enough information for or about

nodes that are not classed as major. In addition, central storage of measurements

forms a single point of failure.

Vazhkudai at al.

Vazhkudai at al. [350] amended the GridFTP implementation to log information

about all transferred files. From these logs, the amount of achieved throughput can be

easily deduced and utilised to predict future performance using three different math-

ematical procedures. This technique has a number of important advantages; It is

completely passive and hence has no network overhead in the form of measurement

probes. In addition, it avoids possible inaccuracies in performance measurement

associated with active probes. Furthermore, it is also deployable on a single node

as no peer coordination is required.

Measurements are published via MDS2. The advantage of this is that it allows

nodes to benefit from the measurements collected from other nodes in their direct

vicinity (a very conservative tomographic approach). This publishing scheme, how-

ever, exposes the GIS to the shortcomings of the GMA-based MDS model.

Gunter et al.

This work [181, 236] is concerned with pinpointing performance bottlenecks, whether

it is in the application itself, the OS, the device drivers, the network interface cards,

or the network infrastructure. The approach is to log all events to an SQL database.

Bottlenecks can then be identified by comparing recent logs with old ones.

The GMA-compliant approach is broad enough to facilitate the identification

of any bottlenecks in the system. However, the introduction of logging elements

(i.e. event consumers, buffers, archive feeders, and archives) for each event type on

every single node in the grid is a demanding task that produces excessive disk and
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processing overheads. Such overheads are deemed acceptable by this system in order

to achieve very high levels of reliability.

Wren

In [243], Lowekamp proposes an architecture for monitoring grids using a hybrid

technique, i.e. one which uses both active and passive measurements. The study

was done for the Watching Resources from the Edge of the Network (Wren) project

[49] and it aims to transparently provide measurements of network performance at

reduced intrusiveness and complexity.

While grid applications are actively using the network, the packet-pairs technique

is passively applied to the ongoing traffic. When the created traffic is too low to use

for obtaining measurements using passive monitoring, active probing is employed

using the topology-based steering technique. Here, physical topology of the network

is retrieved in a similar way to ReMoS, along with information about path capacities

and utilisation. From the topology, potential bottlenecks are recognised as network

connections that were highly utilised, even if for a portion of the time. These are

then probed from the least utilised node in the subnetwork in order to obtain full

performance metrics.

The topology is also used to deduce whether measurements can be ported from

one pair of nodes to another. If the topology indicates that the network is created by

a number of subnetworks then the measurement between one node in subnetwork A

and another in subnetwork B can be used as an estimate for all pairs between these

two subnetworks.

The use of both active and passive techniques, according to the current utilisation

of the network path, achieves accuracy and non-intrusiveness, respectively. Along

with portability of measurements, this mechanism also improves the scalability of

the solution. However, active probing of overutilised links increases the possibility

of them being definite bottlenecks over the period of the test and probably also

afterwards. Moreover, the proposed solution relies on utilisation measurements

received via SNMP which are by default reported on five minutes intervals. Such low

resolution does not help in identification of acute spikes in utilisation levels.
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eTOP

The Asia-Pacific Advanced Network (APAN) [2] consortium has proposed a tomo-

graphic measurement infrastructure called eTOP [237]. eTOP uses different active

measurement techniques (such as ping and iperf) triggered from Active Measurement

Points to obtain metrics like RTT, loss rate, available bandwidth and jitter. The

collected information is used to populate a database, which is then used to extract

and display data about any end-to-end path. However, the system is targeted towards

human users only.

eTOP’s architecture is quite similar to that of GMA and MDS: the role of the

Active Measurement Points is quite similar to that of GRIS in the MDS design.

However, publishing in eTOP is carried out in a more centralised fashion via the

relational database. This shift away from the GMA model significantly improves the

performance of information retrieval compared to GT MDS [63]. Nevertheless, there

are a number of drawbacks with the eTOP design. It is not clear how many Active

Measurement Points are required in order to achieve an acceptable level of accuracy.

Moreover, the measurements are kept in a central database which becomes a single

point of failure and also limits the number of queries that can be handled at once.

R-GMA

Relational Grid Monitoring Architecture (R-GMA) [112] has been proposed by the

DataGrid project [166] as a better implementation of GMA. It defines a language

and protocol to be used for queries and other interactions. It also offers a better

hierarchy which allows it to appear to users as a centralised system. This, compared to

strict GMA implementations such as MDS, maintains the scalability associated with

a decentralised architecture and improves performance through a better information

retrieval model [372]. However, R-GMA still relies on republishing which requires a

high maintenance overhead to avoid data discrepancy. With GMA, this overhead is

paid by the user of the system (i.e. the scheduler) while with R-GMA the cost is shifted

from being external to internal through periodic synchronising messages.

Shavitt et al.

The system proposed in [304] is another tomographic solution that relies on a set of

tracer nodes that are distributed within the network. Tracers measure the distances

between themselves using ping. The paths between the tracers are then divided into
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non-overlapping segments using topology information obtained by traceroute. The

distance of each segment is identified as a separate variable and a set of simultaneous

equations is formed by creating an equation for the measurements obtained for the

route between the different tracer pairs. The equations are then solved to find out the

distance of each individual segment. Using this, the system can estimate the distance

between any two given nodes by finding out the segments involved. The algorithm

is simple, inducing a small computational overhead. The network overhead scales

well with the increase in number of nodes as not all paths are measured; only those

between tracer nodes.

The main problem with this technique is the lack of self-organisation when

it clearly is required for correct operation. The tracer nodes have to be in “key

locations”; tracers have to be picked to be well-distributed throughout the network

so that they discover as many non-tracer nodes as possible. Such an approach is

not very fault-tolerant: the failure of one or a few of these tracer nodes will reduce

the number of simultaneous equations and hence less segment distances would be

calculable. Moreover, picking tracers is not an automated process. Within changing

networks, tracers might fall out of their optimal positions affecting the correctness

of the mechanism. Furthermore, tomographic techniques are of limited accuracy.

Finally, the mechanism is based on ICMP messaging which is in many cases disabled

or treated differently.

NGO

The Network-based Grid Optimizer (NGO) [143] was proposed as a “building block”

that addresses the need for compound performance metrics. These compound met-

rics are calculated using fundamental network metrics, such as available bandwidth,

provided by MDS2. These compound metrics are formulated using a range of cost

functions for different optimisation scenarios, and are made available to any other

grid element (e.g. middleware, scheduler, etc.). However, to our knowledge, the NGO

building block was never tested. Also, it is unclear if NGO is to be deployed as a grid-

wide or domain-based service.

perfSONAR

perfSONAR (Performance focused Service Oriented Network Monitoring Architec-

ture) [183, 336] is a service-oriented monitoring framework to facilitate interoperabil-
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ity across different networks. The architecture of perfSONAR consists of three layers.

The Measurement Point (MP) layer is the lowest and is responsible for providing the

measurements using active or passive mechanisms. Every domain specifies its own

set of MPs, each of which is responsible for measuring a different network metric.

The next layer is the Service Layer. It provides an abstraction level above the

measurement collection, and allows domains to exchange measurement data and

information. The highest layer is the User Interface Layer which consists of a number

of visualisation tools. More than one tool is provided to display the measurements in

different ways to serve the purposes of different user groups, e.g. Customer Network

Management, Network Monitor, VisualperfSONAR and perfSONARUI.

Yousaf and Welzl

The system proposed in [363] is a hybrid one which makes use of both passive and

active measurement techniques. A node watches received traffic to calculate an

estimate of the lower-bound RTT using the packet-pair technique. If a particular path

is not receiving enough traffic, some artificial traffic is injected to probe the network.

The switch between passive and active techniques according to the current net-

work utilisation is a good compromise to achieve acceptable levels of intrusiveness

and accuracy. The reduced use of active probing also increases the scalability of

the solution. The solution uses the user-level interface libpcap to capture packets

from the network interface card and is hence easily deployable. The paper does not

comment on the accuracy of the proposed mechanism.

Xie et al.

The authors of [360] use artificial distances to give each node in the network a Practi-

cal Internet Coordinates (PIC) [114]. The latencies between nodes are then predicted

based on the distance between their PICs. Using this technique, a grid application

would sort candidate destination nodes in ascending order of their latencies.

The technique is very lightweight, but is entirely focused on RTT. Not only does it

not provide any means for obtaining other network metrics, but the paper affirms

that RTT is sufficient to understand network status. On the contrary, there are

many applications that are interested in network status beyond RTT. For example,

data grid applications are interested in both available bandwidth and RTT. Similarly,

visualisation grid applications might permit relatively high RTT provided that there is
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sufficient bandwidth and low jitter.

Zangrilli and Lowekamp

This work [365, 366, 367] extends the measurement techniques of Wren to use TCP

traces to find available bandwidth in order to optimise grid node selection. Times-

tamps and other information about traffic flows are collected in the kernel and then

passed up to user-space to be processed. The technique is quite interesting due to

its purely passive technique which does not affect the performance of the network.

However, it requires modifications to the kernel, limiting its deployability.

DIANA

Data Intensive and Network Aware (DIANA) [257] is a scheduler developed to improve

the performance of data-intensive grid applications by incorporating the state of the

network into the scheduling process. Network performance is considered a primary

factor of this process, in addition to CPU availability, data size and data location.

Basic network measurements, such as RTT and loss, are obtained through PingER.

Throughput is deduced accordingly using the TCP model in [255]. These metrics are

then used along with other information about the job to assign a ‘network cost’ that

will be used to guide the scheduler in resource selection. There are, however, two

main sources of erroneous measurements in this process, both inherited by using

PingER: tomography and ICMP-based techniques.

SONoMA

The Service-Oriented Network Measurement Architecture (SONoMA) [193] is an open

network measurement framework which supports on-demand network measure-

ments for any network infrastructure. Such measurements are carried out in response

to user queries (specifying metrics and node pairs) using a number of active and ICMP

measurement tools like ping and traceroute. Obtained measurements are returned

to the request originator and also stored in a public database. SONoMA is based on

Web-services and hence offers great interoperability with a multitude of solutions.

SONoMA’s on-demand measurement capability is appealing for users and admin-

istrators. However, it is not of much use for schedulers as it does not provide any

insight or forecast about how the network will act. SONoMA is also based on active
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and ICMP-based measurements which create additional network overhead and are

unreliable.

Other Efforts

There have been various other efforts proposed to monitor heterogeneous distributed

and grid systems. Examples include GMA implementing designs such as JAMM [334],

CODE [309], GridRM [72], iGrid [64], Mercury [281] and GridEye [165]. The Condor-

based Hawkeye [15] does not implement GMA and is not tomographic. Every node

carries out its own measurements of computational resources and reports it to a

central directory, a model suited for the hierarchical organisation of Condor clusters.

Ganglia [294] is a GIS of comparable architecture that monitors the computational

resources in a grid of clusters. iPlane [247] is also of a similar approach but measures

network performance using ICMP-based techniques. GlueDomains [108] is a grid-

specific monitoring solution that is not dissimilar to the architectures of AMP, DIANA

and SONoMA. Other centralised GISs include stream-oriented database management

systems such as Tribeca [321] and Gigascope [116]. GHS [322] constructs neural

networks to predict computational and network resource availability based on pre-

vious observations. These predictions are used to guide scheduling and migration of

long-running jobs. Network measurement is done through collection and analysis of

detailed trace files, which is a fairly static approach with high processing overhead.

For further reading on GISs, refer to [229], [171], [300], [368] and [239].

3.3 Summary

Section 3.1 introduced the problem of resource management and how it was em-

barked upon in homogeneous environments such as uniprocessor, parallel and clus-

ter systems. In these systems, elements reside in the same domain, run the same OS,

and are owned and controlled locally by a single entity. All this allows the application

of central and stringent mechanisms to deal with issues of resource supervision and

control. These mechanisms, however, focused entirely on computational resources

and not the network, which is perceived as a granted facility rather than a resource

that requires managing.

Section 3.1 also introduced heterogeneous distributed systems, in which the

disparity and dissociation of resources complicate the task of resource supervision.

In parallel and cluster computers, the OS takes care of this issue. In heterogeneous
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distributed systems, however, additional mechanisms need to be implemented to

supervise resources that lie in different administrative domains, are independent

in that they can leave or join in an unforeseeable fashion, and are un-dedicated

hence their utilisation level is also unpredictable. These mechanisms then need to

be supplemented by a means of obtaining and disseminating resource description

and status information. Such means needs to consider the network as a system

resource to appreciate its switch from being a facility in the background in the context

of homogeneous distributed systems to being a vital component on the forefront of

resource allocation in heterogeneous distributed systems.

Section 3.2 discussed resource supervision in grid environments. Despite having

no standards per se for this vital resource management function, different recom-

mendations (such as GMA) are offered. This lack of standards allows for a great deal

of flexibility in GIS design. However, it also results in interoperability problems and

significant overlap between GISs.

Section 3.2 also presented a wide array of GISs. Some of these implement GMA

and hence operate in more or less the same manner: sensors or producers collect

information and push them to intermediate publishers which are in turn contacted

by consumers. The problem with this design is that there are too many publishers to

contact in order to build a ‘big picture’ of grid resources. It is a laborious and relatively

taxing task to collect different pieces of information from discrete sources. It could

also result in data discrepancies. Several other GISs introduced in this section follow

a variant of the GMA recommendation in that they have a decentralised measurement

acquisition mechanism but choose to publish through a centralised means. This pro-

vides the advantage of having a single publisher which greatly simplifies information

retrieval. It also eliminates data discrepancy risks and facilitates collective processing.

Depending on how this is implemented, however, it could present a single point of

failure and a performance bottleneck. Moreover, such systems suffer from extremely

high internal maintenance overhead. Many of the presented GISs adopt tomographic

means to obtain measurements in an attempt to reduce measurement overhead. This

is in contrast to active measurement frameworks, such as e2emonit [132]. However,

tomographic mechanisms suffer from poor accuracy of their estimations as already

discussed in the previous chapter.
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Requirements

T
HE essential tenet of this thesis is to improve grid computing by introducing

network-awareness into scheduling practices. Before going any further, this

proposition needs investigation and elaboration. This is the scope of this chapter.

Section 4.1 commences by commenting on the variety of grid applications there is,

section 4.2 discusses their network characteristics, and section 4.3 addresses how

these characteristics are catered for by current technologies. We contend that there

is room for improvement in this regard by acknowledging the unpredictability of

underlying networks. Finally, section 4.4 puts forward a set of stipulations to be

fulfilled in order to gain better grid scheduling.

4.1 Taxonomy of Grid Applications

In this subsection we outline a classification of grid applications. Classifying factors

used in the literature include application purpose, scale, level of parallelism and

machine organization. In our classification, we will use the support offered by

the application as the primary classifying factor and the purpose as the secondary

one. This provides a tiered taxonomy that clearly identifies the differences and

commonalities between a large number of grid applications.

4.1.1 Computational Grids

Computational grids are those built mainly to offer high aggregated computational

power. This is perhaps the class of grid applications closest to Foster and Kesselman’s

56
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original metacomputing model and, thus, embodies the prevalent perception of what

grid applications are.

The computational capacity offered by such distributed supercomputers could

be used in different ways. High Performance Computing (HPC) aims to deliver a

large amount of computational power over a relatively short period of time in order to

perform complex computations as quickly as possible. Here, execution time is critical

and, to that end, HPC applications run in parallel on different machinesI.

On the other hand, High Throughput Computing (HTC) is more concerned with

the total number of jobs that could be completed in the long-term than with the

magnitude of computational power that could be provided for one job in the short

term. In other words, completion time is not as important as the number of jobs that

can be taken by the system. To serve this purpose, HTC applications are designed

to run as loosely coupled processes. The distinction between HPC and HTC is made

clearer by the metrics used for each computing concept: HPC uses FLOPS while HTC

uses the number of jobs per (relatively long) period of time, e.g. jobs/month.

Many-task computing (MTC) [287] is a middle-of-the-road concept that aims to

achieve high throughput of interdependent jobs over short periods of time. It does so

by allowing embarrassingly parallel tasks that do not necessarily conform to an inter-

process communication standard such as Message Passing Interface (MPI) [310] to

run over parallel computers.

4.1.2 Data Grids

Data grids provide support for data-intensive applications by implementing mech-

anisms to manage large distributed data repositories. This enables applications to

produce and consume vast amounts of information without worrying about data

ownership, acquisition, distribution, replication, consistency, etc. Data grids are

distinct from distributed databases; the latter has more stringent requirements to

govern transactions.

One way the authors of [352] used to classify data grids according to purpose is the

level at which the data is manipulated. This could range from the fine-grained process

level, through task level manipulation, to workflow level at the coarse-grained end.

IUnsurprisingly, HPC applications are the main adopters of parallel programming languages and
Application Programming Interfaces (APIs).
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4.1.3 Service Grids

The third class of grid systems are those that tend to focus on what they can offer

in terms of functionality as opposed to magnitude of computational or storage re-

sources. These grids are assembled to provide services that cannot be provided by any

one machine. Subclasses of service grids include Collaborative Grids that provide

a virtual workspace to enable real-time interaction between users (e.g. scientists,

market analysts, etc.); Multimedia Grids that provide an infrastructure for managing

and delivering real-time multimedia content; and On-Demand (or Utility) Grids that

use virtualisation to engineer applications to interact between different services in

order to solve highly complex problems. The dynamic construction offered by the

latter model was the original vision for grid computing and its realisation and uptake

in recent years was the precursor to cloud computing [160, 348].

4.2 Grid Application Network Characteristics

Similar to many other concepts, the early days of grid computing came with a

great deal of enthusiasm. Many people, especially from academia, were keen on

the idea and invested heavily into developing, using and promoting the use of grid

applications. Early examples ranging from search for extraterrestrial life to high

energy physics provide a vivid illustration of the huge welcome grid computing

received in scientific research circles. This investment has eventually forged what

most people consider to be grid applications.

The grid paradigm has expanded to many applications in different fields. The

technologies have matured to encompass these proliferations. This has all altered the

definition of grid applications, but did not cause any confusion over the term. Debate

was later sparked by associating the ‘grid’ term to applications that are not necessarily

grid applications in the sense defined in the beginning of this chapter. This caused

ambiguity around the ‘grid application’ term.

We adhere to the definition introduced in subsection 1.1.1 which is the formula

most commonly agreed upon, as introduced by Foster and Kesselman [154] and rede-

fined in [155]. In light of this, we now look at the characteristics of grid applications

from a network perspective. To many, this is all about large data transfers. Although

data transfers are indeed a predominant characteristic [144], other characteristics too

have an impact on the network requirements of grid applications.
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4.2.1 Data Transfers

Grid applications are typically described as ones that handle huge amounts of data.

This is because the early and main adopters of the grid computing paradigm were

e-scientists, and in particular particle physicists, who more often than not need to

transfer, process and store extremely large datasets. This fact lies behind the common

belief that grid transfers are ‘elephants and mice’ [340], i.e. flows are either huge bulks

of data or relatively tiny control signals.

Although such dichotomic assumption could be used to interpret certain charac-

teristics of generic Web traffic (as in [78]), it presents a misconstrued description of

grid traffic. We conducted a survey of different grid applications to ascertain this. The

survey included e-science as well as e-commerce grid applications. Initial findings

of the survey were published in [136, 135, 134]. More data was gathered later, the

results of which were documented in [187, 168, 245]. Here we include some of the

final findings.

Figure 4.1 depicts the dataset size logistic distribution and corresponding sigmoid

curve. The graph clearly discredits the dichotomic assumption as most datasets seem

to be in the mid-range (around 10 MB) rather than at either extremes. Almost 10%

of the datasets of all applications are in bulks smaller than 100 kB in size, 55% are in

bulks of 1-100 MB, and 17% are in bulks of 10 GB or more. These results illustrate the

diverse nature of grid datasets, refuting the dichotomy assumption. The results also

show how different grid traffic is in comparison with generic IP traffic, such as Web

traffic, in terms of connection activity, data granularity and throughput.

4.2.2 Control Messaging

Two aspects of grid applications influence its control signalling behaviour. The first

is the level of parallelism. Tightly coupled applications require strict governance

and regulated inter-process synchronisation. Thus, each process exchanges a large

volume of messages with other processes. On the other hand, loosely coupled

applications require far less control messaging per process. The number of control

messages per process could, therefore, serve as an indication of the level of paral-

lelism, an aspect otherwise difficult to quantify. The second factor that affects the

signalling behaviour of a grid application is the number of processes. As this number

increases, more control messages are required.

The inter-process coordination overhead of an application is essentially the prod-
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Figure 4.1: Histogram and Cumulative Distribution Function of Dataset Sizes

uct of the size and the frequency of its control messages, as reflected by these

two factors. Figure 4.2 shows how the grid application space is divided using the

above two factors. Applications with a small number of highly-parallel processes are

otherwise known as HPC applications. Examples include weather forecasting and

geodynamo modelling. Embarrassingly parallel applications with a large number of

processes, such as Monte Carlo simulations and molecular dynamics applications,

are also known as HTC applications. MTC applications are those with a large number

of interdependent processes. These applications (e.g. Sawzall [280] and Dryad

[201]) are usually made up of complex workflows that process shared datasets. The

control messaging overhead is thus high. Lastly is the group of applications with

a small number of almost independent processes. We refer to these as traverse

applications. Few applications fall in this set as most grid applications would lean

towards either the HPC or HTC model. Understandably, traverse applications have

a lot more in common with other distributed applications than with what is the

common perception of a grid application. Examples of traverse applications include

some data mining applications, such as [93], autonomous mobile grid applications,

such as [172], and many black box e-business web services.

In addition to the two factors outlined above, other aspects of grid applications

affect their signalling behaviour. These include the number of VOs and their policies,

the number of users, the employed middleware, and the underlying technologies

such as XML. Such characteristics require careful profiling and benchmarking in order
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Figure 4.2: Grid Application Types in Respect to the Level of Parallelism and the Number of
Processes

to develop an understanding of their impact on signalling behaviour in particular

and application behaviour in general. Some work has been done in this area, e.g.

[325, 370, 161].

4.2.3 Time Urgency

Certain applications need to enforce deadlines on the delivery of their data. Datasets

that arrive later than the deadlines are discarded as they are considered of no more

use. HPC, MTC, collaborative and multimedia grid applications are examples of such

time-critical applications. Embarrassingly parallel applications, on the other hand,

do not implement such policies.

In addition to deadlines set by the application, there are strategical policies put

in place in order to meet certain goals such as scalability, expressiveness, dynamicity,

security and uniformity [147]. For example, an operational goal of a grid application

could be to schedule all jobs submitted by users within 30 minutes of submission, or

to successfully execute 99% of all jobs within the deadline set by users. This has an

indirect impact on the urgency of grid applications.

4.2.4 Distribution

The raison d’être of a grid system is to share resources regardless of their geographical

locations. By definition, thus, the network that interconnects these resources and

their users spans across different administrative boundaries. This commonly involves

traversing one or more shared networks along an end-to-end path. In such networks,
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network resources are limited and of uncertain performance due to contention by

other users.

This is in stark comparison to legacy HPC systems where privately owned net-

works were used. These offered abundant network resources, enough to exceed traffic

delivery requirements. They, hence, were of predictable performance and behaviour

which cast the network as an assured resource.

In grid’s cross-domain habitats, however, the network introduces a certain degree

of unpredictability. Sometimes, this effect is attenuated by overprovisioning the

network. Overprovisioning refers to the act of improving the capacities of network

infrastructures in the hope of diminishing any degradation of service that can result

from unforeseeable increases in contention. This measure is evident in many e-

science and e-business grid deployments. However, a large number of other grid

applications, such as collaborative computing, do not possess the necessary funds to

secure overprovisioned network resources and default to using best-effort networks

as is. Overprovisioning will be discussed again in the following section.

4.3 Suitability of Current Grid Monitoring Solutions

The networks used for HPC applications and for early heterogeneous distributed

systems were owned and managed local networks and hence posed no threat to

the performance of these systems. However, the demands of such heterogeneous

distributed systems grew more and more over time as discussed in section 4.2. This

became a problem once these applications migrated to run over shared networks

such as the Internet. In this environment, only best-effort delivery service is available,

contention is high and unpredictable, resources are shared and hence cannot be

managed, and quality of service is extremely difficult to guarantee. Despite this being

a problem, little has been done to remedy it in an appropriate fashion. This is the

argument of this section (and is indeed the first research goal of the thesis).

There are three main approaches to dealing with the unpredictable performance

of shared networks: overprovisioning, advance resource reservation, and network-

aware scheduling. These are introduced in due course within the following para-

graphs.

Motivated by the success of the I-WAY project [123], Foster and Kesselman laid

down their vision for a global computing infrastructure in [154]. This seminal paper

introduced Globus as the technology to enable the assembly of such virtual super-
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computer. It was clear from the paper that coordinating heterogeneous resources

that are connected by unreliable networks is a central matter that deserves attention.

However, this attention soon dissipated and was never substantiated until a few

years later when grid applications prospered. Huge interest from scientific research

communities caused them to multiply in number and their demands to grow. Once

the network was identified as a performance bottleneck, a number of solutions were

proposed to remedy this. Examples include GISs (such as gloperf, NWS, Wren, etc.)

and other approaches (such as caching, c.f. [337]).

Despite their drawbacks that were discussed in section 3.2.3, these solutions

offered means of obtaining network performance measurements. However, these

efforts were not advanced much further in the following years because of the resur-

gence of the ‘guaranteed network resources’ belief within the grid community. We

attribute this to two reasons. The first reason behind this revival is the sheer amount

of money invested in e-science grid applications, and the second being the dramatic

technological (as well as commercial) advances in physical network infrastructures

[288, 264, 308], routing equipment [272, 223, 262], routing protocols [346, 284], trans-

port protocols [316, 61, 148] and standards [83, 292]. These coinciding phenomena

ultimately lead to overprovisioned grid network infrastructures.

A common argument is that overprovisioning is enough to dissolve all concerns

about non-guaranteed network performance. Overprovisioning does indeed allow

networks to accommodate more traffic. However, it is not always appropriate, suffi-

cient and viable. First, the desired effect of overprovisioning is severely undercut in

cases where the core network, the default recipient of overprovisioning procedures, is

not the source of poor network performance. End-to-end performance deterioration

is more commonly attributed to problems in the last-mile connection such as poor

hardware performance, faulty networking device configurations, poor link quality,

long local queues, unoptimised TCP stacks, etc. Second, overprovisioning is only

a transitory remedy considering the rate at which application requirements grow.

Third, overprovisioning does not offer any guarantees. Its optimistic outlook that

increased capacity would be enough to provide for network needs fails at times of,

for example, great contention surges. In such situations, overprovisioning offers no

solution as it retains the best-effort approach. Fourth, the option of overprovisioning

is not always an available one. This could be due to the huge costs associated with it.

It could also be due to other reasons; for example, overprovisioning is not practically

possible in many wireless environments.
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In situations where overprovisioning is not possible, advance resource reser-

vation [265] is sometimes used to ensure that grid jobs receive adequate network

performance. Examples of solutions of such approach include GARA [293], NRSE [82],

G-QoSM [56], GNRB [53], NRM [271] and GNB [92]. This approach is only possible

though in networks where there is a certain level of control over all network resources.

This might be available in bespoke infrastructures but not for the majority of grid

applications which are deployed across public shared networks. Moreover, advance

resource reservation requires prior knowledge of job requirements and workflow

plans. Such a priori knowledge is rarely available.

Since then, grid technologies and standards have evolved with little or no concern

about the network as a system resource. In other words, grid technologies became

network-oblivious. Grid schedulers do not incorporate network state into their

decision process (e.g. Condor-G). GISs provide all sorts of information about compu-

tational resources but nothing about network performance (e.g. MDS), and network-

specific GISs were not developed further (e.g. NWS and NGO). Similarly, languages

and schemas devised to describe grid jobs and resources do not accommodate

network resource description (e.g. GLUE). Measurement tools that were developed

for the grid are sometimes used but only for troubleshooting and SLA verification

purposes. Such manual and ad hoc use provides no integration with grid schedulers

and does not facilitate adaptation to changes in the network.

We argue that there is potential to improve grid performance by using network-

aware scheduling where grid scheduling is integrated with network performance

measurement. As introduced in subsection 3.2.3, there have been a number of works

on network measurement for grids. We argue that neither these nor other GISs offer

suitable forms of facilitating network-aware scheduling. We now turn our attention

to this argument by reviewing work done in this field.

GISs can also be broken down to distinct but dependent functions: a) information

collection; b) information management; and c) information dissemination. We

categorise the drawbacks of current GISs using these three functions as follows.

4.3.1 Information Collection

The collection of network metrics sometimes proves to be a complicated matter as

certain trade-offs come into play. In light of the overview provided by the previous

two chapters, various measurement systems are deemed unfitting for grids.
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Accuracy

First and foremost is the issue of measurement accuracy. The success of network-

aware scheduling hinges on the correctness of the network information supplied

to the scheduler. Various measurement tools disregard such importance by using

estimated metrics.

Several tools, such as gloperf, NWS, Shavitt et al.’s work and DIANA, employ

tomography. Although metrics calculated using this technique could be quite close

to the real values, they remain merely estimates. Erroneous projections endanger the

potential gain of using network-aware scheduling. Building on top of that, e.g. for

prediction purposes, increases the magnitude of the error between the estimates and

the real performance [350, 257].

Furthermore, measurements calculated using tomography are only edge-to-edge.

This information is insufficient. Degraded network performance is often due to

hardware or software problems in the last-mile connection. This is one reason why

true end-to-end performance is important, i.e. that measured from end-system to

end-system and not PoPII-to-PoP.

Another source of erroneous measurements is the use of ICMP. Numerous tools

utilise this technique, for example PingER, Surveyor and iPlane. As previously dis-

cussed in section 2.3 and subsection 2.5.2, ICMP rate-limiting is not uncommon (c.f.

[275, 356]) and hence could result in metrics that deviate from the performance that

is actually delivered to the transport layer. Wenwei et al. report this deviation to be as

high as 30% [356].

Reliability

ICMP-based tools suffer from more than just inaccurate measurements; they suffer

from poor reliability as well. This is because ICMP traffic is filtered by some edge

routers [167, 356] in order to prioritise TCP/UDP traffic at times of congestion or

to avert vulnerabilities such as resource consumption attacks using ICMP floods.

For instance, the National Grid Service (NGS) is a UK grid initiative to provide an

infrastructure that enables grid applications for research purposes. At the time of

writing, we have found that more than 50% of all NGS sites drop ICMP traffic.

IIPoint-of-Presence
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Overhead

Active measurement techniques are widely used in grids and other distributed sys-

tems. Examples include PingER (and solutions that employ it such as DIANA and

EGEE’sIII NPM [267]), Surveyor, gloperf, NWS and e2emonit. Such techniques are

mainly employed due to their high reliability as well as the potential of high accuracy.

However, there are a number of problems associated with such techniques.

The first and most obvious problem associated with active measurement is the

high network overhead they incur. Measurement tools that use such techniques have

an intrusive nature by definition, creating a strain on the network [303]. In May

2004, Les Cottrell reported that “25% of the traffic on Abilene (an Internet2 network

operations center) is iperf and ping type traffic” [238]. This artificial traffic fills com-

munication channels and increases router queue lengths. Competition for network

resources increases which ultimately results in degraded network performance in the

form of inflated RTT and packet loss rate.

Second, the level of accuracy achieved by active tools is diminished because of

the attempts to reduce the mentioned network overhead. Some tools resolve to

using small probes. Such probes are not enough to challenge the network which

compromises their accuracy. For instance, the NWS mechanism does not measure

the amount of available bandwidth but rather an “artifact of the TCP behaviour” [364]

since TCP does not progress beyond the ‘Slow Start’ phase. Vazhkudai et al. [350]

empirically show the size of such error to be almost an order of magnitude.

Many tools reduce the volume of probing traffic by using tomography where only a

selection of nodes generate artificial probing traffic. The drawbacks of such a solution

have already been highlighted in subsection 2.5.3 and earlier in this subsection.

The third problem with active measurement is what we term the preludial effect.

Metrics retrieved using active measurement techniques are commonly perceived as

an accurate reflection of the sort of performance a real flow similar to the probing flow

would receive. However, this is not always true [278, 186]. During times of increased

load, network metrics computed using a probe that preludes a real flow could vary

considerably from those experienced by the real flow itself.

Fourth, active measurement traditionally requires peer coordination which is yet

another overhead. This operational task is generally quite challenging to carry out on

production sites due to fear of service disruption, security concerns or plain politics.

IIIEnabling Grid for E-sciencE project [10].
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Finally, some measurement tools require a level of intervention outside the net-

work. This compensates for the lack of invasive network traffic with interference at

end-host or en-route nodes. Wren, for example, requires end-host kernel modifica-

tion in order to collect flow metrics. Other tools, including NWS, perfSONAR and

others, depend on deploying specific nodes that carry out the measurement role.

MRTG, NeTraMet and Wren exploit SNMP measurements gathered from networking

devices. Such approaches induce an added overhead in order to collect network

metrics. Regardless of the correctness of metrics collected in such a manner, this

overhead significantly adds to the cost of deploying such instrumentations.

4.3.2 Information Management

The choice of GIS architecture is a crucial one as it affects the manner by which

collected information is managed, which in turn defines some of the key properties

of the overall information system. GIS architectures fall into one of two categories:

centralised and distributed.

Centralised information systems hold information in one location. Examples

include GridRM, GNRB, Hawkeye, iPlane and JAMM. Such systems suffer from two

main drawbacks. First, sustainability and scalability are restricted as a direct conse-

quence of the limitations of a centralised model [372]. Second, having a single point

of failure poses a great threat to system availability.

Decentralised or distributed information systems deviate from the centralised

model in order to maintain scalability and high availability. These often have a

distributed information dissemination or publishing configuration. Examples in-

clude GlueDomains, GridRM, MDS, and R-GMA. Such a multi-publisher setup results

in conflicting, out-of-date and duplicated status information. Thus, significant

maintenance overhead is required. Moreover, the dispersion of information across

disjoint sources presents an impediment to long-term performance analysis.

4.3.3 Information Dissemination

Beside the problem of data discrepancy that could arise from a decentralised infor-

mation management architecture, the task of network-aware scheduling is also com-

plicated using multi-publisher models, such as that of GMA which is implemented by

many GISs e.g. GlueDomains, GNB, GridRM, JAMM, MDS, Mercury and Vazhkudai et

al.’s work. Consider for instance the architecture of Globus MDS, which comprises of
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information producers, collectors and consumers in addition to a directory service.

For a scheduler to obtain grid-wide status information using such model, it needs

to query the directory service to learn about the available information collectors

and then proceed to query each of them about the information they manage. This

is a lengthy and taxing procedure considering the high performance demands of

grid systems. The situation is worsened as the number of registered collectors

increases [372] which, ironically, limits the scalability of such decentralised GISs. As a

matter of fact, MDS has been quite poorly adopted despite being the most popular

implementation of the GMA, an open de facto standard. This is due to its poor

scalability and high maintenance costs [145, 122, 165, 372, 343].

4.3.4 Information Consumption

Another issue is that of information consumption. This relates to the intended users

of GISs. Many of these systems are developed for human consumption and not

for interoperation with other grid solutions, let alone schedulers. This is of benefit

to users and administrators to observe load status and investigate anomalies on a

case-by-case basis. It does not, however, allow schedulers to obtain network state

information. For example, Load Monitor [18] is a Web-based monitoring service for

the NGS. It provides information in a graphical representation for site administrators

and end-users about resource capacity and utilisation levels. However, it is not

suitable for schedulers. The only scheduler-friendly alternative is to query a central

LDAP-based BDII database for a list of resources and then again for the load state of

each resource. Other human-user-oriented GISs include eTOP and Ganglia.

4.4 Requirements for Network-Aware Grid Scheduling

This chapter has thus far presented the characteristics and requirements of different

classes of grid applications, and elaborated on the suitability of current systems to

cater for these needs. We argue that these are not sufficient to attain network-aware

scheduling and that there is room for improvement in this regard.

In [104], Chen and Hu present a review of network performance techniques. They

conclude their study with a view on unanswered research questions in the area. After

implying that ISPs would never share their performance data, they state:

“a common measurement infrastructure might ensure that performance
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measurements will be end-to-end, consistent, statistically accurate, fair,

secure [...], and safe.”

Drawing from these specifications, we conclude this chapter by laying out the follow-

ing requirements for a GIS that need to be satisfied in order to achieve network-aware

scheduling.

Requirement I: Accurate & End-to-End

One of the main requirements is to collect information that is of a high level of

accuracy. For this to be possible, two main techniques need to be avoided. The

first is tomography where domain-to-domain or subnet-to-subnet metrics are used to

deduce network performance for other members of the same domain/subnet. Such

estimations unavoidably involve some level of error which is highly undesirable as

the main object of providing network measurements to grid schedulers is to enable

them to adapt to the true state of the network. Second, ICMP-based measurement

techniques need to be avoided as they can too result in erroneous metrics which

misrepresent the state of the network.

Requirement II: Non-Intrusive

Active network probing should be avoided whenever possible in order to minimise

the amount of artificial traffic in the network. Such traffic obligates the network to

accommodate it as well as real traffic, treating both with equal priority, and thus

decreasing the overall delivered performance. Moreover, it is not uncommon to

confuse such probes with attacks, as we have experienced during this research.

Requirement III: Reliable

Grid schedulers needs to be able to depend on the GIS for measurements. This

involves taking care of two main aspects. First, the measurements should be collected

in a manner that does not impede the user with administrative restrictions. This is

only achievable if the system is trusted in how it works and what it collects, and thus

could be easily integrated into the grid software stack. Second, the system should

avoid unreliable measurement methods, such as ICMP-based techniques, and make

sure that any defects in the reliability of measurement collection is appropriately

compensated for.
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Requirement IV: Low Operation Overhead

The collection of information should not warrant intervention from the user. Instead,

this should be an automated process that perpetuates in the background as grid

applications run. This is important in order to attain full, seamless integration with

schedulers where they are able to decide on-the-fly which routes are better than

others and incorporate this information into their resource allocation process.

Requirement V: Low Deployment Overhead

It is of great importance for the GIS to offer itself to independent and low-impact

deployment. As such, the solution should refrain from depending on peer coordi-

nation, system-wide deployment or sole-role devices. Moreover, instrumentations

that require significant deployment costs, such as kernel modifications, necessitate

too much of a deployment overhead.

Requirement VI: Decentralised

Several GISs rely on a centralised model to collect and/or disseminate information.

We see this as a major drawback in their design as they cater for high-performance

distributed systems. Employing a centralised architecture introduces a single point of

failure and a performance bottleneck. Decentralisation, on the other hand, allows the

system to easily scale, handle high load and implement redundancy measures.

Requirement VII: Single Point-of-Contact

Despite the need for a decentralised information system, we realise the importance of

having a single point-of-contact for information-related transactions. In essence, this

implies an architecture with a single aggregator to which information is submitted

and a single publisher from which information is then disseminated. Such archi-

tecture is important as it eliminates problems related to multi-point transactions.

This means that producers need to communicate the data they gather with only one

element of the system (i.e. the aggregator) and consumers need to query only one

element as well (i.e. the publisher).

In order to realise this, there needs to be a disjunction between the logical

architecture and physical implementation whereby the former is centralised whilst

the latter is distributed. Such architecture also enables the implementation of retro-
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spective analysis procedures to be carried out on the collected information in order,

for instance, to predict performance, distinguish patterns or detect anomalies.

Requirement VIII: Selective

The system should maintain a certain degree of measurement detail in order to

deliver fine-grain information. Nonetheless, this should not warrant a solution where

detailed logs are accumulated about all network activities. Instead, the information

should be just enough to fulfil the needs of network-aware scheduling. The system,

hence, has to be fairly selective about what information it collects and manages. This

should be a conscious decision in order to reduce the load of the system and to allow

it to scale easily.

Requirement IX: Interoperable

We argue that measurement and information systems should be readily interoperable

with other grid technologies, namely schedulers and other information mechanisms.

The primary aim of this is to enable schedulers to retrieve this information when

required as part of the resource discovery and allocation processes. Conformity to

current standard interfaces and protocols facilitates such interoperability. Hence, the

system needs to adopt these standards in order to appertain to other grid technolo-

gies, especially schedulers.

4.5 Summary

This chapter has served to inspect and explain the impetus behind this thesis. This

was done by defining grid application classes in section 4.1, reflecting upon the range

of characteristics and requirements they exhibit in section 4.2, and reviewing current

GISs in section 4.3. By doing this, the chapter has put forward the two following main

arguments.

• Consciousness of the state of the network is important to achieve efficient grid

scheduling. Scheduling in heterogeneous environments such as grids must

incorporate reliable information about system resources in order to adapt to

changes in the state of these resources. The importance of this guideline has

been highlighted numerous times in the literature (c.f. [154, 80, 362, 77]).

However, awareness about the state of the network is absent from many grid
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technologies including schedulers. The early part of section 4.3 highlighted

some of the reasons behind this.

• Current solutions suffer from several drawbacks that prevent effective network-

aware scheduling. In order to enable network-aware grid scheduling, accurate

and reliable network performance information needs to be supplied to sched-

ulers in an efficient and scalable manner. Section 4.3 identified how current grid

information systems fall short in delivering such information.

This provides motivation to act on solving this problem. In order to enable effi-

cient network-aware scheduling, a series of 9 conditions for grid network monitoring

solutions were put forward in section 4.4.
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Design

G
RIDMAP is a solution devised to provide measurements and predictions of net-

work performance to grid schedulers in a way that meets the requirements set

in section 4.4. This chapter covers GridMAP’s architectural design and features that

were developed to meet this aim. This includes the means of collecting, managing

and disseminating performance information as well as the benefits of the solution’s

architectural design.

5.1 Overview of the GridMAP Solution

GridMAP (Grid Monitoring, Analysis and Prediction) is a solution that collects, anal-

yses and disseminates network measurements. It is specifically designed to aid grid

schedulers in adapting to contention over end-to-end network resources, thereupon

facilitating network-aware scheduling.

The GridMAP solution essentially carries out 3 main tasks: collecting, managing

and disseminating measurements. GridMAP implements these tasks using a twofold

design. The first part, called Pasinemda, carries out the measurements and hands

them over to the second part, called the GridMAP service, which stores and manages

the measurements and uses them to provide predictions of network performance on

request to grid schedulers. Hence, the solution is of a dualistic albeit disproportionate

nature.

By carrying out these tasks, the introduction of GridMAP creates a closed-loop

system to guide the process of resource selection based on the observed network

74
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measurements. This is illustrated in Figure 5.1. The collection of measurements also

allows for more sophistication in the information that is fed back to the scheduler.

Figure 5.1: Closed-Loop Network-Aware Scheduling System

The two main elements of the GridMAP solution are introduced in the following

two sections.

5.2 Pasinemda

The PASsIve NEtwork Measurement DAemon (Pasinemda) is an element of GridMAP

responsible for creating the information that will flow through the rest of the system.

It calculates two fundamental network metrics: RTT and achieved throughput. The

aim is to do so as unobtrusively as possible in order to keep added overheads to

a minimum, while at the same time refrain from any compromise on accuracy.

Pasinemda accomplishes this by exploiting one of the intrinsic properties of grid

applications, namely the abundance of connection-oriented flows.

This section explains the design of Pasinemda. First, the rationale behind the

measurement technique and its relevance to grids is discussed. The details of the

measurement technique are then presented. This is followed by some comments

about the advantages of this technique.

5.2.1 Rationale

Grid nodes constantly exchange data sets, job state, result sets, and control signals

during operation. One of the findings of the survey partially discussed in section 4.2.1

(and published in [136] and [135]) is that this virtually continuous communication in

the grid, whether a few kilobytes or hundreds of gigabytes in size, is carried out using

connection-oriented protocols; chiefly TCP, but in some cases UDTI [178].

Pasinemda exploits such frequent connection-oriented interactions to measure

network performance. A number of basic network metrics could be extracted simply

IUDP-based Data Transfer Protocol
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by listening to ongoing traffic; RTT can be measured by observing handshakes, packet

loss by recording retransmission instances, one-way jitter by examining variance in

inter-ACK delays, and achieved throughput by keeping track of transmission size and

session duration. Pasinemda monitors handshakes and sessions to measure RTT and

achieved throughput, the latter henceforth referred to as throughput. This is detailed

in the following subsection.

As introduced in subsection 2.4.4, TCP-ping, i.e. the technique of observing

TCP handshakes to deduct RTT, is not entirely a new one. In fact, Pasinemda’s

RTT measurement technique is the same as the first method proposed by Jiang and

Dovoloris in [210]. The novelty of Pasinemda lies in the context in which it is applied.

Grids provide an abundance of TCP connections that can be exploited using this

technique to provide greatly accurate measurements without the need for generating

additional traffic. It is not feasible to implement this technique in other systems that

do not share the same reliance on and abundance of TCP transfers. When TCP-ping is

implemented in such systems, it needs to be supplemented with active probes which

prompts overhead, accuracy and security concerns.

5.2.2 Measurement Technique

A typical TCP session is made up of three phases: connection establishment or

handshake, data exchange, and connection termination or teardown. The process

of connection establishment, as portrayed in Figure 5.2, is initiated by an empty

packet with the SYN flag raised in the TCP header. This is called a SYN message.

The destination replies with a similar packet with two TCP flags set: SYN and ACK.

The process is completed with an ACK message from the peer that initiated the

handshake process. Through this three-way handshake process, the nodes establish

a connection and agree on the sequence numbers to be used during subsequent

exchanges within the session.

The duration between sending a SYN message at time t0 and receiving the corre-

sponding SYN-ACK message at time t1 is denoted by tsyn.

tsyn = t1 − t0 (5.1)

This delay comprises a number of different delays incurred when sending a packet

through the network, and is given by:

tsyn = (Propagation delays)+(Processing delay)+(Queuing delays)+(Latency) (5.2)
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Figure 5.2: TCP Three-Way Handshake Process

This could be translated to:

tsyn = (
d0
h0

+
d1
h1

) + p+ q + r (5.3)

where d0 and d1 are the sizes of the SYN and SYN-ACK messages, respectively; h0

and h1 are the throughput levels achieved whilst transferring the SYN and SYN-

ACK messages, respectively; p is the delay incurred at the destination node whilst

processing the request to establish a TCP connection; q is the aggregate queuing

delays encountered by the two packets en route; and r is the RTT of the path between

the source and destination nodes.

As both SYN and SYN-ACK messages are merely used for signalling during the

handshake process, they are both without any payload. This renders their size to the

sum of the minimum TCP and IP headers, i.e. a total of 40 bytes each. Propagation

delay for such small packets is infinitesimal for most network paths. Eliminating them

from Equation 5.3 reduces it to:

tsyn = p+ q + r (5.4)

Pasinemda captures packet headers to observe TCP handshakes and record the

observed values of tsyn. These values are used to represent the RTT of the path, r.

Such values are of course polluted as, according to Equation 5.4, the values of p and

q are neglected. Under normal circumstances, p is negligible compared to r. In cases

where high end-host load creates a relatively significant value of p, the measured tsyn

would inflate and deviate from the real value of r. Similarly, q is insignificant for

healthy routes and only becomes considerable in situations of network congestion

or networking device failure.
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In that sense, both p and q are to be considered as impurities if tsyn is presented

as an equivalent of r. Separating the different time periods that make up tsyn is of

interest for purposes of system characterisation and diagnosis. For example, Martin

et al. [253] are interested in dissecting overall RTT in order to isolate the cause of

Internet delays. However, this is not the case in the GridMAP outlook. GridMAP is a

solution designed to provide operational assistance to grid schedulers in managing

the network as a resource. Therefore, GridMAP needs to be pragmatic, not abstruse.

GridMAP provides schedulers with a truthful sense of what is expected from the

network. In the case of the delay grid applications should anticipate from a path,

this should include all constituent delays. Such end-to-end delay, i.e. tsyn (Equation

5.4), is more useful to a grid scheduler than the absolute latency of the path or any

other component of tsyn. A high tsyn value effectively indicates to the scheduler that

the used network path is not in a good state, which affects the network performance

received by the application. Hence, the resource on the other end of the path should

be avoided in order to maintain performance. Therefore, the value of tsyn is relevant

to the scheduler regardless of how the values of p, q or r vary.

Once a FIN flag is encountered signalling the commence of connection teardown,

throughput h is calculated using:

h =
d

tflow
(5.5)

where d is the total number of data bytes sent and tflow is the total duration of the flow

from handshake acknowledgement till the time of the first FIN signal.

Pasinemda’s passive technique, however, has a shortcoming which is that it will

only measure paths that are used. The starting position is that of unmeasured paths,

while the optimised case is where all paths have been measured at some point in the

past. To resolve this issue, Pasinemda needs to be augmented with a mechanism

to move nodes from the unmeasured to the measured state in order to include

all possible paths into the network performance comparison. We opted to used a

non-intrusive single-use probing mechanism to obtain an initial measurement for

unmeasured paths. This accessory is discussed further in subsection 5.3.3.

Furthermore, Pasinemda will only gather network measurements at times of

traffic. This creates measurement histories that are irregularly spaced which limits

the numerical analysis methods that can be applied to the measurements. This

shortcoming could be avoided by using periodic probes. However, this would vio-

late Requirements I and II of section 4.4 and hence we refrain from such solution
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and instead overcome this obstacle using interpolation, which will be discussed in

subsection 6.4.2.

5.2.3 Potential Advantages

Pasinemda’s measurements are collected at the nodes that generate the traffic. Col-

lecting measurements in this manner provides a powerful viewpoint and yields

metrics that truly represent the experienced network performance.

By using real application data, no artificial traffic is injected into the network

and hence no disruption is caused to traffic already traversing the network. In

addition, this prevents measurements from being mistaken for threats such as TCP-

SYN floods or Denial-of-Service attacks. Furthermore, this eliminates the possibility

of measurement traffic following a different route than data, receiving different

prioritization, or not going through at all as can be the case with ICMP probes. It

also avoids the potential of preludial distortions associated with active measurement.

Moreover, Pasinemda works independently with no need for peer coordination or

access to networking devices’ accounting information (such as SNMP and IPFIX). This

independence along with the simplicity of the Pasinemda measurement technique

makes it easily deployable on any grid node either as a stand-alone daemon or

alternatively as part of the grid software stack.

5.3 The GridMAP Service

This section introduces the second part of the GridMAP solution: the GridMAP

service. It describes the service’s role in the GridMAP solution, how it operates, what

it provides, and how that is useful to grid schedulers.

5.3.1 Overview

The GridMAP service is an application that runs as a grid service, conforming to

the WSRF and the OGSI specifications. The service could be deployed on one or

more computers, in which case one of them gives the GridMAP service its Uniform

Resource Identifier (URI). This computer is referred to as the GridMAP service front.

The service provides a set of standard grid service interfaces that allow convenient

access for schedulers, enabling them to receive performance information about

relevant nodes and connections. Schedulers can incorporate this information into
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their job and data management, and resource allocation processes to automatically

adapt to perceived and foreseeable network performance.

5.3.2 Architecture

The GridMAP service is made up of 4 main components: Measurement Receiver, Mea-

surement Database, Predictor, and Query Handler. These, along with the service stub,

are depicted in Figure 5.3 and then introduced in the remainder of this subsection.

Figure 5.3: GridMAP Architecture

Service Stub

This is the intrinsic gatekeeping component of any grid or Web service. Using

WSDL, the stub provides a definition of the functionality the service offers and what

information is needed in order to invoke such functionality. This includes two

communication types: by Pasinemda instances, and by grid schedulers.

Beside providing an interface to the service, the stub is responsible for translating

communications between local and remote components. Hence, the stub converts

remote method invocations (which are sent using SOAP) into local method calls, and

converts serialised objects (also sent using XML over SOAP) into local data structures.

The stub also carries out similar duties for communications in the reverse direction.

This greatly simplifies the task of developing the service, as it removes the need for

undertaking SOAP generation and interpretation. The rest of the modules can be

developed as if they were part of a stand-alone application.
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The GridMAP service is OGSA-compliant and hence is required to support stateful

interaction. This means that state information is cached for each resource that

invoked the service. The resource identifier is used a reference for future commu-

nications if stateful invocation is required. Management of state is also carried out by

the service stub.

Measurement Receiver

The Measurement Receiver component is part of the service’s front-end and is in-

voked when Pasinemda instances communicate with the service. The Measurement

Receiver component essentially provides a translation of measurements from the way

they are received from Pasinemda to SQL insert commands.

Measurement Database

The Measurement Database is a repository that holds all the performance measure-

ments collected by Pasinemda. The repository is distributed and replicated across a

number of different nodes that host the GridMAP service. Measurements are indexed

by the identifier of the reporting node to enable easy retrieval of measurements

related to a particular node.

Predictor

This component comprises of numerical analysis algorithms that are invoked by

the Query Handler component to provide such services as network performance

prediction, pattern recognition, and anomaly detection. This functionality uses

measurement history from the Measurement Database which could either be period-

or observation-based. In period-based history, a fixed time duration is used as a

window so that only measurements obtained during the past duration are used for

prediction. On the other hand, observation-based history is bound by the number of

measurements rather than by time. The former method is more suitable for produc-

tion grids where frequent network activity and hence measurements is anticipated.

The latter method is better suited for grids that would generate sparse measurements,

such as volunteer computing grids.
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Query Handler

Like the Measurement Receiver component, the Query Handler component is in-

voked by the GridMAP service stub. This occurs when a grid scheduler contacts

the service enquiring about the network performance of one or more nodes. Such

an event results in triggering a series of data analysis procedures (that are part of

the Predictor component) to forecast the performance of the network. Once this is

complete, the Query Handler then replies to the grid scheduler with a list of nodes

ordered according to the expected network performance.

Additionally, the Query Handler serves to distribute analysis and prediction load

across the computers that host the GridMAP service. New service invocations are

handled in a round-robin fashion between the computers hosting the GridMAP

service.

5.3.3 Integration

The following subsections describe the synergy between the GridMAP service and

Pasinemda as well as that between the GridMAP service and grid schedulers. These

interactions are depicted in Figure 5.4, omitting the service stub to simplify the

portrayal of service invocations.

Service & Pasinemda Interaction

Measurements of RTT and throughput collected by Pasinemda are time-stamped

and cached locally on the grid nodes where they were collected. On a periodical

basis, Pasinemda submits any cached measurements through the service stub. This

communication of network measurements, depicted in Figure 5.4, is carried out

using the NM-WG XML schema over HTTP. This not only observes current standards,

but also allows Pasinemda’s reports to traverse communication restrictions such as

firewalls. Once received by the Measurement Receiver component of the service, the

measurements are indexed and stored in the Measurement Database.

Service & Scheduler Interaction

When a scheduler wishes to consult GridMAP about the network state of one or

more grid resources before scheduling a job, it contacts the GridMAP service through

its stub with a query. The query includes a list of the candidate resources that

the scheduler could allocate for the job. This is received by the Query Handler
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Figure 5.4: Interactions of GridMAP Service with Pasinemda and Grid Scheduler

component which invokes the Predictor component a number of times with the

different combinations between the node of the enquiring scheduler and the nodes of

the candidate resources. The forecasts produced by the Predictor are then combined

to reorder the list of candidate resources and assign weights that correspond to their

respective expected network performance. This interaction is also done using the

NM-WG schema and is depicted in Figure 5.4 while an example of the exchanged

information is given in Figure 5.5.

Figure 5.5: Query and Response Exchange between Scheduler and GridMAP Service
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In this example, a scheduler running on node Omega is about to allocate resources

to execute a job. The scheduler invokes the GridMAP service by identifying itself,

the set of nodes that satisfy the job’s computational requirements (i.e. Alpha, Beta,

Gamma), and the network metrics that are of interest to this type of job (i.e. RTT

and throughput). The total size of the files to be transferred (data files, parameter

files, executables, etc.) should also be provided if throughput is specified as a metric

of interest. The GridMAP service seeks metrics for those candidate nodes and uses

them to project short-term network performance based on the requested metrics.

The candidate nodes are then ordered into a list weighted in terms of predicted

network performance. Lower weight indicates better predicted network performance.

In the example of Figure 5.5, the performance of the network path to node Beta is

anticipated to be better than that to node Alpha by a ratio of 7:9. Negative weight

signifies lack of measurements for the node pair. In the previous example, the

GridMAP service did not find any stored measurements of the path from Omega to

Gamma. The scheduler that consumes GridMAP’s response could use such negative

weight to trigger a single probe in order to obtain an initial measurement for the

unmeasured Omega–Gamma path. The choice of probe, if any, is an implementation

decision which will be discussed in section 6.5.

5.3.4 Potential Advantages

The GridMAP service supplies a sending host with information about end-to-end

connections to remote resources. This reduces the maintenance cost for applications

and allows them to respond to changes in network contention by adjusting resource

allocation. This process is performed without the cooperation of intermediate net-

work elements (e.g. routers).

Interaction with GridMAP via an OGSA-defined service interface brings great

usability and interoperability. Similar grid and Web service-based solutions include

DWDM-RAM, perfSONAR, NRM and SONoMA.

Furthermore, the architecture of the GridMAP service allows the collective data

archives to be logically available from one source through the service stub. This

simplifies data submission and retrieval, and allows advanced analysis (e.g. pre-

diction and pattern recognition) to be performed on the metrics accumulated from

different grid nodes. As the GridMAP service is a grid service, the data it stores is easily

distributed and replicated. This decentralisation property avoids scenarios of a single
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point of failure, ensuring high resilience and availability. Additionally, it enables easy

scaling to afford the computational costs of storing and analysing large amounts of

measurement data.

The measurements collected by GridMAP can also serve further purposes. For

example, they act as ‘health records’ for resources which provide a better insight

for troubleshooting, QoS accounting, and SLA verification. They are also helpful for

researchers wishing to evaluate grid technologies.

5.4 Functions & Features

This section reviews the key features of GridMAP, partitioned under 5 main functions.

The subsection discussing each feature will also mention which requirement from

section 4.4 it corresponds to, if any.

5.4.1 Performance Measurement

GridMAP is specifically designed to provide highly accurate end-to-end measure-

ments in a manner that is reliable and readily usable. This sets GridMAP apart from

other monitoring solutions developed for grids and for distributed systems in general.

The criteria set for GridMAP’s approach to network measurement are as follows.

Non-Intrusive (Requirement II)

First, the collected measurement are to be predominantly passive triggered by gener-

ated network traffic, restricting the use of active measurement techniques as much as

possible. This is a fundamental feature of the GridMAP monitoring system to avoid

the added overhead and distortions caused by active probing.

Accurate (Requirement I)

GridMAP is designed to provide information about the performance of the network.

Such information allows schedulers to become network-aware and thus be able to

manage the network as a system resource. It is thus very important to provide

information that scrupulously reflects the state of the network, regardless of the

measurement approach taken.

Therefore, GridMAP does not rely on any estimated measurements of perfor-

mance. No tomographic techniques are used. In other words, no nodes are assigned

the roles of ‘monitors’ or ‘tracers’, nor will any domain-to-domain measurements
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be generalised to other members of the same domain. Instead, GridMAP takes a

ubiquitous approach where all nodes submit their own end-to-end measurements

reflecting the exact network performance they experience.

Reliable (Requirement III)

The measurement is done by listening to ongoing traffic and, hence, is not triggered

by the user, application or a component of the grid software stack. Such passive

means prevents the measurement from being controlled or influenced by any part of

the used grid stack, and is thus deployment-independent and ‘always on’. Moreover,

the measurement technique does not employ any unreliable means, such as ICMP

measurement. In effect, GridMAP measurements are carried out in a consistent and

dependable manner.

Scheduler-Oriented (Requirements I and V)

Network measurements are collected from the vantage point of the sending node.

This perspective provides a true representation of the network quality delivered to

the grid application and is hence valuable to schedulers evaluating network paths to

different candidate nodes.

True Asymmetric End-to-End (Requirement I)

Measurements collected by GridMAP represent the end-host to end-host connection.

This eliminates space, and need, for estimations and is thus representative of the end-

host to end-host network experience the grid application is likely to get. Furthermore,

the lack of dependence on tomographic performance estimations also eliminates,

from a grid application’s viewpoint, the need for measuring the performance of

individual hops in a path.

Measuring the characteristics of paths in different directions rather than using

one-way measurements for both directions is important as asymmetric routing is

proving more prevalent than before [373, 273]. It also makes it easily deployable.

Independently and Easily Deployed (Requirement V)

Grid environments are made up of diverse, heterogeneous resources that are typically

controlled by a collection of organisations or individuals. This is true of computa-

tional, data and service grids. Hence, deploying a new solution in a grid infrastructure,
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whether a high-end production grid or an ad hoc collaborative one, promises to

be quite a challenge. It is for this reason that the measurement technique used by

GridMAP is self-reliant, uncommitted to the cooperation of other peers in the grid.

This enables the measurement to be carried out autonomously and easily.

Low Overhead (Requirement VIII)

The passive measurement approach adopted by GridMAP sets out to reduce the over-

head and inaccuracy of generating artificial traffic. In the same vein, the overhead of

the collected measurements should not grow to an extent that burdens the GridMAP

solution or any other grid solution that relies on it. Therefore, GridMAP is selective

about the measurements it collects and avoids creating high measurement hindrance.

5.4.2 Data Accretion

Measurements collected by Pasinemda are aggregated via the GridMAP service stub.

The advantages to this form of aggregation are as follows.

Single Point-of-Contact (Requirement VII)

The GridMAP service acts as a unique aggregator of collected measurements. Such

a feature is an important one in order to simplify the process of submitting and

managing information, as highlighted in subsection 4.3.2 and section 4.4.

Extensible (Requirement IX)

The measurements are sent in XML format using the NM-WG schema. This allows for

integration with other grid solutions and GISs if needed. It also enables the solution to

be expanded later to include a wider range of metrics or more detailed measurements.

Permeative (Requirement IX)

A lot of users of grid applications are members of large institutions. The boundaries

of such institutions is more often than not safeguarded with firewalls, NATs, and

other boundary enforcement techniques. This is a source of difficulty for cross-

organisational grids (c.f. [323, 246, 326]). Pasinemda avoids such difficulties with

communication through organisational boundaries by submitting measurements via

a standard WSDL-defined grid service stub over HTTP.
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5.4.3 Data Management

The information management model of GridMAP is logically centralised but in fact

the system is physically distributed to gain the advantage of both arrangements.

Distributed (Requirement VI)

Distribution of the GridMAP solution allows it to scale to handle more amounts and

types of measurements, facilitate data redundancy, and avoid scenarios of single

point of failure and performance bottlenecks. Therefore, the distributed nature of

GridMAP enables scalability, resilience and high availability. It also makes it feasible

to afford the computational costs of managing large amounts of measurements.

Logically Consolidated (Requirement VII)

Having a logically centralised structure provides access to all measurements as though

they were physically in one location. There are two main advantages to this. First,

it provides the valuable benefits of having a single publisher model, which will be

discussed in subsection 5.4.4. Second, it grants the chance of performing different

sorts of analysis of the collected measurements. For instance, prediction algorithms

could be implemented to offer short-term forecasts of performance. Pattern recog-

nition algorithms could also be put in place to provide long-term forecasts and

to detect performance anomalies. The outcome of such numerical analysis of the

measurements could be used to evaluate the performance of grid applications from a

networking point of view, verify SLAs, and detect and troubleshoot inconsistencies.

Expandable

The measurements collected by GridMAP are auto-reported ones as they are ob-

tained by grid nodes about their perceived network performance. This vantage

point results in realistic and accurate measurements. It also has the advantage of

allowing the GridMAP system to expand both horizontally and vertically to collect

more information about the grid. For instance, the nodes could report on more well-

defined network metrics. They could also report on the availability of their local

computational resources. Hence, the design of the GridMAP system allows it to be

taken further to offer more information that could be useful for schedulers.
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5.4.4 Information Publishing

A scheduler which requires information from GridMAP would request so through

its service stub and the information would be sent back in XML format. Two main

advantages of this arrangement are as follows.

Single Point-of-Contact (Requirement VII)

The model adopted is based on a unique publisher of information, i.e. the GridMAP

service. The presence of such a single point-of-contact is a highly valuable feature of

the GridMAP solution. It provides a clear and identifiable source of information and

guarantees data consistency.

Extensible (Requirement IX)

Like measurements, information is communicated in a structured XML format, pro-

viding potential for easy extension of published information.

5.4.5 Information Consumption

In order to receive information from the service, a scheduler has to initiate a request.

This is a query typically tailored by the scheduler to gain information about certain

metrics of specific nodes. The response of the GridMAP system is devised to offer the

following advantages.

Configurable (Requirement IV)

The GridMAP service has the ability to respond to queries about different metrics of

candidate nodes and from different source nodes. The resulting response is thus

highly customised to assist the querying scheduler in a very specific scheduling

decision.

Interoperable (Requirements IV and IX)

The GridMAP response is devised to be consumed by schedulers and is thus in

machine-readable form, i.e. XML. This facilitates automated information process-

ing without user intervention. Moreover, the fact that the NM-WG schema is an

established standard of representing network metrics enables the same data retrieved

from the GridMAP service to be consumed by different clients, let alone schedulers,
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regardless of their language or platform. For instance, GridMAP could be used by

portals to provide graphical representations of monitoring information.

5.5 Summary

This chapter introduced the design of GridMAP, a solution with a broad objective

of providing means by which grid schedulers can obtain knowledge of and adapt

to changes in the network paths to remote resources. The GridMAP solution is

applicable to a wide range of distributed applications, but is particularly important to

grids where the required high performance can be hindered by the unpredictability

of public best-effort networks.

GridMAP consists of two elements. The first is Pasinemda, which is responsi-

ble for measuring the network passively, accurately and reliably. The Pasinemda

measurement technique exploits TCP exchanges in the grid: connection setup is

used to calculate RTT as the delay between sending a SYN message and receiving its

corresponding SYN-ACK response. This RTT measurement includes the real latency

of the path as well as the processing delay at the remote end (which serves as an

indicator of the node’s responsiveness) and the path’s queuing delays (which attests

to the level of congestion on the path). Pasinemda is light-weight and independent

which makes it easy to deploy. Additionally, due to Pasinemda’s unobtrusive nature,

grid traffic monitoring becomes an involuntary process that requires no intervention

but is sustained as traffic naturally passes through a grid node.

The other part of the GridMAP solution (i.e. the GridMAP service) is a grid

service that consolidates and makes available all the measurements collected by

Pasinemda instances. The service is intrinsically distributed yet operates as one

system, which presents a number of advantages. It ensures scalability, resilience and

high availability. It enables advanced processing on the collective measurements.

It also provides potential to maintain high levels of performance by allowing dis-

tribution of load. Moreover, the architecture of the service presents a single point-

of-contact scenario. This is a vital advantage as Pasinemda instances and, more

importantly, grid schedulers need to contact only one body to report and retrieve

network measurements, respectively.
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Implementation

G
RIDMAP’S modular design readily lends itself to a modular implementation

based on function. The implementation of these functions is described in this

chapter. Section 6.1 details how Pasinemda is implemented. Sections 6.2, 6.3 and

6.4 present the three main modules of the GridMAP service. These are implemented

using Java in a GT service container. Section 6.5 reviews how information provided by

GridMAP is consumed by schedulers.

6.1 Performance Measurement

Pasinemda, the measuring element of GridMAP, is implemented as a UNIX daemon

using C. The daemon makes use of the packet capture library libpcap [204] which en-

ables it to listen to ongoing network traffic. On the spawn of new outgoing TCP flows,

the daemon creates a dedicated data structure to follow the flow. The daemon logs

the times when different TCP flags (e.g. SYN, SYN-ACK, FIN) are encountered. This is

used to keep track of the flow’s fundamental information, namely the following:

• IP address of destination node,

• time of handshake,

• time of SYN-ACK reply,

• time of teardown request, and

• total number of transferred data bytes.

91
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This information is then used to compute the RTT and throughput of the connection,

through the process illustrated by the flowchart in Figure 6.1.

Figure 6.1: Pasinemda’s Measurement Process

This measurement process runs in the background on the node and hence cap-

tures any traffic it generates into the network. The only requirement for this to take

place is execution with root privileges in order to allow libpcap to access the network

interface. This, however, is only needed on nodes running Pasinemda, i.e. where users

are submitting jobs to be scheduled, and not on any other grid nodes. In other words,

a grid user who wishes to use GridMAP just needs to run Pasinemda in privileged

mode on his local node from which he submits jobs. In the case of e-science grid

applications, for example, this is the researcher’s desktop or laptop machine. On

shared computers, this could be made easier by appropriately setting the access mode

of the Pasinemda executable. The same is done with the ping executable, for example,

which also requires root privileges to use raw sockets for sending ICMP packets. No

peer collaboration is required for Pasinemda to operate and hence there is no need

for the user to install or run anything on any other node in the grid.
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6.2 Data Accretion

This function relates to the process of amalgamating measurements collected at

various grid nodes running Pasinemda into one logical location. The process is

initiated by the Pasinemda instances themselves: Pasinemda parses any cached

measurements into XML using the NM-WG schema and submits them to the service

through its stub. This is carried out every s minutes. The default value of s is 15

minutes, but it could be changed through a command line argument to suit the needs

of different applications. Algorithm 6.2.1 summarises this process.

In addition to reporting measurements, each Pasinemda daemon goes through a

bootstrapping phase where it contacts the GridMAP service to register the hostname

of the node where it resides and the IP addresses of all associated external network

interfaces. The Pasinemda instance also generates a client stub to match the service’s

endpoint. The client stub is regenerated whenever the service interface changes from

the last time it was invoked.

�

�

�

�

Algorithm 6.2.1: REPORTMEASUREMENTS(FileCache)

Read FileCache

if !(isEmpty(FileCache)

then



while sizeOf(FileCache) > 0)

do



Create new XML record:

(DestinationIP , TimeOfF low, TotalBytes,

RTT , Throughput)

Parse first flow digest to XML

Save XML record

Reduce flow digest from FileCache

Connect to GridMAP Service (SourceIP )

Submit XML records

Sleep for sminutes

On the service side, measurements are received by invoking the Measurement

Receiver module. This module inserts the received data into the Measurement

Database, as summarised by Algorithm 6.2.2.
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Algorithm 6.2.2: RECEIVEMEASUREMENTS(XMLRecords)

procedure CHECKHOST(IP )

SQL← SELECT unique host identifier with IP address IP

ResultSet← Execute SQL

if !(isEmpty(ResultSet)

thenHost←Unique Host Identifier

else



comment: Host not running Pasinemda

Host← Resolve IP to hostname using host

ifHost not found

thenHost← IP

SQL← CREATE new host: (Host, IP )

Execute SQL

return (Host)

main

SrcHost← CHECKHOST(SourceIP )

for eachRecord ∈ XMLRecords

do

DestHost← CHECKHOST(DestinationIP )

SQL← INSERT metrics using SrcHost and DestHost

6.3 Data Management

The entity-relationship model of the Measurement Database is depicted in Figure 6.2

using Crow’s Foot notation. The database is managed using MySQL and connected to

using JDBC.

The representation of data using the Measurement Database takes into account

that one node might have more than one IP address. It also allows for fast queries for

metrics between a combination of source and destination nodes using unique foreign

key pairs. The database model is also easily expandable to include, for example, more

network performance metrics or local computational resource availability. The latter

extension could easily be realised using an additional table as shown in Figure 6.3.

Replication of stored data is achieved using MySQL Replication [369]. In this setup,

one copy of the database is specified as ‘master’ while the others as ‘slaves’. Changes

to the master database are automatically mimicked in an asynchronous fashion on

slave copies to maintain conformity. In our implementation, the GridMAP service
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Figure 6.2: Measurement Database Entity-Relationship Model

Figure 6.3: Possible Extension to the Measurement Database Model

front (i.e. where the service URI points) is specified as master while additional nodes

are specified as slave. MySQL provides two modes of replication: statement-based

and row-based. Our implementation employs the former as most changes made to

the database are via multi-transaction INSERT statements that affect a number of

rows in two or three tables. Such replication scheme achieves the target of being

logically centralised while being physically distributed.

MySQL Replication was preferred to grid data replication solutions, such as Grid

Datafarm (Gfarm) [330] and Globus Data Replication Service (DRS) [106], as these
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solutions are better suited for replication of large, fairly static files. In contrast, MySQL

transaction-based replication is much more fine-grained and is thus suitable for

non-readonly relational databases. Other replication management solutions, such as

Storage Resource Broker (SRB) [75], were disregarded due to their large maintenance

overhead and compatibility issues with MySQL.

6.4 Information Publishing

So far, the functions presented were quite straight forward as each had a quite distinct

assignment. The function of publishing information through the GridMAP service,

however, is more complex. This function is broadly split into 3 sub-functions: service

invocation, data analysis and dissemination. This section reviews how these sub-

functions are implemented.

6.4.1 Service Invocation

A grid scheduler that is about to allocate resources to a job approaches the GridMAP

service by method calls to the client stub local to its machine. This stub is generated

based on the WSDL description of the GridMAP service, mirroring its interface. The

client stub serialises the method invocation and its associated parameters into SOAP

and communicates it to the server stub, which performs a deserialisation operation

to convert from SOAP back to local method calls.

The remote invocation includes four parameters (mentioned in subsection 5.3.3).

These are as follows:

1. Identifier : This is the IP address or hostname of the scheduler’s node. It is used

in SQL queries and to identify service resource states.

2. Nodes: This is a list of nodes with resources that satisfy the computational

requirements of the job.

3. Metrics: The network metrics that are of relevance to this job.

4. Data Size: The total number of bytes to be transferred for the job to start

executing. This is only specified if throughput is of interest.
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6.4.2 Data Analysis

Data analysis is carried out by the Predictor module. When provided with a pair of

source and destination nodes and metrics of interest, it retrieves the corresponding

measurement history from the Measurement Database and uses it to predict future

metrics. We use 48 hours period-based history, and advise not to exceed this value for

production grids as long periods can cause severe fluctuation which has a detrimental

effect on prediction quality. This, however, is adjustable and is left to the discretion of

the user.

This subsection describes the numerical analysis that is carried out by the Predic-

tor module, starting with the requirements then detailing the technique and finally

some implementation details.

Requirements

Using the (SrcIP, DestIP ) pair used by the Query Handler module to invoke the

Predictor module, the latter retrieves all metrics reported by SrcIP about connections

to DstIP. The retuned data set holds a series of Pasinemda-obtained measurements

that is discrete, quite possibly irregularly spaced, and potentially sparse and bursty

(based on ‘pulses’ of activity). The observations are also expected to be quite precise

with very low error margins, based on feature 5.4.1, Performance Measurement I. For

the Predictor module to work efficiently, it needs an algorithm that works on such

data series to provide accurate predictions. It also needs to do so rapidly in order to

minimise overhead and to enable the system to scale. Hence, there is an emphasis on

pragmatism in the process of choosing the right algorithm.

Technique

The measurements collected by one Pasinemda instance is a sequence of observa-

tions at different times. Such a sequence might thus appear to be a time series

as they are potentially dependent observations of certain variables (i.e. RTT and

throughput). However, the observations are not obtained at regular intervals but

at times when network traffic is generated which might seem, for the purposes of

this thesis, random. Hence, the collected measurements do not necessarily form

a time series. Consequently, common time series analysis methods (c.f. spectral

analysis [209], Box-Jenkins [85], etc.) are not directly applicable here. Even traditional

IThe accuracy of these measurements will be scrutinised in chapter 7.



CHAPTER 6. IMPLEMENTATION 98

methods, such as discrete-time Fourier transform, would not be applicable due to the

lost samples.

Several techniques have been put forward to analyse and forecast series of irreg-

ularly spaced observations, such as weighted wavelet Z-transform [153], parametric

clustering algorithms [371], and iterative singular spectrum analysis [226]. Alterna-

tively, irregularity in time series could be dealt with using resampling [260]. Here,

interpolation is employed to compensate for inconsistent periodicity by approximat-

ing the value of the missing samples. This then qualifies irregular series to be used by

traditional forecasting methods. We prefer this latter approach for application here as

the former alternatives are computationally intensive.

Numerous resampling methods were implemented in the statistical analysis liter-

ature to solve different spatial and temporal sample irregularities. Examples include

linear, polynomial and spline interpolation methods. Of these, GridMAP requires

an interpolation technique that is of low error, has minimum requirements and

assumptions about the data, and is computationally feasible. The Akima spline fitting

method [55] fulfils these requirements. This nonlinear deterministic procedure is

used both for interpolation and curve fitting. It produces a smooth interpolatory

function made up of polynomials of order three or less. Such a function is very stable

to outliers, much more so than those produced by other spline interpolation methods,

such as cubic splines. It also produces very low error and is hence appropriately suited

for data with very low noise, such as Pasinemda-obtained network measurements.

Moreover, being a parsimonious method, its implementation is of low complexity and

requires a single linear application per series, which makes it very computationally

efficient.

Applying the Akima spline technique alone provides a full set of regularly spaced

values. It allows extraction of accurate growth trends. It cannot, however, be used to

produce accurate forecasts through extrapolation. This is because its deterministic

nature stresses the global trend which might not be representative of all observations,

especially in a potentially bursty series like Pasinemda’s. Therefore, we couple the

Akima procedure with an ad hoc forecasting procedure, namely weighted moving

averages. This is a linear stochastic filter that provides a forecast of network per-

formance based only on past RTT and throughput measurements, with more weight

given to recent measurements than older ones. Simple moving average is applied for

series with 3 or less samples, and exponential smoothing is applied thereafter. This

procedure continuously adapts to new measurements as they become available. It is
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also easy to implement and fast to execute.

There are of course alternatives to using Akima splines coupled with weighted

moving averages as a prediction approach. The Kalman filter [215], for instance,

might seem an obvious method to produce forecasts of discrete irregular data. How-

ever, it is suited for data with high levels of noise which is not the case with Pasinemda’s

measurements. Also, the Kalman filter is implemented recursively and is thus less

computationally efficient than Akima splines [185, 354]. Other alternatives include

regression analysis (c.f. [100]) and maximum likelihood estimation (c.f. [211]), but

these demand a priori information about the observations which is not available and

would have to be arbitrated, skewing the analysis process.

Implementation

Let xi denote a Pasinemda measurement value taken at time ti, and X represent a

series of N distinct such measurements, either RTT or throughput. Hence:

X = x0, x1, x2, . . . , xN−1

These samples are more often than not irregularly spaced, meaning that:

P (ti − ti−1 = ti+1 − ti) < P (ti − ti−1 6= ti+1 − ti) (6.1)

This series is then interpolated using version 0.5-4 of the akima package [170] of R

[286] to obtain an equispaced series X ′:

X ′ = x′0, x
′
1, x
′
2, . . . , x

′
N−1

Notice that xi might be but is not necessarily the same as x′i.

The forecast for the coming period, x̂N , is computed as follows. If N ≤ 3 then

simple moving average is applied:

x̂N =

∑N−1
i=0 x′i
N

(6.2)

However, if more than 3 observations are available, exponential smoothing is used:

x̂N = x̂N−1 + α(x′N−1 − x̂N−1) (6.3)

where α is the smoothing constant in the range 0 < α < 1. Alternatively:

x̂N = αx′N−1 + (1− α)x̂N−1 (6.4)
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This is a recursive process where the weights are decreasing at an exponential rate: α,

then α(1−α), then α(1−α)2, . . . etc. By continuously replacing previous forecasts into

equation 6.4, it is reduced to the non-recursive form:

x̂N = α

N−1∑
i=1

(1− α)i−1x′N−i + (1− α)N−1x′0 (6.5)

The constant α determines the degree by which old observations are dampened

and, inversely, the degree by which recent ones are pronounced. This is illustrated by

a few examples in Table 6.1.

Weight
α α(1− α) α(1− α)2 α(1− α)3

0.9 0.16 0.032 0.0064
0.6 0.25 0.125 0.0625
0.3 0.16 0.128 0.1024

← Recent Samples Older Samples→

Table 6.1: Examples of Sample Weights used by the Exponential Smoothing Model

The closer the value of α is to 1, the more emphasis there is on the local trend. This

is more suitable for series where new values are more dependent on recent changes

than the overall average. On the other hand, the closer α is to 0, the more input the

model takes from older observations, which is suitable for series where the global

trend has a dominant effect on the value of subsequent measurements.

The conventional technique to find the most suitable value of α is trial and error.

In our implementation, α is initially 0.3. After the exponential smoothing procedure is

carried out, an evaluator of the Mean Square Error (MSE) is stored in state. The value

of this metric reflects the accuracy of the forecast and is used to improve the following

forecast for the same series.

Finally, the predictions are used to calculate weights that will be used to order the

list of candidate nodes. The weights are analogous to the predicted amount of time

it will take to transfer all files required by the job to be ready to execute. For jobs

interested in RTT only, the weight, wr is calculated using:

wr = 3r̂ (6.6)

where r̂ is the predicted RTT in milliseconds. The constant 3 refers to the average

number of round trips needed to stage in the job, i.e. transfer all the files it requires

for execution. wh, the weight corresponding to predicted throughput ĥ, is calculated
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using:

wh =
d

ĥ
(6.7)

where d is the total job transfer size including data, executables and parameters. If

both RTT and throughput are specified as metrics of interest, then the weight, w, is

calculated using:

w = wr + wh (6.8)

6.4.3 Dissemination

After carrying out the data analysis for all source and candidate pairs, the Predictor

compiles the predictions and publishes them back to the scheduler from which the

query originated. This is structured as an ordered weighted list of the candidate nodes

and the predicted metrics for each. It is parsed in XML format and sent through the

stub over SOAP.

By this point, the service has responded to the inquiring scheduler. However, the

data created by the invocation is not entirely purged; as grid services are stateful,

some state information is retained for use in case of future invocations from the

same scheduler. The cached information includes invocation parameters as well as

Predictor return values and thread state (such as the last value of α). These remain

cached under the scheduler’s identifier for a lease-based lifecycle [313], i.e. the time

for which state information is held. In our implementation, the lease time is set to 60

minutes to reduce caching overhead whilst allowing enough room for schedulers to

reuse and build on previous queries. If a new invocation is received from a scheduler

with cached state, the Query Handler first checks if any new measurements were

reported since the last invocation. If not, the outcome of the last invocation is sent

back and the Predictor module is not called. Otherwise, the Predictor module is called

with the previous series along with the measurements since the last invocation and

the cached value ofα to be used as the smoothing constant. Calls to the Measurement

Receiver module trigger a reevaluation of MSE and a subsequent modification of α.

6.5 Information Consumption

The function of consuming GridMAP predictions is broken down to the following

tasks:
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• Interrupt the matchmaking process at the appropriate time in order to have

enough information to formulate a GridMAP service query.

• Digest the information provided by the GridMAP service and use it to influ-

ence the matchmaking process. This would be done according to application

requirements. So, the weights returned by GridMAP could be used as they are, or

alternatively they could be squared or even cubed for applications that are more

susceptible to network performance such as replica management applications

(e.g. [109]).

• React to lack of measurements indicated by negative weights.

The manner in which these tasks are handled is strictly a scheduler-specific issue.

This is because for a scheduler to make use of such information it first has to be

modified to query GridMAP prior to committing scheduling decisions. It is thus a

decision to be made by the developer depending on the available grid software stack.

Therefore, this section does not present our specific implementation. Instead, it

reviews three different ways in which such an implementation can be achieved. The

particular implementation we developed is introduced at the end of this section.

6.5.1 Source Code Modification

The first method of integrating GridMAP into the scheduling process is to modify the

source code of the scheduler to invoke the GridMAP service. This includes altering

matchmaking methods and forging a client to generate and receive SOAP requests

and responses.

This task assumes the availability of the scheduler’s source code. Further, it entails

a considerable level of familiarity with the code in order to know which parts of the

code to change and to avoid tampering with other core functionality. Thus, such

effort has the potential to become quite time-consuming. It is also disruptive as the

code would need re-compiling after the modifications are made. However, it provides

maximum flexibility as the developer can exactly specify what information to provide

to the GridMAP service and when, as well as what to do with the returned information.

6.5.2 Runtime Modification

An alternative method is to change the scheduler behaviour at runtime, also known

as hooking. This task relies on identifying and intercepting method invocations at
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runtime and injecting modified calls and data structures.

Such effort requires less knowledge of the intricate inner workings of the scheduler

compared to the previous method. Nonetheless, hooking entails a great deal of

reverse engineering and sometimes profiling which could make it just as time-

consuming as the previous method (c.f. [325]). There is also the possibility of failing

to hook certain applications (i.e. schedulers in this case) due to the way they were

written.

6.5.3 Wrapping

The third method to integrate GridMAP into schedulers is to use a wrapper to veer

the scheduling process into consulting GridMAP. This could be done in different ways

depending on the scheduler in question but essentially the wrapper manipulates the

scheduler by altering job descriptions. For instance, the wrapper could use submitted

job descriptions (for example, using ClassAd) to obtain feedback from GridMAP and

then submit the modified job description to the scheduler (which would be Condor

in the example of ClassAd).

Of the three discussed methods, this third one is the easiest. It requires very little,

if any, knowledge of how the scheduler works and it demands a minimal amount

of coding. The drawback, however, is less flexibility. Using a wrapper binds the

programmer to the constraints of the scheduler interface and thus there is less control

on GridMAP invocations and their role in influencing the scheduling.

For our implementation, we prefer the wrapping method for its ease of devel-

opment and applicability to a wide range of schedulers. In our implementation,

the wrapper reacts to negative weights by opening a half-connection to the remote

node in question and then immediately closing it. This acquires one initial RTT

measurement per candidate without resembling a Denial-of-Service attack. We

implement our wrapper, called gSched, for the particular case of the gLite WMS meta-

scheduler. This will be used in the performance evaluation presented in section 8.3.3

where the impact of using GridMAP is assessed on a production grid infrastructure.

6.6 Summary

This chapter reviewed the implementation of the five functions of the GridMAP sys-

tem. Pasinemda was first discussed, identifying how this easily deployable libpcap-

based daemon monitors network flows and extracts RTT and throughput accord-
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ingly. Second, the function of periodically reporting collected measurements to the

GridMAP service was explained. Third, the chapter discussed how the collected

measurements are stored, organised, and replicated. Fourth, the function of infor-

mation publishing was explored. This included the sub-functions of information

request through service invocation, performance prediction through data analysis,

and finally information dissemination. To produce performance predictions, period-

based measurement history is put through a procedure of Akima splines coupled with

exponential smoothing. This technique is simple, accurate and robust against out-

liers, allowing it to work contiguously without the need for recursive computations.

Finally, the chapter highlighted the topic of consuming the information provided by

the GridMAP service by describing three different methods of achieving this. The flex-

ibility of having these different options is a consequence of GridMAP’s service-based

model which allows language-independent, platform-independent interaction. Of

these three options, we decided to choose the wrapping method for its ease and wide

applicability, and implement it in the evaluation of GridMAP’s impact on scheduling

performance in chapter 8.



A problem worthy of attack proves its worth by fighting

back.
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Evaluating Pasinemda

O
NE of the main contributions of this thesis is the use of passive monitoring

techniques to measure the performance of grid networks. As discussed in

section 5.2, this approach offers reliable end-to-end measurements without the need

for peer collaboration. It also evades the overheads associated with alternative

measurement approaches such as intrusiveness and estimation.

However, it is important to assess the precision of the measurements obtained

using the passive approach adopted by Pasinemda, especially considering that many

passive measurement techniques are renowned for low accuracy. In this chapter, we

describe a number of tests that were carried out in order to establish the accuracy of

the Pasinemda measurements. An abridged discussion of the results presented here

was published in [137].

The objectives of the experiments are first discussed in section 7.1, followed by a

presentation of the experimental setup in section 7.2. Next, section 7.3 presents the

findings from the experiments. The overall outcomes are summarised in section 7.4

by revisiting the research questions. Finally, section 7.5 offers concluding remarks.

7.1 Evaluation Questions

The objective of the experiments described in this chapter is to establish the accuracy

of the network measurements obtained by Pasinemda. Effectively, this is about

scrutinising the accuracy of the RTT measurements in particular. This is because

Pasinemda measures RTT as the two-way delay experienced during a TCP handshake.

106
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This, of course, is not purely the inherent path latency but is in fact a gross delay which

includes any processing delays introduced at the remote end plus queuing delays

experienced en route (recall Equation 5.4 on page 77). Therefore, it is important to

establish the accuracy of such a method. Moreover, Pasinemda measures throughput

as a variable that is dependent on RTT. This makes the evaluation of RTT accuracy

even more important.

The experiments presented here, thus, aim to answer the following questions:

• How accurate is Pasinemda at measuring RTT and throughput?

• Does the accuracy vary for different network connections?

The outcome of these questions is important as it impacts the quality of the informa-

tion that flows through the rest of the GridMAP system and is eventually fed to grid

schedulers.

7.2 Methodology

A series of tests were conducted in which Pasinemda was used to measure connec-

tions of varying distances and quality. Table 7.1 summarises these connections.

In the first test, the source and destination hosts reside in the same building and

are connected using Ethernet. In the second test, the destination is a home computer

connected to the Internet using commercial DSL. The third test is carried out on

a connection that terminates in the Oxford e-Research Centre (OeRC). The fourth

and fifth tests involve two intracontinental connections: one to an EMANICS [11]

testbed node in Munich, and another in the reverse direction from the University of

Innsbruck.

These different connection distances and types are common examples of a wide

range of grid environments. For example, collaborative grid applications, such

Name Source Destination
Number Capacity RTT
of Hops (Mbps) (ms)

Ethernet InfoLab21 InfoLab21 1 100 0.6
DSL InfoLab21 Lancaster 4 16 8
OeRC InfoLab21 Oxford 12 100 10
EMANICS InfoLab21 Munich 15 16 29
Innsbruck Innsbruck InfoLab21 17 16 48

Table 7.1: Summary of the Connections Used to Evaluate the Accuracy of Pasinemda
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as SETI@home [66], usually run over residential connections like DSL. Other grid

applications, however, need to run over networks of much better quality. For example,

POV-RAY [34] is an e-science application that typically runs on high speed campus-

to-campus connections. The OeRC connection in our experiments is provided by

JANET [16] and is the sort of connection that a substantial number of UK-based e-

scientists use on a day-to-day basis. For regional multi-institution grid projects, such

as LHC ATLAS [4], intracontinental WAN connections are employed. Finally, Ethernet

connections are included in the tests due to their widespread use. Grid resources are

by definition geographically distributed, but in many circumstances these resources

are divided into ‘islands’ where a collection of resources and users are grouped at one

site in which case Ethernet is the connective tissue.

The setup in each test is identical: we generate TCP traffic using iperf [338] for 34

different transmission durations (ranging from 1 to 500 seconds). In every test, the

Pasinemda daemon sits on the sending node while the destination, running iperf’s

discard server, simply acknowledges received packets. We compare Pasinemda’s RTT

measurements to those of ping, and throughput measurements to those of iperf.

7.3 Results

7.3.1 Round Trip Time

We set up these experiments such that five ping repetitions are triggered with each

iperf probe. At the same time, we exploit the three-way TCP handshake of the iperf

probe to measure RTT. We then compare our results to the minimum, mean, and

maximum ping measurements. Minimum values are the most accurate as they are

a result of minimum ICMP discrimination (see sections 2.3 and 2.5). Mean values are

generally accepted as the representative ping measurement and hence are important

to include in the results. Maximum values are included to illustrate the range of RTT

measurements obtained by ping. Figures 7.1-7.5 illustrate these comparisons.

Several observations stand out from the graphs. First, ping measurements are

noticeably unreliable. This is apparent from the great variance between the measure-

ments of the ping repetitions taken at any one probe. Such variance is mainly due

to ICMP discrimination. At times of long router queues, ICMP packets are treated as

low priority traffic and thus remain enqueued longer than other packets. They can

also be rate-limited. Therefore, the minimum RTT value measured by ping is always
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Figure 7.1: RTT Measured by Ping and Pasinemda on the Ethernet Connection
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Figure 7.2: RTT Measured by Pasinemda on the DSL Connection

the one with the least amount of queue-caused error. On the other end of the scale,

the maximum value represents the worst case scenario where the measurement is

severely skewed.

Second, despite the fact that Pasinemda relies on only one packet exchange to cal-

culate RTT (as opposed to ping’s 5, in these experiments), Pasinemda’s measurements

are almost always within the range of ping’s minimum and mean measurements.

Table 7.2 outlines the overall difference between Pasinemda and ping in each of the

tests. Pasinemda’s measurements tend to be close to the minimum ping values. This
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Figure 7.3: RTT Measured by Ping and Pasinemda on the OeRC Connection
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Figure 7.4: RTT Measured by Ping and Pasinemda on the EMANICS Connection

effectively means that computing RTT by looking at TCP handshake packets is almost

as accurate as the minimum of a series of ping-obtained RTT measurements.

Third, the percentage error is reduced as the connections get longer. This trend is

expected as the effect of remote processing delays, which is included in Pasinemda’s

RTT measurements, is relatively reduced as path latency increases. In order to

normalise these differences between the RTT measured by ping and Pasinemda, we

plot the ratio between the measurements in Figures 7.6-7.9.

Fourth, the RTT measured by ping fluctuates from one probe to another. This
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Figure 7.5: RTT Measured by Ping and Pasinemda on the Innsbruck Connection

0.0

0.5

1.0

1.5

2.0

 0  100  200  300  400  500

R
TT

 R
at

io

Probe Duration (s)

Pasinemda:Ping (minimum)
Pasinemda:Ping (mean)

Pasinemda:Ping (maximum)

Figure 7.6: Ratio of the RTT Measurements of Ping and Pasinemda on the Ethernet Connection

Connection
Percentage Difference

Ping (min) Ping (mean) Ping (max)

Ethernet −30.02% 224.15% 1083.70%

DSL n/a n/a n/a

OeRC −3.65% 9.68% 53.66%

EMANICS −0.23% 0.18% 1.04%

Innsbruck −0.27% 0.12% 0.82%

Table 7.2: Percentage Difference Between Pasinemda and Ping Measurements
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Figure 7.7: Ratio of the RTT Measurements of Ping and Pasinemda on the OeRC Connection
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Figure 7.8: Ratio of the RTT Measurements of Ping and Pasinemda on the EMANICS Connec-
tion

unsteady behaviour is also attributed to the unreliability of ICMP as a probe car-

rier. This is made even more evident by the fact that the fluctuations are far more

pronounced for the maximum ping values than they are for minimum values. This

trend could be observed in Figures 7.1, 7.3-7.9 as well as in Table 7.3 which describes

the statistical dispersion of the Pasinemda and ping RTT measurements using their

standard deviations.

Other important trends could also be deduced from Table 7.3. The first is the

relative stability of the Pasinemda RTT measurements, apart from the DSL test (due
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Figure 7.9: Ratio of the RTT Measurements of Ping and Pasinemda on the Innsbruck Connec-
tion

Connection
Standard Deviation (ms)

Pasinemda Ping (min) Ping (mean) Ping (max)

Ethernet 0.35 0.27 0.72 3.00

DSL 61.06 n/a n/a n/a

OeRC 0.63 0.06 1.92 9.03

EMANICS 0.08 0.04 0.30 1.10

Innsbruck 0.12 0.07 0.28 1.37

Table 7.3: Standard Deviations of Pasinemda and Ping Measurements

to high contention). This is reflected by the closeness of the standard deviation of

the Pasinemda RTT measurements to that of the minimum ping. This implies that

using a natural TCP flow to measure RTT is just as reliable as carrying out a series of

ping tests and picking the minimum value. Second, the burstiness of the Pasinemda

RTT measurements diminishes on long paths. This is due to the previously discussed

effect of processing delay in proportion to path latency.

Taking this one step further requires us to look at the coefficient of variation (CV).

CV is given by the ratio of the standard deviation to the mean. It provides a way

of measuring statistical dispersion of a sample without being attached to its unit,

which in this case is milliseconds. Lower CV values signify little fluctuation around

the mean value, and vice versa. Table 7.4 displays the CVs for the RTT measurements.

These values are quite useful because CV is a normalised statistic and hence allows

us to compare the variation of the different samples around their respective mean
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Connection
Coefficient of Variation

Pasinemda Ping (min) Ping (mean) Ping (max)

Ethernet 0.416 0.479 0.277 0.316

DSL 2.634 n/a n/a n/a

OeRC 0.065 0.007 0.180 0.603

EMANICS 0.003 0.001 0.010 0.037

Innsbruck 0.002 0.002 0.006 0.028

Table 7.4: Coefficients of Variation of Pasinemda and Ping Measurements

values regardless of the absolute value of the individual measurements. What is

acquired from this table is the verification of the aforementioned trends, namely that

Pasinemda is just as reliable and accurate as the minimum of a series of ping tests and

that Pasinemda’s accuracy is improved as inherent path latency increases.

The final observation is again related to the unreliability of ICMP. ICMP packets

are not just treated as low priority traffic but are in some cases dropped all together.

This is evident from the lack of ping results for the DSL test, as portrayed in Figure 7.2

and consequently in Tables 7.2-7.4, where the commercial network provider’s routers

blocked all ICMP traffic. Pasinemda, on the other hand, does not rely on ICMP and

hence was able to obtain RTT measurements for this connection.

7.3.2 Throughput

In Figures 7.10-7.14 we compare the throughput calculated by Pasinemda against

that returned by the iperf client. Because different connections achieve significantly

different throughputs, the figures also plot the ratio between the measurements

obtained by the two tools.

From the graphs, we establish that Pasinemda’s throughput measurements are

consistently accurate compared to iperf for all TCP transfers on the five different

connections. Overall, Pasinemda’s throughput measurements are within 2.20% of

the measurements obtained by iperf. Since Pasinemda calculates throughput as a

function of RTT, these results are further testimony to the accuracy of Pasinemda’s

RTT measurements.

7.4 Outcomes

The experiments discussed in this chapter were aimed at answering two main ques-

tions. They are now revisited in light of the aforementioned results.
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Figure 7.10: Values and Ratio of Throughput Measured by iperf and Pasinemda on the Ethernet
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Figure 7.14: Values and Ratio of Throughput Measured by iperf and Pasinemda on the
Innsbruck Connection

• How accurate is Pasinemda at measuring RTT and throughput?

The experiments established that the Pasinemda technique is accurate for

measuring RTT. By merely observing a single packet exchange through TCP

handshake, Pasinemda was able to attain almost the same accuracy as the

minimum value of five ping probes: within a range of 0.23–0.27% for intra-

continental paths, 3.65% for a national high-speed path, and 30.02% for an

Ethernet connection. Accordingly, Pasinemda’s throughput measurements were

also accurate, within 2.20% on average of iperf’s measurements.

Moreover, Pasinemda displayed reliability as it measured RTT for all connec-

tions with minimal variation: the coefficient of measured RTT variation was

0.002–0.003 for intra-continental paths, 0.065 for a national high-speed path,

2.634 for DSL, and 0.416 for Ethernet. This is a significant improvement over

ICMP-based techniques which are unreliable and prone to error.

• Does the accuracy vary for different network connections?

Pasinemda’s accuracy seems to improve as connection latency increases. This is

because as this happens, other constituent delays (i.e. remote processing and en

route queuing delays) decrease in proportion to the inherent path latency. This

implies that Pasinemda is most accurate with long distance connections such

as transatlantic paths and least accurate with low-latency connections such as

Ethernet.
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7.5 Summary

The core objective of this chapter was to ascertain the accuracy of the RTT measure-

ments obtained by GridMAP’s Pasinemda. This is of high importance because it is the

basis upon which throughput measurements are calculated. The accuracy of the mea-

surements supplied by Pasinemda is also important because these measurements will

eventually be used to influence schedulers and is hence instrumental in GridMAP’s

offering to grid schedulers.

The accuracy and stability of Pasinemda’s measurements was validated through

a series of tests against ping and iperf on five different real-world connections rep-

resentative of common grid conditions. Furthermore, due to Pasinemda’s indepen-

dence of ICMP, it presents itself as a highly reliable purely passive RTT measurement

technique.
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Evaluating GridMAP

H
AVING proven the accuracy levels achieved by Pasinemda, attention is now

turned to evaluating the impact of using GridMAP on the quality of scheduling.

This chapter looks at the benefits and costs of the GridMAP solution by implement-

ing it in a typical grid environment. Section 8.1 describes the objectives of the

experiments and puts forward a set of questions to be answered by the evaluation.

Section 8.2 reviews how the GridMAP solution was deployed. Section 8.3 covers the

methods used to apply GridMAP to different grid scheduling scenarios. The observed

consequences are then detailed in the following three sections: sections 8.4, 8.5

and 8.6 look at network utilisation and scheduling performance, while section 8.7

examines different added overheads. Finally, evaluation questions are revisited in

section 8.8, and conclusions drawn from the evaluation are outlined in section 8.9.

8.1 Evaluation Questions

The aim of the set of experiments discussed in this chapter is to answer the following

questions.

I. Can network utilisation be enhanced by using GridMAP?

II. Can grid scheduling be improved by using GridMAP?

III. Does the effect of GridMAP vary for different grid applications?

IV. What is the cost of using GridMAP?

119
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Questions I and II are closely related as they both attempt to fundamentally assess

the usefulness of employing GridMAP’s passively-acquired network measurements to

influence scheduling decisions. The hypothesis here is that the use of GridMAP will

indeed improve the efficiency of scheduling grid applications and the utilisation of

the network. If this is proven to be true, it would be compelling to investigate whether

this is true with all or a subset of grid applications and hence Question III. The

final objective is to inspect another impact of GridMAP by examining the overheads

associated with using it.

The experiments that follow in this chapter apply GridMAP to the scheduling

procedure of applications of various characteristics. By gauging the profit or forfeit, if

any, of using GridMAP on the scheduling efficiency under different circumstances it

would be possible to answer the above questions.

8.2 GridMAP Deployment

This section describes how the GridMAP solution was deployed for the purposes of

this evaluation.

8.2.1 Pasinemda

During the experiments, one node is responsible for scheduling jobs. This node runs

an instance of Pasinemda which allows it to collect network measurements, based on

job submissions and file transfers, and then report them to the GridMAP service. The

node also interacts with the service prior to scheduling in order to achieve network-

aware resource allocation.

This node resided in InfoLab21 on the Lancaster University campus. It was a Dual-

Core AMD Opteron 2.2GHz with 2GB RAM running CentOS Linux version 5.3, JDK 6

update 16 and GT version 4.2.1.

8.2.2 GridMAP Service

During the experiments, the GridMAP service was deployed on four computers

provided as virtual machines hosted on the EmuLab testbed [357]. Each of these

computers was an Intel Xeon 3GHz with 896MB RAM and 3GB disk space running

Red Hat Linux release 9, JDK 6 update 16 and GT version 4.2.1. The data managed by

the service is distributed and replicated across these four nodes. The database back-
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end was managed by MySQL Community Server version 5.1.42. Data analysis was

carried out using R version 2.9.2.

During the experiments, the GridMAP service will be invoked from the host

located in the Lancaster University campus. EmuLab is located in the University of

Utah in Salt Lake City, UT, USA. This makes the service reachable from Lancaster via

a 20-hop connection of 180ms RTT on average. The decision to host the service on

such a relatively remote node was deliberate in order to provide a robust evaluation

of GridMAP’s added value by creating realistic network conditions.

8.2.3 Induced Load

The deployment of the GridMAP service was augmented by a dummy deployment put

in place to generate network, storage and processing overhead on the service during

the experiments.

This dummy deployment included 20 more virtual machines, also hosted on

EmuLab, running Pasinemda. At node creation time, every node randomly selects a

number s between 5 and 60. This represents the number of minutes before which

Pasinemda reports its cached measurements to the GridMAP service. The nodes

exchange a dummy data set (10MB in size) using GridFTP in the following manner.

Each node issues a query to the GridMAP service, transfers one of the data sets to

one of the other 19 nodes, selected at random, and then sleeps for an interval chosen

randomly between 0.1 seconds and s minutes. All of the 20 load-inducing machines

were of identical configuration: Intel Pentium III 850MHz with 512MB RAM running

Red Hat Linux release 9, JDK 6 update 16 and GT version 4.2.1.

This additional arrangement subjects the GridMAP service to relatively significant

load levels in the form of metric submissions and queries. The response of the queries

are not used to influence the file transfers. They just serve the purpose of triggering

a process of data storage, data acquisition and analysis on the GridMAP service.

The Pasinemda submissions based on the interactions of the 20 nodes also serve to

synthesise a realistic network and processing load on the service.

8.3 Methodology

This section describes the experiments that were devised to measure the impact of

using GridMAP on scheduling grid applications. In doing this, the section discusses

four main aspects of the experiments:
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I. The choice of grid testbed and software stack to integrate GridMAP into.

II. The choice of grid applications.

III. The means of integrating GridMAP into the chosen grid system.

IV. The principal metrics of the evaluation.

8.3.1 Grid Testbed

This subsection reviews the choice of testbed and the consequences of this choice.

Real or Simulated Testbed

The first principal decision regarding the testbed is whether to use real or simulated

networks. There are several advantages to simulation, most important of which is

retraceability. The controlled nature of simulation environments also makes it easy

to control environment variables and replay scenarios. This is indeed valuable when

compared to deploying a solution over strictly governed real infrastructures.

Nevertheless, controlled environments offered by simulation are of little value if

they do not properly recreate the ecosystem they represent. Grids are made up of a

collection of highly sought after resources interconnected by public IP networks. Both

of these aspects are extremely difficult to recreate. Various grid performance simula-

tion models exist, such as [341, 89]. However, realistic and fine-grained simulation of

production grids is not yet possible [188]. Similarly, simulating public IP networks is

very difficult [274, 151]. Thus, it is found that simulating grid infrastructures would be

more troublesome than rewarding.

Furthermore, our goal is to carry out rigorous evaluative experiments to test the

value of GridMAP. This is best done under realistic circumstances where compu-

tational and network resource availability is dependant on a wide range of system

variables and thus potentially volatile.

Choice of Testbed

Committing to real-world testing, the question switches to the choice of network

infrastructure. The requirements for an ideal testbed to run the experiments are as

follows:

I. The grid should be a production infrastructure and not an experimental testbed.

This is to test GridMAP under real operational conditions.
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II. The grid has to be used by real applications. This is discussed in subsection

8.3.2.

III. The grid has to have an advanced grid software stack as it is desirable to test

GridMAP in a state of the art environment.

IV. There should be room to use modified schedulers in order to integrate GridMAP

into the scheduling process.

Most grids that satisfy condition I will consequently satisfy conditions II and III.

However, no one testbed could be found that immediately satisfies all four conditions

as all production (and even experimental grids) implement stringent administrative

policies to prohibit tampering with the software stack and listening to traffic.

To resolve this, the National Grid Service (NGS) was chosen as an infrastructure

that satisfies the most of these conditions.

NGS Configuration

Background : The NGS is a production grid infrastructure put in place to aid aca-

demics and researchers around the UK in deploying and running grid applications.

The NGS provides access to a large number of computational resources and scientific

instruments all interconnected by SuperJANET5, the UK’s academic network back-

bone, operating at 10Gbps. The basic NGS virtual organisation (VO), called ngs.ac.uk,

encompasses resources at five sites. Resources at 20 more sites are available for

members of other VOs.

The NGS fulfils conditions I, II and III. For all practical purposes, the NGS also

satisfies condition IV as it allows its users to invoke Globus GRAM to fork jobs

on remote sites and in that sense it does allow the use of improvised scheduling

solutions. In spite of this, practical implementation of such handmade schedulers is

hampered by various authentication and information retrieval difficulties and is thus

quite limited.

In addition, the NGS has a firm policy against granting root privileges to users.

We therefore turn to wrapping instead of source code modification as a way of

bypassing this difficulty and that associated with using modified schedulers. This will

be discussed in subsection 8.3.3.

Structure: Like many production grids of such scale, the NGS follows an ‘islands of

grids’ model. Partner and affiliate sites are supercomputers, clusters or campus grids
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that are locally governed Local Resource Managers (LRMs). The sites are intercon-

nected via the SuperJANET5 backbone. This configuration, portrayed in Figure 8.1,

imposes very little restrictions upon intra-site setup and hence offers valuable site

self-governance.

Figure 8.1: The NGS’ Islands of Grids Configuration

One of the few rules of this islands of grids formula is the allocation of a dedicated

host, referred to as the headnode, to act as an access point to the site resources.

Behind the headnode lies a number of worker nodes that are used to execute jobs and

store data. On many NGS sites, worker nodes are not directly accessible from outside.

Instead, internal resources are made available through interaction with the LRM via

the headnode. The islands in this configuration are, therefore, hierarchical clusters

(as introduced in subsection 3.1.2).

Software Stack : A grid software stack is a set of solutions put in place in order to

deliver the capabilities of the infrastructure to the application level. This includes

but is not limited to the OS, middleware, scheduler, directory services, information

services, and data management solutions. The NGS software stack comprises pri-

marily of Linux, GT and gLite. Other software components supported by the NGS are

presented in appendix B.
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Coordination between LRMs of different NGS sites is done by the gLite Workload

Management System (WMS) [67]. Based on the requirements of a submitted job,

WMS picks the site that potentially best suits the requirements and hands the job

to the respective LRM. The LRM then takes responsibility of scheduling the job over

local resources. WMS is thus called a meta-scheduler. From this time forth, gLite WMS

will be referred to simply as ‘the scheduler’ while LRMs will retain their reference.

Limitations: The use of the NGS has two main limitations. First, NGS users access

the gLite-managed infrastructure via a dedicated node called UI-WMS. Through UI-

WMS, authenticated users could issue CLI commands to submit or cancel jobs, check

their status, and acquire output files. Specifics of the gLite WMS operations are

detailed in appendix C. However, users are not allowed root privileges on UI-WMS,

meaning that running Pasinemda is not possible. Section 8.3.3 will describe how this

is resolved.

Second is the restriction of user access beyond site headnodes. This follows

from the islands of grids model, which undeniably provides great flexibility to the

management of local resources and is thus adopted by almost all production grid in-

frastructures (including EGEE, GILDA, and various national-level grids e.g. INFN Grid

and NAREGI). For the purpose of this evaluation, this means that the measurements

that can be carried out are of the connection to the headnode only. This is sufficient

to describe the overall connection to the worker nodes that would eventually carry

out the job as the last and only unmeasured hop is a Gigabit Ethernet connection the

quality of which is better than the rest of the end-to-end network path.

8.3.2 Grid Applications

This subsection highlights case studies chosen for the purposes of this evaluation.

Application Classes

The decision of grid application is an important one due to the paramount effect

the application’s characteristics have on its network behaviour and consequently on

GridMAP’s potential added value. In order to be able to answer evaluation question II

in section 8.1, it was decided to choose a number of grid applications as case studies

to represent three of the main classes identified in the taxonomy of grid applications

presented in section 4.1. These classes were identified as the most common ones,

particularly in the e-science branch of grid applications, and they are as follows.
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The HTC class includes a large host of applications used in astrophysics, bioin-

formatics, biomedicine, chemistry, and engineering research. These applications

carry out considerably profuse computations based on relatively small input files.

Such computations are embarrassingly parallel and more often than not of a strictly

linear execution fashion. Examples include AutoDock, BLAST, CHARMM, CosmoMC,

Exonerate, GADGET2, GROMACS, and POV-RAY.

HPC applications are quite similar to their HTC counterparts in that extensive

computations are performed based on a set of input parameters. Thus, they too

are CPU-intensive and not largely data-intensive. However, the execution nature of

these computations is not linear, but parallel over a number of nodes with significant

interaction between the different processes. Applications such as Amber, DL POLY,

FASTA (parallel mode), Gaussian, mpiBLAST, MrBayes (MPI mode), NAMD, Firefly

(previously known as PC-GAMESS), and Siesta are extensively used in bioinformatics,

chemistry, and particle physics research.

Data Grid applications are those where large datasets are sent across the grid.

Such a scenario is fairly common with all e-science applications where files contain-

ing collected data, simulation results, etc. need to be processed or stored at remote

sites for later reference. Examples include data management applications, such as

OceanStore, as well as data analysis applications, such as R.

Real or Artificial Workloads

Another decision here is whether to use real applications or synthetic workloads,

such as [164, 198, 199], to resemble them. In a way, this decision is similar to that

of the network testbed. In order to use a synthetic workload, models need to be

created to truly represent the characteristics and behaviour of real grid applications.

Considerable effort and time is required here in order to assemble a workload and

then ascertain that it soundly represents the corresponding real application. In such

a case, it is easier to use the real application itself.

Case Studies

One grid application from each of the aforementioned classes was chosen as a case

study. These applications had to be ones that are deployed at more than one NGS

site. Applications deployed at only one site (such as CosmoMC, Exonerate, FASTA,

GADGET2, MrBayes, etc.) have no need for GridMAP as submitted jobs are inevitably
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handed to the LRM of that site.

The application selected in each case study represents a number of grid applica-

tions of similar characteristics and requirements that have the potential of improving

their performance through the use of GridMAP. The chosen applications are now

presented.

Case Study A: AutoDock AutoDock [196], developed by The Scripps Research In-

stitute [43], is a suite of open-source grid applications distributed under the GNU

General Public License. It is very widely used in biomedicine to explore chemical

prospects. AutoDock simulates molecular docking, providing foresight into the bind-

ing of molecules to the receptors of three-dimensional structures, such as proteins.

For instance, the FightAIDS@Home [197] collaborative grid computing project uses

AutoDock to analyse HIV-1 protease binding inhibitors.

Application Characteristics: AutoDock’s expected input is a number of files that

specify different parameters that control the docking model. These include the

atomic structure of the docking ligand substrate, as well as a map of the composition

and behaviour of the three-dimensional structure. The parameter files are a few

kilobytes in size, but are used by the AutoDock suite to create atom-specific maps

needed for remote execution. In total, AutoDock’s input files do not usually exceed

10MB in size.

Using this input, AutoDock explores the possibilities of binding the ligand to the

target protein. This is achieved by executing a number of CPU-intensive simulations

on a single machine. Upon completion of the docking simulations, the application

produces a report detailing the different docking scenarios that were undertaken and

the resulting molecular interactions. This report is typically under 100kB in size.

Typical Usage: Computational docking is very important for combinatorial chem-

istry and biomedicine research as it provides a means of battling drug resistance. For

instance, the HIV viral protein has an ability to mutate rapidly even in the presence

of inhibiting drugs. This process produces mutants that are unaffected by drugs that

were designed to target the previous generation of the virus. As a result, the efficiency

of drugs against the HIV virus is extremely limited. To produce effective drugs, hence,

a very wide range of viral proteins needs to be modelled and a tremendous amount

of simulated dockings to the widest array of known potential inhibiting compoundsI

need to be carried out. This extremely hurried trial-and-error process in an attempt

IFor example, the ZINC database [200] contains more than 13 million potential inhibitors.
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to surpass the mutation of the viral protein is known as virtual screening [306] and

typically requires thousands of docking simulations per day.

Similar Applications: The requirements of the AutoDock application represents

those of a large number of widely used e-science applications such as other docking

tools like CHARMM, DOCK and FlexX, as well as other simulators of molecular

dynamics like BLAST, EMBOSS and GROMACS.

Version, Sites and Input: The AutoDock version used in the experiments is version

4.0.1 which is installed at three NGS sites: ngs.leeds.ac.uk, ngs.oerc.ox.ac.uk and

ngs.rl.ac.uk. The input files used are provided as examples within the AutoDock suite,

and the chosen docking algorithm is the Darwinian genetic algorithm.

Case Study B: Amber PMEMD Like AutoDock, Assisted Model Building with En-

ergy Refinement (Amber) [95] is developed by The Scripps Research Institute. Amber

is a commercial suite of about 50 molecular dynamics simulation programs. Perhaps

the most common of these programs is Simulated Annealing with NMR-Derived

Energy Restraints (Sander) which is a parallel Fortran 90 program used for replica-

exchange, thermodynamic integration, and ‘potential of mean force’ calculations.

Sander assigns certain atoms to different processors, with inter-processor commu-

nication done using MPI. Particle Mesh Ewald Molecular Dynamics (PMEMD) [128],

another program in the Amber suite, is essentially most of Sander’s functionality

rewritten to improve performance by minimising inter-processor information ex-

change.

Application Characteristics: Typical input to the PMEMD program is a configu-

ration file that specifies parameters of the molecular simulation along with other

files to detail the exact structures and properties of the molecules. Hence, similar

to AutoDock, PMEMD input files are fairly lightweight, hardly ever exceeding 10MB.

However, the two applications, and their categories, differ greatly from this point

onwards. PMEMD employs MPI to execute as a number of tightly-coupled CPU-

intensive processes which, according to the simulation configuration and the utilised

hardware, could last up to a few hours per process.

PMEMD’s output is a summary of the molecular interactions including the en-

ergies, coordinates and velocities of the atoms in the simulated system. The size of

these files obviously depends on the properties of the molecular system: the number

of atoms, their initial coordinates, velocities, force fields, etc. However, the output is

usually small in comparison to the input files.
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Typical Usage: Like AutoDock and other simulators of molecular dynamics, the

majority of the applications in the Amber suite including PMEMD are parametric

applications (also called parameter sweep applications). This means that they run

a number of jobs with different variations of the environment parameters in order to

study the different possibilities of, in this case, molecular interactions. Typical use

of such parametric applications involves a large number of jobs (1,000s-100,000s) to

cover all possible scenarios.

Similar Applications: Many other applications used for simulating molecular dy-

namics in particular and e-science in general share many of PMEMD’s characteristics.

Examples include DL POLY, Firefly, Gaussian, and mpiBLAST.

Version, Sites and Input: In the experiments, we use Amber version 10.0 which is

installed at only two NGS sites: ngs.leeds.ac.uk and ngs.rl.ac.uk.II

Case Study C: LogStore In order to investigate the effect of using GridMAP on data

grid applications, a simple application was developed to use GridMAP to archive

syslog [242] files. The files contain records of system events and notifications obtained

from a group of computers. The files are compressed and sent to a grid node where

they are uncompressed, sanity checked, and then indexed in an SQL database. In

that regard, LogStore is similar to NetLogger [335] and Rsyslog [35], only much

more simplified and adapted for the grid through the use of gSched (presented in

subsection 8.3.3).

Application Characteristics: The monitored computers were 32 virtual machines

hosted on EmuLab. The computers were used over a period of 11 months to carry

out various functions including prototyping, data analysis, and hosting the GridMAP

service. During these processes, the virtual machines periodically reported their

system logs to a shared repository.

Typical Usage: Data grid applications are very widely used in e-science to pro-

cess, store and replicate datasets obtained from experiments, simulations, or other

processes. Their usage considerably varies according to the size of the datasets

and the required processing. An application such as LogStore could be used on

a day-to-day basis (for instance, to detect system anomalies [182]), or in an on-

demand fashion for troubleshooting purposes. Additionally, it could be used with

datasets that are megabytes in size, as with e-sociology participation surveys and e-

IIThe author would like to thank these sites for providing access to the Amber application suite.
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commerce investment portfolios, or hundreds of gigabytes, like the LHC experiments

and geodemographic models.

Similar Applications: LogStore is a representative of an array of grid applications

that send datasets to be processed and archived. This includes data archiving and

replication applications like GDMP, OceanStore, Reptor, and Sprite.

Version, Sites and Input: The LogStore application requires the use of Awk, MySQL

and Tar on the remote node. The wide availability of these software packages allows

LogStore to be executed on all NGS nodes that are part of the NGS VO, namely those

at the following sites: ngs.leeds.ac.uk, ngs.oerc.ox.ac.uk, ngs.rl.ac.uk, ngs.wmin.ac.uk,

and vidar.ngs.manchester.ac.uk.

The size of the individual logs depends on the magnitude of node activity. On

average, one day’s worth of logs is around 42,800 entries which amounts to just under

4MB of clear text. After compression, this is reduced to approximately 330kB. The

total size of the repository collected over 11 months is 110.66MB.

8.3.3 Implementing GridMAP in the Context of the NGS

gSched is a wrapper developed to consume GridMAP predictions. It is specifically

implemented to integrate GridMAP into the WMS-based NGS scheduling process.

The use of gSched indirectly bypasses the prevention of network measurement, which

is a common administrative restriction of production infrastructures such as the NGS.

This subsection comments on the functionality and properties of gSched.

Overview

gSched is implemented to play the role of a user submitting jobs to the NGS. gSched

resides on the Pasinemda host described in subsection 8.2.1 (which is outside the NGS

infrastructure) just as a user of the NGS would. From this location, gSched is able to

log into UI-WMS and site headnodes. From there, gSched issues CLI commands just

as a user would to inquire about the state of resources, and manage jobs and data.

Default Scheduling Procedure

To submit a job, gSched could take one of two courses of action. One course is to push

the job description and input files (containing data, parameters, etc.) directly to gLite

WMS via the UI-WMS node. This setup is depicted in Figure 8.2. In doing this, gSched

is involving the full scheduling functionality of WMS by relinquishing all scheduling
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control to it. This setup does not allow gSched to modify scheduling decisions to

account for the state of the network.

Figure 8.2: Scheduling Process using gLite WMS

The alternative procedure is to question gLite WMS about the best sites to sched-

ule to for a particular job description. gSched would then use WMS’ response to

deliver input files to the remote site and then signal WMS to tend to the job execution

from that point onwards. This alternative course of action is presented in Figure 8.3.

Here, gSched employs the available software stack to obtain information about

grid resources. This information could then be used by gSched to create its own

scheduling formula. By doing this, gSched devolves some of the scheduling respon-

sibilities from WMS. gSched could thus be described as a workflow manager or an

application-level scheduler.

Network-Aware Scheduling Procedure

The use of gSched facilitates network-aware scheduling by allowing scheduling deci-

sions to accommodate the state of the network as a control variable. This scheme of

consuming GridMAP’s information is now described.

gSched begins with a template job description that resembles what would be sent

to UI-WMS if all scheduling responsibilities would be delegated to gLite WMS. This

job description is used to inquire about the resources that potentially best satisfy the
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Figure 8.3: Scheduling Process using gSched

job’s computational requirements. The response is an ordered list of such sites. The

nodes in this list are assigned weights according to their order, then passed to the

GridMAP service. The GridMAP service returns a weighted list reordered according

to the expected health of the candidate connections. Respective node weights from

both lists are then added. The node with the lowest aggregate weight is chosen as

the best match. If more then one node share the same aggregate weight, the one

ranked higher by GridMAP is favoured. In the case of a negative weight provided by

the GridMAP service, gSched starts TCP handshake with the candidate node, obtains

an RTT measurement and caches it, and then closes the connection.

An example is given in Figure 8.4, in which gSched concludes that ngs.leeds.ac.uk

is the best site to schedule to. Based on this outcome, gSched stages the input files

directly to the user space on that site and, as a final step, augments the template job

description file with that chosen site as a requirement.

8.3.4 Evaluation Metrics

This subsection defines the metrics of the evaluation, which focuses on two main

aspects: change in network connectivity, and change in scheduling performance.

The inspection of the utilisation of the network with and without using GridMAP

is carried out in order to measure how much GridMAP assists in the management
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Figure 8.4: An Example of Weighting Compatible Resources Using gSched

of the network as a system resource. This shows whether or not GridMAP actually

helps grid software in getting more out of the network. This is done by recording the

levels of RTT, r, and achieved throughput, h. This is a fairly straight-forward process

as Pasinemda supplies these metrics.

For the aspect of scheduling performance, however, some discussion is necessary

to outline the phases that constitute the scheduling process, first from an abstract

point of view then from that of gLite WMS. The mapping will assist in pragmatically

calculating the scheduling efficiency.

Absolute Metrics

The breakdown of the different scheduling phases identified in subsection 1.1.3 is

important to identify three key metrics. The first is the staging time, Ts, during which

input files are transferred to the remote resource where execution should take place.

Reducing this time is the main objective of network-aware scheduling.

Another important metric is what we call intercession time, Ti. This period of time

is the one during which the job submitted by the user is handled by the scheduler

in order to marry it to the best possible resources. This is the time consumed by the

first three scheduling phases; i.e. matchmaking, submission, and queuing. Reducing

this time indicates that this marriage takes place more quickly and hence has a higher

scheduling turnover rate. For interactive jobs, this is highly desirable if not necessary.
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For other less time-sensitive jobs, intercession time is relevant because from the user’s

point of view it signifies the delay before which their request, i.e. job submission, is

actually addressed by the system. In any case, intercession time reflects the efficiency

of the implemented scheduling mechanism.

The final metric commonly used to measure scheduling performance (especially

in HPC scenarios) is job completion time, Tc, which is the total time taken by all

five phases, i.e. the delay experienced between submitting a job for execution

and obtaining its outcome. Completion time is considered a principal metric of

scheduling efficiency as it signifies the success of the scheduler in allocating resources

for the job that minimise the overall job lifetime.

gLite WMS Metrics

gLite WMS, just like any other scheduler, takes a submitted job through different

phasesIII during which the gLite system carries out a series of processes. However,

these phases do not map directly to those of subsection 1.1.3. This is due not only

to WMS’s operational specifics but also to its disposition. WMS is a meta-scheduler

designed to relieve users from interacting with remote LRMs of potentially different

types. In order to do so, users submit their job descriptions and input data to WMS

for it to act on their behalf. This establishes an additional matchmaking phase during

which an extra data transfer step is carried out.

The time taken to stage output files can not be separated from execution time.

This is because both processes are signified by only one change in WMS job status.

When execution is complete either successfully or not, all output, error and log

files specified in the job description are then retrieved to a location within trusted

NGS nodes to avoid authorisation denial. Since it is not possible to monitor traffic

going over NGS nodes, it is impossible to differentiate between execution and output

staging times.

Absolute Metrics Redefined

It is now possible to redefine the absolute scheduling metrics as follows. Staging

time, Ts, is the time taken by gSched to query gLite WMS followed by GridMAP about

the best resources, to formulate the job description accordingly, and to stage the

IIIMore information about the WMS job cycle is available in appendix C.3.
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input files. Reducing Ts indicates improved network management and is the main

advantage that could be gained by grid schedulers adapting GridMAP.

The other scheduling metric that will be monitored in the evaluation experiments

is the intercession time Ti. This is the time between the user submitting the job and

it starting to execute. Recognising Ti allows us to put the change in Ts in context. It

also serves as a measure of scheduling performance as it signifies the ability of the

scheduler to match a job with resources that will tend to it as quickly as possible.

Job completion time Tc is typically used by HPC applications as a measure of

scheduling performance. However, it is not considered as a metric of this evaluation

due to the impossibility of distinguishing it using gLite WMS.

A summary of the principal evaluation metrics is presented in Table 8.1.

Aspect Metric Description

Network Utilisation
r RTT
h Throughput

Scheduling Performance
Ts Staging Time
Ti Intercession Time

Table 8.1: Evaluation Metrics

8.3.5 Methodology Summary

This section illustrated the experiment setup put in place to evaluate GridMAP’s

impact on grid scheduling. The criteria concerning the choice of the grid testbed

were discussed first. It was decided that using a real grid infrastructure, NGS, would

provide a realistic environment as opposed to using simulated grids. Testing on

an operational production grid of such scale truly presents GridMAP with the most

challenging conditions.

This was followed by a discussion of the choice of applications. Three real appli-

cations were chosen as case studies to represent the main classes of grid applications.

Some background was given about the individual case studies and the array of grid

applications they represent. Typical characteristics were also discussed, a summary

of which is given in Table 8.2.

The section also presented gSched, a wrapper implemented to achieve network-

aware scheduling on the NGS using GridMAP. Finally, the section described staging

and intercession times as metrics that evaluate scheduling effectiveness and a means
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Case Study Sites
Input Output Inter-Process Approx. CPU Usage
(MB) (MB) Messaging (FLOP / Byte input)

AutoDock 3 2.83 0.08 None 43,000
Amber PMEMD 2 5.20 0.08 Very High 728,000
LogStore 5 110.66 0.00006 None 2,600

Table 8.2: Summary of the Case Studies’ Characteristics

of computing them using the information obtainable from the NGS software stack.

RTT and throughput will be used to evaluate network management.

8.4 Comparing the Performance of gLite WMS and gSched

with GridMAP

This section highlights the outcome of experiments devised to test GridMAP in the

context of each of the three case studies. In each experiment, 100 iterations of each

case study is submitted to the grid using both setups described in subsection 8.3.3.

The experiments proved a significant improvement attained by using GridMAP.

However, the results needed to be discarded as the comparison they portray is

unfair. This is because a significant part of the improvement may be down to the

alteration of the scheduling process caused by using gSched. In the first model which

only uses gLite WMS, the UI-WMS node is used as a cache to store job input files

before eventually being transferred to the chosen headnode, one step away from the

execution theater (see Figure 8.2). This is a store and forward approach. On the

other hand, gSched stages input files directly to the headnode of the matched site

(see Figure 8.3). Hence, gLite WMS stages files on three separate steps while gSched

achieves so in only two.

The results of these experiments are summarised in tables 8.3-8.5 without com-

mentary, nonetheless, for the sake of completeness.

8.5 Analysis of Impact on Network Utilisation & Scheduling

Performance

This section introduces and discusses the results obtained from three experiments

that were designed in order to answer questions I, II and III of the evaluation ques-

tions (section 8.1). Each experiment involves submitting a set of 100 jobs of one of the
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Scheduling Number of Jobs r h Ts Ti
Technique (Successful/Total) (ms) (kBps) (s) (s)

gLite WMS 100/100
µ 6.05 2, 068.89 2.46 116.96
σ 0.06 436.23 0.29 41.88
CV 0.01 0.21 0.12 0.36

gSched
100/100

µ 4.05 2, 302.04 2.31 128.83
with σ 0.97 452.97 0.29 66.00
GridMAP CV 0.24 0.20 0.12 0.51

Table 8.3: Summary of the AutoDock Experiments Using gLite WMS and gSched

Scheduling Number of Jobs r h Ts Ti
Technique (Successful/Total) (ms) (kBps) (s) (s)

gLite WMS 100/100
µ 6.16 2, 257.52 3.52 140.82
σ 0.52 580.52 .59 21.73
CV 0.09 0.26 0.17 0.15

gSched
100/100

µ 3.80 3, 726.89 3.07 137.97
with σ 0.65 1, 099.48 0.47 23.04
GridMAP CV 0.17 0.30 0.15 0.17

Table 8.4: Summary of Amber PMEMD Experiments Using gLite WMS and gSched

Scheduling Number of Jobs r h Ts Ti
Technique (Successful/Total) (ms) (kBps) (s) (s)

gLite WMS 100/100
µ 10.06 12, 244.62 11.23 138.02
σ 20.39 3, 390.46 3.43 30.83
CV 2.03 0.28 0.31 0.22

gSched
100/100

µ 4.05 10, 632.91 12.68 134.62
with σ 0.48 2, 299.77 2.46 28.21
GridMAP CV 0.12 0.22 0.19 0.21

Table 8.5: Summary of LogStore Experiments Using gLite WMS and gSched

case studies using gSched with and without GridMAP. Both of the techniques com-

pared in this section use gSched and hence follow the same scheduling procedure.

The only difference is the consult of GridMAP prior to final matchmaking. Therefore,

the results presented here offer a fair portrayal of the gain obtained when GridMAP is

used as a network advisor.

8.5.1 Experiment A: AutoDock

Figure 8.5 depicts the metrics recorded for 100 AutoDock jobs scheduled using gSched

and gSched with GridMAP. Table 8.6 presents a statistical summary of the observed

metrics. In order to appreciate the operational conditions of the NGS VO during the

experiment, the system load was recorded to be between 45% and 51%, with a mean



CHAPTER 8. EVALUATING GRIDMAP 138

value of 48.3% and a mode of 47%.
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Figure 8.5: AutoDock Results With and Without GridMAP

Scheduling Number of Jobs r h Ts Ti
Technique (Successful/Total) (ms) (kBps) (s) (s)

gSched 100/100
µ 5.28 2, 047.29 2.58 129.21
σ 3.11 561.19 0.74 65.32
CV 0.59 0.27 0.29 0.51

gSched
100/100

µ 4.05 2, 302.04 2.31 128.83
with σ 0.97 452.97 0.29 66.00
GridMAP CV 0.24 0.20 0.12 0.51

Improvement ∆µ 23.3% 12.4% 10.5% 0.3%

Table 8.6: Summary of the AutoDock Experiment With and Without GridMAP

The experiment results demonstrate how the use of GridMAP helps improve

management of the network. By choosing sites with better network connectivity, RTT

was reduced by 23.3% and throughput increased by 12.4%.

The results also show the reduction in staging time that could be brought to such

an application with the use of GridMAP. As presented in Table 8.6, this reduction is

10.5% eventually resulting in a 0.3% reduction in intercession time. These results

might seem insignificant. However, this use case is of an HTC parameter sweep

application that takes about 5 minutes to run each job. The significance of these

results shall be further discussed in section 8.5.4.
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8.5.2 Experiment B: Amber PMEMD

Metrics recorded running the PMEMD application are plotted in Figure 8.6 and

summarised in Table 8.7. During the experiment, the NGS VO load was in the range

73%–83%, with mean of 79.6% and mode of 81%.
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Figure 8.6: Amber PMEMD Results With and Without GridMAP

Scheduling Number of Jobs r h Ts Ti
Technique (Successful/Total) (ms) (kBps) (s) (s)

gSched 100/100
µ 4.57 2, 317.10 3.49 140.89
σ 1.20 652.81 0.66 22.57
CV 0.26 0.28 0.19 0.16

gSched
100/100

µ 3.80 3, 726.89 3.07 137.97
with σ 0.65 1, 099.48 0.47 23.04
GridMAP CV 0.17 0.30 0.15 0.17

Improvement ∆µ 16.8% 60.8% 12.0% 2.1%

Table 8.7: Summary of Amber PMEMD Experiment With and Without GridMAP

Similar to experiment A, this experiment showed that improved network utilisa-

tion leads to reduced staging times, which consequently reflects on better scheduling

performance. However, the improvement in throughput and staging time in this

experiment is greater than that of the last. This is mainly due to the increase in the size

of the input files in this experiment compared to those of the former. The larger the

files are, the larger the congestion window is allowed to get and hence more utilisation

of the available path, leading to reduced file transfer times.



CHAPTER 8. EVALUATING GRIDMAP 140

8.5.3 Experiment C: LogStore

Plotted in Figure 8.7 are the metrics recorded for the LogStore application. A summary

of these is presented in Table 8.8. During the experiment, the NGS VO load was

between 77% and 88%, with a mean value of 84.4% and mode of 88%.
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Figure 8.7: LogStore Results With and Without GridMAP

Scheduling Number of Jobs r h Ts Ti
Technique (Successful/Total) (ms) (kBps) (s) (s)

gSched 100/100
µ 9.58 4, 494.99 28.98 152.86
σ 3.01 1, 388.03 8.01 26.72
CV 0.31 0.31 0.28 0.17

gSched
100/100

µ 4.05 10, 632.91 12.68 134.62
with σ 0.48 2, 299.77 2.46 28.21
GridMAP CV 0.12 0.22 0.19 0.21

Improvement ∆µ 57.7% 136.6% 56.2% 11.9%

Table 8.8: Summary of LogStore Experiment With and Without GridMAP

The results of this experiment provide further proof that improved network-

awareness results in better network utilisation which in turn yields in reduced staging

times and improved scheduling performance. The significantly more pronounced

improvement in network utilisation is again due to the even larger input files of this

case study. There is, however, another reason. The improvement in experienced levels

of RTT and throughput is primarily engendered by the variance between the network

connectivity of the candidate sites. In this experiment, there were five candidate
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sites of varying network qualities. Such variance served to accentuate the effect of

network-aware scheduling.

Furthermore, GridMAP achieves more stable network utilisation. This is evident

by comparing the CV values of RTT and throughput. This is a direct effect of the

introduction of network-awareness, without which the network is taken for granted

and not regarded as a shared system resource of limited capacity. This effect is

significantly manifested in this experiment in particular due to the size of the input

file which allows the application to pose more of a challenge to the over-provisioned

network in comparison to experiments A and B.

8.5.4 Findings

The presented results provided two main findings.

Network Utilisation

The first finding is the conclusive demonstration that a better level of network utilisa-

tion is attainable by using GridMAP to introduce network-awareness into scheduling.

This has been observed for all case studies representing different types of grid appli-

cations, including those where the used application was installed at two sites only.

Based on the outcome of the aforementioned experiments, it is evident that the

magnitude of the rise in network utilisation is dependent on two factors. First is

the size of the application input files. The larger the input the greater the effect of

GridMAP in improving network utilisation [146]. The second factor is the degree

of variance in the network connection quality of the sites posed as candidates for

scheduling the job to. As this variance increases so does the potential impact of

GridMAP on network utilisation. The variance in network quality is liable to be greater

as the number of candidate sites increases. This issue of network utilisation and its

relationship with the number of candidate sites and their network quality is discussed

further in section 8.6.

Scheduling Performance

The second finding is the effect optimised network utilisation had on scheduling

efficiency as represented by reductions in both staging and intercession times. This

again has been shown across all case studies, albeit the reduction in intercession time
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might seem meagre in experiments A and B. Nevertheless, the significance of such

gain is only appreciated once what it presents is properly contextualised.

First, the input files used in our tests are relatively small in size: 2.83MB and

5.20MB for case studies A and B, respectively. The reduction in file staging times is

proportional to the size of data to be transferred and hence will be more pronounced

for jobs with larger input files.

Second, this improvement in scheduling is gained when coupling gSched with

GridMAP. This is an added gain on top of the improvement in performance already

achieved by staging directly to the execution theater headnode (c.f. section 8.4), the

effect of employing a user-oriented application-level scheduler, i.e. gSched, instead

of a meta-scheduler, i.e. gLite WMS.

Third, this gain is calculated per job based on the average of one hundred such

jobs executed on a production grid infrastructure. The AutoDock suite is a parametric

application, i.e. typical usage is running thousands of such docking jobs to subject

a protein and its mutations to a very large number of compounds under varying

conditions of temperature, pH, etc. For example, WISDOM is a grid deployment of

virtual screening tools for malaria-related research [205]. The deployment submitted

31,231 AutoDock jobs consuming 50.5 CPU years over an effective period of 15 days;

i.e. more than 2000 AutoDock jobs per day. A similar deployment submitted 77,504

jobs over 76 days [218]. Hence, even a gain of such magnitude is a welcomed

advancement in the ongoing battle against drug resistance.

Similar parameter sweep applications use years worth of CPU utilisation to test

candidate drugs [142] and to investigate membrane permeability that affects drug

absorption [105]. Typical usage of the PMEMD application is very similar. This is also

true for grid applications in other fields. For instance, [345] runs thousands of simu-

lations using very large datasets (2GB–2TB) to model UK population demographics,

further stressing the importance of rapid job turnaround time.

8.6 Analysis of Impact in Alternative Network Environments

This section presents a projection of the full impact of GridMAP on the NGS if the

probabilities of choosing any of the available sites were equal.
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8.6.1 Rationale

One of the things observed during the experiments presented thus far is the very

rare selection of two of the NGS sites to run the submitted jobs. These were the

ngs.oerc.ox.ac.uk site at OeRC in the University of Oxford and the ngs.wmin.ac.uk

site at the University of Westminster. Of the NGS VO which includes five sites in total,

these two sites represent roughly 21% of its aggregate computational capacity.

On inspection, it emerged that gLite WMS frequently rates these two sites very

low. It was deduced that this is mainly due to low computational resource availability,

which in turn is because some of the applications installed at these sites are not

available on any other NGS sites. In the case of OeRC, these applications include a

number of chemistry and data analysis applications, in addition to a collection of

NGS service management modules. In the case of Westminster, this includes some

bioinformatics applications and workload managers. The lack of availability of these

applications elsewhere results in high demand for resources in the two sites.

Other reasons for low ranking are more site-specific. The OeRC site has undergone

a gradual migration to a new site, gk1.osc.ox.ac.uk, and the installation of a new

computing cluster. This process took a long time which coincided with the majority

of the experiment runs. During this migration process, the capacity of the site was

continuously being reduced as the original service at OeRC was curtailed whilst

the new service was not introduced until very late in the evaluation process. In

addition, the computational capacity made available at Westminster for the NGS VO

is considerably smaller than that at other sites such as Leeds, Manchester, and RALIV.

All of the above reasons contributed to frequent low ranking by gLite WMS.

When GridMAP was used, the probability of choosing one of these two sites

decreased even further. Of the five sites that are part of the basic NGS VO, OeRC

and Westminster have the worst connections from Lancaster University where gSched

resides. This situated them even lower in the ranking created by gSched after

consulting GridMAP.

The unlikely selection of these two sites presented a problem. It had the effect

of virtually reducing the number of available sites. For Autodock this is reduced

from 3 to 2, and for LogStore this is reduced from 5 to 3. This has a detrimental

effect on the gain of using GridMAP as the two sites with the worst connections were

hardly ever selected for reasons beyond their network connectivity. Moreover, this

IVRutherford Appleton Laboratory in Oxfordshire.
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has considerably confined the variance in network quality as the remaining sites with

a somewhat good chance of being chosen by any scheduler are of quite proximate

network metrics.

Therefore, this section attempts to apprehend the full impact of GridMAP on

scheduling over the NGS. This is achieved by comparing the results already presented

in section 8.5 against gSchedInv with GridMAP. gSchedInv is a variant of gSched that

inverses the weights indicated by GridMAP. This promotes the use of sites with bad

connectivity. This process is illustrated with an example in Figure 8.8.

Figure 8.8: An Example of Weighting Compatible Resources Using gSchedInv

The results of this exercise should demonstrate the effect of scheduling to the sites

with the worst network connectivity. In other words, the results will compare the

worst case of network-oblivious scheduling, represented by gSchedInv with GridMAP,

against network-aware scheduling, represented by gSched with GridMAP.

8.6.2 Results

Tables 8.9-8.11 summarise the outcome of the experiments using gSchedInv.

Three main observations stand out from these results. First is the amplification of

the gain of using GridMAP. This is expected as the aim of the experiment is to compare

the best scheduling selection against the worst from a network perspective. The

outcome reveals the magnitude of the effect of GridMAP-induced network-awareness

on each application.
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Scheduling Number of Jobs r h Ts Ti
Technique (Successful/Total) (ms) (kBps) (s) (s)

gSchedInv
100/100

µ 11.19 1, 285.78 3.70 144.05
with σ 2.33 633.53 1.02 56.98
GridMAP CV 0.21 0.49 0.27 0.40

gSched
100/100

µ 4.05 2, 302.04 2.31 128.83
with σ 0.97 452.97 0.29 66.00
GridMAP CV 0.24 0.20 0.12 0.51

Improvement ∆µ 63.8% 79.0% 37.6% 10.6%

Table 8.9: Summary of the AutoDock Experiment Using gSchedInv and gSched

Scheduling Number of Jobs r h Ts Ti
Technique (Successful/Total) (ms) (kBps) (s) (s)

gSchedInv
100/100

µ 6.21 1, 991.87 4.23 141.57
with σ 0.34 225.54 0.30 34.42
GridMAP CV 0.06 0.11 0.07 0.24

gSched
100/100

µ 3.80 3, 726.89 3.07 137.97
with σ 0.65 1, 099.48 0.47 23.04
GridMAP CV 0.17 0.30 0.15 0.17

Improvement ∆µ 38.8% 87.1% 27.4% 2.5%

Table 8.10: Summary of Amber PMEMD Experiment Using gSchedInv and gSched

Scheduling Number of Jobs r h Ts Ti
Technique (Successful/Total) (ms) (kBps) (s) (s)

gSchedInv
100/100

µ 12.37 3, 475.73 34.37 159.62
with σ 0.68 299.85 2.75 24.36
GridMAP CV 0.05 0.09 0.08 0.15

gSched
100/100

µ 4.05 10, 632.91 12.68 134.62
with σ 0.48 2, 299.77 2.46 28.21
GridMAP CV 0.12 0.22 0.19 0.21

Improvement ∆µ 67.3% 205.9% 63.1% 15.7%

Table 8.11: Summary of LogStore Experiment Using gSchedInv and gSched

The second significance of the results is the display of the effect of the variance in

the number of candidate sites on the GridMAP gain. Take for example experiments

A and B where the number of candidate sites were 3 and 2, respectively. The gap

between gSchedInv and gSched in experiment A, presented in Table 8.9, is far wider

than that presented in Table 8.6. In contrast, the gap between the results in Tables 8.10

and 8.7 is far less severe. This is because the difference between the connectivity of the

two sites in experiment B is significantly narrower than the corresponding difference

in experiment A.

The final observation is the low CV values in the case of gSchedInv with GridMAP.



CHAPTER 8. EVALUATING GRIDMAP 146

This is because the worst site was usually only one in each experiment: OeRC in

experiment A , RAL in B, and Westminster in C.

8.7 GridMAP’s Overheads

This section examines the different overheads of the GridMAP solution. These over-

heads make up the expense of using GridMAP, and affect its performance, scalability

and applicability.

Based on the the deployment detailed in section 8.2 and summarised in Figure 8.9,

this section presents the associated storage, computational and network overheads.

The section is concluded with a discussion of the findings.

Figure 8.9: Summary of the GridMAP Deployment Configuration

8.7.1 Storage Overhead

Storage overhead refers to the amount of disk space required by the GridMAP solution

during its operation. This cost is made up of two elements: the storage overhead of

Pasinemda and that of the GridMAP service.

Pasinemda

The storage cost of Pasinemda, SP , is the maximum amount of space required by the

daemon at any one time. The value of SP depends on the number of measurements

kept in cache, which in turn is directly proportional to two factors. The first is

the configured submission period, s. The second is the number of measurements



CHAPTER 8. EVALUATING GRIDMAP 147

collected during this period. Hence, SP is inversely proportional to v, the average

period between flows generated by the application. Given that each measurement

takes 90B to be cached, Pasinemda’s storage cost in kilobytes for a certain node N can

be calculated using:

SN
P =

90sN

1024vN
(8.1)

where sN and vN are the submission and average inter-flow period for node N,

respectively. Equation 8.1 can be used to estimate the storage overhead of Pasinemda.

It can also be used to balance the trade-off between reporting frequency and storage

requirements, which can be useful for nodes with restricted network or storage

resources.

Using the equation, a highly network-intensive application generating an aver-

age of 100 flows every second would require just under 264kB of disk space for a

Pasinemda cache which expires every 30 seconds, or 7.72MB for a cache expiring

every 15 minutes. Such storage needs are indeed quite limited even for applications

with frequent network activity.

During the experiments, mean SP for the node scheduling onto the NGS from

InfoLab21 was recorded as 2.48kB with a standard deviation of 1.16. For the 20 load-

generating virtual machines, mean SP was 58.86kB with a standard deviation of 45.71.

GridMAP Service

The GridMAP service’s storage overhead, SS , corresponds to the total amount of

space that is required by the different user processes that constitute the service.

These processes handle the database back-end, service front-end, and data analysis

elements. The value of SS , thus, relies on a number of different variables.

First, it depends on the size of the database which in turn depends on variables

such as the number of hosts from which measurements have been received, the

number of distinct IP addresses they possess, and the number of measurements

reported by each host. Second, SS depends on the amount of storage space required

during data analysis. The storage requirements of the implemented Akima splines

and exponential smoothing algorithms are usually null, except at time of high load

where additional virtual memory might be required. Third, SS depends on the

degree of distribution and data replication exercised in the system. In the used

deployment, the service was distributed over a span of 4 computers across which data

is dynamically replicated to ensure high availability and fault-tolerance.
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The size of an empty database is 33.4KB per replica. The total operative duration

of the experiments was about 16 hours, at the end of which the database held over

8,900 measurements. This cost 4.87MB of disk storage per replica, 19.48MB in total.

8.7.2 Computational Overhead

Computational overhead corresponds to the amount of system resources utilised by

the GridMAP solution during its operation. This section focuses on the utilisation

of two system resources of Pasinemda and the GridMAP service, namely CPU and

dynamic RAM. In this section, CPU utilisation is presented as a percentage of the total

capacity mentioned in subsections 8.2.1 and 8.13, and summarised in Figure 8.9.

Pasinemda

Table 8.12 presents the average computational overheads observed for Pasinemda

across all nodes, where CPU utilisation is presented as a percentage of the total

capacity and runtime memory utilisation is presented in kilobytes. It is evident that

Pasinemda’s processing demands are low.

Utilisation Cost

CPU (%)
µ 0.0
σ 0.1

Memory (kB)
µ 742
σ 13

Table 8.12: Computational Costs of Pasinemda

GridMAP Service

During the GridMAP service’s uptime, the amount of CPU cycles and RAM consumed

by the service and its related processes (such as MySQL) on the 4 hosts were recorded

every other minute. The average across all 4 machines is presented in Table 8.13,

where CPU utilisation is the percentage of total processing capacity and runtime

memory utilisation is in megabytes. In the table, Idle refers to the average utilisation

observed before the GridMAP service is loaded, while Experiments Running refers to

the average utilisation during the experiments with the GridMAP service loaded.

It is apparent that the computational requirements of the GridMAP service rise

considerably as measurement reports and queries are received. Nevertheless, these
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Utilisation
Cost

Idle
Experiments

Running

CPU (%)
µ 0.4 2.3
σ 0.3 29.1

Memory (MB)
µ 156.3 193.9
σ 19.2 58.0

Table 8.13: Computational Costs of the GridMAP Service

demands are hardly substantial even considering the moderate capability of the

computers used to host the GridMAP service.

8.7.3 Network Overhead

Network overhead is the amount of network resources that are used by the GridMAP

system to carry out its operations. This can be represented by the volume of generated

network traffic.

Pasinemda

Pasinemda contacts the service to report collected measurements. These reports

are simply what the daemon has cached during the preceding period. Hence,

Pasinemda’s network overhead, NP , is equivalent to its storage overhead plus a

constant, i.e.

NP ≡ SP + w

wherew is a constant that resembles the identification information sent by Pasinemda

at spawn time to register its name and IP addresses. For a node with two public

IP addresses, the value of w is around 25–30B (depending on the length of the

hostname).

Excluding spawning traffic, the amount of network traffic generated by node N

per minute in kB could thus be calculated using the following equation, derived from

Equation 8.1.

NN
P =

90

1024vN
(8.2)

The Pasinemda instance on the scheduling node was observed to create 0.16kB

per minute of network traffic, while the instances on the 20 load-generating nodes

were found to create an average of 1.78kB per minute.
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GridMAP Service

The GridMAP service’s network overhead is its maintenance cost, created by the

service’s internal operations as a distributed system. It includes traffic generated to

administer data management, load balancing, data replication and other processes.

This was measured at an average of 7.64kB per minute with a standard deviation of

33.26.

8.7.4 Findings

This section has highlighted the different costs associated with operating the GridMAP

system. These costs were obtained from monitoring the GridMAP deployment de-

scribed in section 8.2, where the GridMAP service was deployed on a set of 4 machines

with moderate computational capabilities. This was done in order to ensure an

accurate representation of the different overheads that can be used to ascertain

feasibility.

First, the section demonstrated the remarkably low storage and computational

overheads of Pasinemda. It follows that the daemon is not only unobtrusive on

the network but also on the grid host where measurement occurs. This adds to

the advantages of Pasinemda and makes it applicable even to hosts with limited

resources.

Second, the study quantified the storage, computational, and network costs

associated with the GridMAP service. These costs have been found to be humble.

The simple deployment of GridMAP presented here has been proven to be more than

enough to cater for the needs of more than 20 nodes that collectively generate a

significant and sustained load. Based on the measured overheads, this deployment

of the service could withstand greater loads.

8.8 Outcomes

The aims of this evaluation of the GridMAP solution were summarised in section 8.1

using 4 questions. It is now appropriate to revisit them in light of the outcomes of this

evaluation.

I. Can network utilisation be enhanced by using GridMAP?, and

II. Can grid scheduling be improved by using GridMAP?
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The answer to both questions is ‘yes’, as demonstrated through a series of

experiments on the NGS. The results indicate that RTT was reduced by a factor

between 16.8% and 57.7%, and throughput was increased by 12.4% or as much

as 136.6%. Staging time was improved by a factor ranging from 10.5% to 56.2%,

while intercession time was cut by a factor between 0.3% and 11.9%.

Improvement in network utilisation has been found to depend on two factors,

namely the size of the input data and the variance in connection quality.

The improvement in network utilisation is directly related to increasing either

of these factors. The gain in scheduling performance follows on from the

improvement in managing the network by being aware of its state. However,

it is more subjective as it relies on the characteristics of the grid application and

of the specific job.

The experiments were then modified to investigate how the results would

change if more nodes were effectively available as candidates. This exercise

showed that GridMAP is able to cause even further improvement in network

utilisation (up to 67.3% less RTT and 205.9% more throughput) and scheduling

performance (upto 63.1% less staging time and 15.7% less intercession time) in

such situations.

III. Does GridMAP affect different grid applications differently?

Experimenting using different grid applications has demonstrated that indeed

the effect of GridMAP is different for each. This is partly due to the case study’s

characteristics, such as input data size, which reflect its network requirements.

It was evident from the results that data grid applications stand to gain the most

from GridMAP. This is intuitive as data grid applications are the most network-

dependent and hence gain more from better network management.

However, the impact also relies on the application’s computational require-

ments. The HTC case study was observed to benefit more from network-aware

scheduling than its HPC counterpart. This is because the HTC approach is

set out to maximise long-term scheduling turnover rate, which aligns well with

GridMAP’s aim to reduce job staging and intercession times through favouring

remote resources reachable via connections of low delay and high throughput.

On the other hand, scheduling HPC applications is more concerned with com-

putational considerations, such as the number of free CPUs.
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IV. What is the cost of using GridMAP?

Different costs of GridMAP have been studied, establishing the unobtrusive

nature of Pasinemda as an information collection agent. This adds to the

applicability of Pasinemda, allowing it to be deployed to collect measurements

in various situations, including those with limited resources such as mobile

nodes. Moreover, the overhead study concluded that the GridMAP service is

easily deployable with fairly limited disk, CPU, memory, and network footprints.

This is even more valid when considering the added value the service offers to

schedulers.

8.9 Summary

This chapter presented the instrumentation and results of a series of experiments

to investigate the overall impact of the GridMAP system. First, the experiments

scheduled three different grid applications with and without GridMAP on the NGS, a

production grid infrastructure with an advanced software stack and overprovisioned

network. The results attest to the gains that could be achieved both in terms of

network utilisation (as indicated by RTT and achieved throughput) and scheduling

performance (as signified by staging and intercession times). Such finding is key in

proving the importance of considering the network as a grid system resource. It also

testifies to the capabilities of GridMAP as a solution that enables grid schedulers to

achieve network-awareness. The chapter also included an analytical and empirical

study of the different GridMAP overheads. This study illustrated the low impact of

both Pasinemda and the GridMAP service on their hosts and on the network. This

demonstrates the feasibility and deployability of the GridMAP system.
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Conclusion

A
disparity has been identified by the thesis between the network requirements of

grid applications and grid technologies. To address this, the thesis put forward

an argument for network-aware scheduling. It investigated current solutions, formed

a list of requirements deemed necessary to actualise efficient network-aware schedul-

ing, and proposed and evaluated a mechanism that satisfies these requirements. This

chapter concludes the thesis by looking back at the contributions of each individual

chapter and those of the overall thesis. This chapter also presents directions of future

work and general comments on the future of grid computing.

9.1 Thesis Summary

Chapter 1 headed the thesis by providing acquaintance with grid computing in

general and the topics of resource management and scheduling in particular, briefly

critiquing current GISs, stating the research goals of the thesis and introducing the

thesis structure.

Chapter 2 explored the field of network measurement. It defined different network

metrics, described alternative measurement approaches, and portrayed a portion

of the great number of measurement techniques that have been proposed in the

literature. Of these techniques, TCP messaging was recognised as one of minimal

overhead, easy deployment and reasonable accuracy. However, previous works

revealed that the use of artificial TCP probes should be restricted as much as possible

as it diminishes the reliability of the technique and could cause security concerns.

154
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Chapter 3 started by highlighting the evolution of resource management in early

distributed systems such as parallel and cluster computers. This illustrated the

difference between the challenges faced by such systems and those faced by grids,

giving impetus for network-aware grid scheduling. The chapter also surveyed a wide

array of GISs and touched upon the different shortcomings perceived with them.

These were mainly concerned with accuracy, measurement overhead, maintenance

overhead, dependability, and the architecture that dictates information collection

and dissemination.

Chapter 4 discussed why network-awareness is a pragmatic solution to the in-

appropriately addressed problem of network unpredictability in grids. It also pre-

sented a number of reasons why current GISs fail to facilitate effective network-aware

scheduling. In order to accomplish this, the chapter discussed different classes of grid

applications, their characteristics and network requirements. The chapter concluded

by stipulating 9 requirements for an efficient, low-overhead GIS that avoids the pitfalls

of existing GISs.

Chapter 5 introduced the twofold architecture of the GridMAP system. Measure-

ments are collected by the Pasinemda daemon using a purely passive, low-overhead

TCP-ping technique. This avoids the use of artificial probes and pre-defined node

lists, two factors that have restrained previous TCP-ping techniques. The other part

of the system is the GridMAP service. It is a grid service that consolidates and

analyses Pasinemda’s measurements in order to provide grid schedulers with network

performance predictions. The service is intrinsically decentralised but retains a

logically centralised model. This enables scalability, resilience, and high availability

whilst also offering a single point-of-contact which greatly simplifies information

collection and dissemination processes.

Chapter 6 presented the implementation of the five functions of the GridMAP

system: Performance Measurement (measurement of RTT and achieved throughput),

Data Accretion (periodic submission of metrics to the GridMAP service using NM-

WG XML schema), Data Management (the GridMAP service’s database back end),

Information Publishing (service invocation by schedulers, data analysis to produce

predictions, and dissemination of this information), and Information Consumption

(three different ways of integrating GridMAP and schedulers).

Chapter 7 ascertained the accuracy of Pasinemda’s measurement technique by

testing it against two well known and widely used measurement tools over five dif-

ferent connections. It was demonstrated that Pasinemda produces accurate network
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performance measurements in a consistent and reliable manner except in the case

of networks with extremely short RTTs, e.g. Ethernet. Nonetheless, the magnitude of

error in such circumstances was shown to be relatively very small and does not skew

overall network performance assessment.

Chapter 8 examined the overall impact of using GridMAP as a solution that

enables network-aware grid scheduling. In this chapter, a number of experiments

were carried out using gLite WMS to schedule three different case studies over the

NGS. To this end, a wrapper was implemented to enable gLite WMS to consult

GridMAP and consume the information it returns. There were a number of key

findings from the experiments. First, they illustrated that better network utilisation,

as reflected by lower RTT and higher throughput values, is achieved using GridMAP.

Second, scheduling performance was shown to be affected by better network man-

agement, by observing job staging and intercession times, with a different degree

of benefit for each case study. However, even applications of relatively low network

reliance benefited from GridMAP as in some cases small improvements could have a

significant impact due to the application scenario. Some examples of such situations

were provided in the chapter. Finally, the chapter investigated the overheads of

Pasinemda and the GridMAP service, and concluded that the overheads are small in

respect to the potential gain.

9.2 Revisiting the Requirements for Network-Aware Scheduling

Based on an examination of grid application characteristics and contemporary grid

technologies, section 4.4 put forward 9 recommendations for solutions that enable

network-aware grid scheduling. These were indirectly addressed in section 5.4 after

introducing the design of the GridMAP system. These requirements are now revisited,

with references to how they were further addressed throughout the thesis.

I. Accurate & End-to-End

II. Non-Intrusive

III. Reliable

These three requirements directly relate to the network measurement tech-

nique. Pasinemda is a purely passive network measurement tool used by

GridMAP. It was introduced in sections 5.2 and 6.1. Chapter 7 specifically

evaluated and discussed Pasinemda’s accuracy and reliability.
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IV. Low Operation Overhead

Requirement IV ensures that the information gathered about the network is

utilised by grid schedulers in a seamless fashion without explicit user inter-

vention in order to improve performance, increase usability and reduce errors.

This aspect depends on how the consumption of GridMAP information is

integrated with the scheduler. Section 6.5 examined three different approaches

to attaining such integration and subsection 8.3.3 detailed how we chose to

implement it in the context of the NGS.

V. Low Deployment Overhead

This requirement aims at minimising deployment overhead and increasing

applicability even in grids where strict administrative policies are in place.

GridMAP possesses such property due to its independent measurement tech-

nique that requires no peer coordination (discussed in sections 5.2 and 6.1)

and its low computational footprints (discussed in section 8.7).

VI. Decentralised

VII. Single Point-of-Contact

Requirements VI and VII attempt to avoid the disadvantages associated with

centralised systems while simultaneously gaining their advantages. Both these

aspects are features of GridMAP as described in sections 5.3 and 6.2–6.4.

VIII. Selective

Requirement VIII is prescribed to reduce operational overhead and promote

scalability. This is reflected in Pasinemda’s measurement technique (discussed

in sections 5.2 and 6.1) and GridMAP’s overheads (evaluated in section 8.7).

IX. Interoperable

Requirement IX is stipulated to increase compatibility with other grid tech-

nologies. This was addressed in GridMAP’s design and implementation, and

specifically described in subsections 5.3.3 and 6.4.1.

9.3 Contributions & Implications

The introduction of the GridMAP system expands the existing body of grid network

measurement to new boundaries with its unique passive measurement approach and
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decentralised service-oriented architecture. The main contributions of the thesis are

reviewed in the following, first by revisiting the research goals set in section 1.4 and

then by commenting on the implications of the work.

9.3.1 Revisiting the Research Goals

I. There is room to improve grid scheduling by incorporating network performance

into the resource allocation process.

The arguments and experiments put forward in this thesis emphasise the im-

perativeness of network-awareness, i.e. acknowledging the network as a system

resource that needs monitoring and optimised usage. This was demonstrated

first by surveying the grid technologies state of the art, and arguing that indeed

the network is not appropriately addressed as a resource of unpredictable

nature. The thesis then presented GridMAP as a GIS that enables schedulers to

obtain predictions of network performance, and demonstrated that scheduling

efficiency is improved by using GridMAP in conjunction with an advanced

scheduler over a production grid infrastructure.

II. Network performance information could and should be accurately and reliably

collected using passive techniques.

By surveying different network measurement approaches and discussing their

accuracy, overhead and deployability shortcomings, the thesis identified passive

measurement as the best means of collecting information about the network.

Furthermore, through the introduction of Pasinemda, it was demonstrated that

passive measurement is indeed an effective and reliable means of accurately

measuring networks in grid environments.

Pasinemda is a passive measurement daemon that extracts RTT and achieved

throughput from observed TCP traffic. Thus, it requires no peer collaboration,

is of no added network overhead, avoids the problems of ICMP-based measure-

ment, and requires no user intervention and is hence always on. It has also been

proven to require low computational resources.

Pasinemda is thus a reliable stand-alone tool for situations where frequent TCP

communication is prevalent. This is of particular relevance to grids where TCP is

heavily relied upon, and because Pasinemda is easy to deploy in infrastructures

with stringent administrative policies.
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III. Network performance information needs to be made available in a manner that

avoids the shortcomings of existing GISs.

The thesis examined various GISs and discussed different drawbacks observed

in them. By drawing on this understanding, the thesis recommended a number

of requirements for future GISs.

The thesis also proposed GridMAP as a GIS that takes these requirements into

account and, hence, avoids problems witnessed with other GISs. GridMAP is

a distributed solution that uses end-to-end network measurements obtained

passively in order to minimise overhead and simplify deployment without

compromising accuracy. Despite being distributed, GridMAP retains a logically

centralised structure which has two significant advantages; it enables analysis

of the collected data to produce performance predictions, and provides a single

point of contact for collecting and disseminating information.

9.3.2 Implications

The thesis has demonstrated that GridMAP is an effective way of providing network

state to schedulers, enabling them to adapt their resource allocation decisions to

changes in the underlying network. The benefits of this have been demonstrated on

an overprovisioned network infrastructure.

However, the implications of this work reach beyond the design, implementation

and evaluation of a grid-specific passive network measurement system. The thesis

highlights an aspect of grid computing that is not properly addressed by current

systems. On inspection, one finds that the problem exists in both directions of the

‘information food system’: schedulers are not designed to take network status into

consideration; and there are no proper means to provide such information. More

work is needed to push network awareness to be a requirement of grid technologies

and standards (as previously discussed at the end of section 1.2) from schedulers,

such as gLite WMS and Condor-G, to schemas, such as GLUE.

Furthermore, the GridMAP system could in theory be used with other distributed

systems that rely on frequent TCP transfers. This includes scenarios where a decision

is sought for selecting between peers in a peer-to-peer swarm (c.f. [175]), edges in

a content delivery network (c.f. [173]), content providers in content-centric networks

(c.f. [347]), or data centres in cloud communications (c.f. [173]). As the uptake of such
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distributed paradigms grows, the contention for network resources increases; and so

does the applicability of GridMAP.

Finally, GridMAP is designed and presented from an application’s perspective,

rather than that of an administrator or a grid user. It is thus an operational solution

proposed to improve the performance of grids, and not a diagnostic or user-centric

one. Nevertheless, GridMAP’s interoperable and extensible design allows it to be

employed to serve such other purposes if required. For instance, GridMAP is able

to provide subjective per-application measurements that could be used to detect

network abnormalities (c.f. [252]) or to create graphical utilisation and performance

monitors (c.f. [294]).

9.4 Future Work

Working on this thesis has opened up a number of avenues for future work.

9.4.1 Horizontal Expansion

There is great potential for horizontal development of the GridMAP service.

Measurement Analysis

The information offered by GridMAP could be improved by horizontal development

of the service. Such efforts would entail the implementation of further numerical

analysis procedures in order to provide more advanced prediction of network per-

formance.

For instance, the interpolation method used to resample the measurement series

could be unsuitable for series of very high fluctuation; It has been documented in

[301] that some forms of interpolation create large margins of error through bias

towards low-frequency components. Although the Akima spline method currently

employed by GridMAP is less prone than others to outliers, it is still vulnerable to

severe fluctuations.

Advanced numerical analysis could also enable more accurate identification of

trend and irregular components. The Holt-Winters exponential model [189, 358],

for example, allows for seasonal components. This aids in recognising daily, weekly,

monthly and even seasonal patterns if they exist in the sample, the determination

of which could significantly improve prediction accuracy. Pattern identification is of

special significance in production infrastructures and other networks with narrow
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differences between RTTs of candidate nodes [149]. Additionally, identifying such

patterns would be beneficial for dynamic anomaly detection (c.f. [91]) and generic

troubleshooting purposes.

Finally, a number of different numerical analysis methods could be employed

and their accuracy evaluated (through a metric such as MSE or Thiel’s inequality

coefficient [332]) similar to that implemented in the NWS. Such range of analysis

methods would increase GridMAP’s ability to adapt to different measurement series

and reduce the overall prediction error margin.

Registry

Another possible extension to the system is the inclusion of a Universal Description,

Discovery and Integration (UDDI) registry. This registry, implemented as a Web

service, would be used to keep track of the address of the GridMAP service front,

allowing the latter to change location without affecting the operation of the GridMAP

system. Spawning Pasinemda instances would contact the UDDI registry through

its fixed URI to retrieve the location of the GridMAP service front. If for any reason

the GridMAP service relocates, it would update its address in the UDDI registry and

Pasinemda would query the UDDI registry again.

Moreover, the UDDI registry facilitates graceful change of the GridMAP service

front which allows operation to seamlessly continue in the case of GridMAP service

front failure.

Beside the advantages of geographically liberating the GridMAP service, the loca-

tion transparency brought by a UDDI registry enables a multi-front GridMAP service.

This could be used to add another level of load-balancing where a collection of grid

nodes would get assigned a different front.

Database

Another potential improvement is the the use of an XML-based database back end

instead of an SQL-based one. Such change is worth investigating in order to ascertain

whether reducing the amount of conversions between XML and SQL would improve

system performance.
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9.4.2 Vertical Expansion

Another direction of development is vertically, where there is also plenty of room.

Currently, Pasinemda measures RTT and throughput, which are essential network

metrics for the majority of grid applications. However, this formula might not be

enough for some applications. Collecting a wider range of network metrics (such as

jitter, loss, etc.) would provide more utility.

Furthermore, as already mentioned in section 6.3, Pasinemda is capable of provid-

ing information about the availability of computational resources, such as CPU cycles

and memory space, along with network metrics. This has indeed been implemented

in the early stages of this work [137] but not sufficiently developed as more focus was

given to the development of network-aware scheduling. One argument against such

development is that the grid already has enough GISs that cater for the management

of computational resources. However, these systems suffer from the architectural

drawbacks highlighted in section 4.3 that adversely affect information dissemination

and management.

9.4.3 Autonomy

Another possible direction for development is the implementation of the GridMAP

system in a dispersed form where a grid node manages the data it collects about the

network without needing to refer to a grid service. Such a solution would need to

be as simple as possible in order to keep computational overheads to a minimum,

but it would offer complete autonomy and even greater ease of deployment. Certain

grids would gain from such a devise, for example collaborative computing and mobile

grids.

9.5 Future Trends

While carrying out this research, there has been a recurring theme of uncovering a

large array of quite similar solutions to the same problem. Such wealth in number

of grid technologies is a result of loosely defined borders as demonstrated by various

grid definitions and unbinding standards. Such an aspect could be interpreted as

both a liberating strength and a fatal weakness. On the one hand, it is a testament

to the huge size of potential beneficiaries that includes numerous fields of scientific

research in addition to some commercial applications. On the other hand, it displays
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an almost haphazard application of solutions. Despite standardisation efforts, these

solutions have large overlap and are non-interoperable in many cases. Ironically, such

conflicting landscape completely goes against the ethos of grid computing.

In the end, grid computing provided many advancements in distributed com-

puting that enables collaborative projects on a massive scale. However, the grid

also failed to address a number of issues. Some of these shortcomings led to the

rapid rise of cloud computing [348] with the perception of it being a replacement,

competing technology rather than a subsequent one. This issue of grids versus clouds

has recently been well debated (c.f. [160]); Will grids continue to be used, or does the

introduction of cloud computing negate the need for grids?

Undoubtedly, cloud computing has managed to resolve many of the problems of

its predecessor, the grid. The most important of these is the simple, scalable eco-

nomic model offered by cloud computing, a factor that should not be underestimated.

Many organisations would prefer moving their computations to the cloud rather than

building, configuring and running their own computing infrastructure which entails

covering upfront hardware costs (servers, network, storage, firewalls, cooling, etc.)

and running costs (electricity, part replacement, physical security, and, perhaps more

importantly, human support). The former option, i.e. cloud computing, is not just

more cost-effective than the latter, but also has less associated risks and offers great

flexibility to match the organisation’s change in computing demands. Such a clear-cut

on-demand economic model was lacking from the grid.

Cloud computing has recently received a lot of interest, especially from mid-sized

businesses [297]. There are also signs of rising demands within research communities

for cloud computing capabilities. For instance, the NGS has started providing such

services [1], as have several UK higher education institutions (c.f. [31]). Despite this,

rightly or wrongly, there are still many security and privacy concerns about programs

and information associated with cloud computing [254, 69].

There are three reasons why grids are likely to remain on the scene for the fore-

seeable future. First, the e-science community has invested large sums of money into

grid infrastructures. Hundreds of grid-based research projects have been made pos-

sible by these technologies, and thousands of researchers and scientists still rely on

it. For example, the European Commission invested around e130m in grid research

between 2002 and 2006, resulting in 42 national grid initiatives. Thee100m European

Grid Infrastructure (EGI) project [12] commenced with an aim of assembling a meta-

infrastructure to provide interoperation between all these independent grids. Second,
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while the cloud is designed to offer flexibility and usability, the grid is designed to

facilitate resource sharing. This still makes the grid more suitable for collaborative

projects, providing further anchor for the grid in the e-science community. Third, the

grid still provides a yet unmatched model for collaborative computing.

In light of this, it is important to promote the role that GridMAP will play both in

today’s grid and cloud environments. The thesis has already elaborated on GridMAP’s

role in grids. In fact, the evaluation part of the thesis established the level of

improvement that can be brought by GridMAP even in a high-end overprovisioned

grid infrastructure. For clouds, GridMAP’s role is not yet entirely clear and would only

become clear after carrying out a corresponding requirements analysis. However,

based on our understanding of cloud application scenarios, there seems to be a role

for GridMAP to play in optimising inter-data centre communications. For example,

some cloud users employ more than one cloud infrastructure (from one or more

cloud service providers) at a time and choose between them dynamically according

to job requirements and cost (c.f. the inter-cloud API [184] developed at the Belfast

e-Science Centre). This is essentially comparable to the ‘islands of grids’ model

(introduced in subsection 8.3.1) already adopted by many production grids. Indeed,

there is already interest in optimising the network for cloud computing (c.f. [69, 76]),

something that GridMAP is designed to enable.
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Budapest, Hungary, May 2010. [cited on p. 53]

[194] Geoff Huston. Analyzing the Internet’s BGP Routing Table. The Internet Protocol

Journal, 4(1), March 2001. [cited on p. 21]

[195] Mouhamad Ibrahim, Eitan Altman, Pascale Primet, Giovanna Carofiglio, and Georg

Post. A Simulation Study of Passive Inference of TCP Rate and Detection of Congestion.

In Proceedings of the Fourth International ICST Conference on Performance Evaluation

Methodologies and Tools (VALUETOOLS’09), pages 1–10, Brussels, Belgium, Belgium,

October 2009. ICST. [cited on p. 22]

[196] The Scripps Research Institute. AutoDock. http://autodock.scripps.edu/.

[cited on p. 127]

[197] The Scripps Research Institute. FightAIDS@Home. http://fightaidsathome.scripps.

edu/. [cited on p. 127]

[198] Alexandru Iosup and Dick Epema. GRENCHMARK: A Framework for Analyzing, Testing,

and Comparing Grids. In Proceedings of the Sixth IEEE International Symposium on

Cluster Computing and the Grid (CCGRID’06), pages 313–320, Washington, DC, USA,

May 2006. IEEE Computer Society. [cited on p. 126]

[199] Alexandru Iosup, Hui Li, Mathieu Jan, Shanny Anoep, Catalin Dumitrescu, Lex Wolters,

and Dick H. J. Epema. The Grid Workloads Archive. Future Generation Computer

Systems, 24(7):672–686, July 2008. [cited on p. 126]

[200] John J. Irwin and Brian K. Shoichet. ZINC: A Free Database of Commercially Available

Compounds for Virtual Screening. Journal of Chemical Information and Modeling,

45(1):177–182, January 2005. [cited on p. 127]

[201] Michael Isard, Mihai Budiu, Yuan Yu, Andrew Birrell, and Dennis Fetterly. Dryad:

Distributed Data-parallel Programs from Sequential Building Blocks. In Proceedings of

the Second ACM SIGOPS European Conference on Computer Systems (EuroSys’07), pages

59–72. ACM, March 2007. [cited on p. 60]

[202] Van Jacobson. Pathchar. http://www.caida.org/tools/utilities/others/pathchar.

[cited on p. 21, 23]

[203] Van Jacobson. pathchar - A Tool to Infer Characteristics of Internet Paths. ftp://ftp.

ee.lbl.gov/pathchar/msri-talk.pdf, April 1997. [cited on p. 14]

[204] Van Jacobson, Steven McCanne, and Craig Leres. TCPDUMP/LIBPCAP Public Reposi-

tory. http://www.tcpdump.org/. [cited on p. 26, 91]

http://autodock.scripps.edu/
http://fightaidsathome.scripps.edu/
http://fightaidsathome.scripps.edu/
http://www.caida.org/tools/utilities/others/pathchar
ftp://ftp.ee.lbl.gov/pathchar/msri-talk.pdf
ftp://ftp.ee.lbl.gov/pathchar/msri-talk.pdf
http://www.tcpdump.org/


BIBLIOGRAPHY 182

[205] Nicolas Jacq, Jean Salzemann, Florence Jacq, Yannick Legré, Emmanuel Medernach,
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Rise of the Grid

This appendix outlines the historical background of the grid computing paradigm.

The aim here is not to provide a detailed chronicle of events that lead to the grid as

there exists an ample number of publications that do that (c.f. [50, 121, 81, 331]).

Instead, the aim is to help in understanding the different viewpoints when it comes

to defining grid applications by studying the development of grid-enabling technolo-

gies.

A.1 Beginings

The emergence of distributed systems was mainly brought by the introduction of

the VLSI technology. This technological breakthrough in chip design meant that it

was feasible to exceed the performance a powerful processor delivers by replacing

it with a number of slower (and cheaper) processors. This was the cue for a myriad

of architectures where multiple processors worked together under the umbrella of

one system. The second technological advance that shaped future direction of

distributed systems was the introduction of advanced cross-platform communication

technologies. This meant that computers could communicate with one another as

long as they spoke the same language, i.e. communication protocol.

Initially, these technological advances promoted different uses that remained de-

tached for quite a while. The former advance instigated investment in designing high-

performance systems that could undertake complex problems. The latter advance, on

the other hand, inspired collaboration on the organisational and individual levels.
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Eventually, both technologies developed to reach greater heights in terms of what

they offered. They also became much more affordable which aided in them becoming

largely ubiquitous. Mainframes and minicomputers eventually became extinct and

were replaced by the more abundant and cost-effective computational power pro-

vided by microcomputers. Conjointly, supercomputers became a common asset of

many businesses, universities and government organisations in the developed world.

LAN and WAN technologies were simultaneously developing.

Nevertheless, this progress did not suppress the need for even higher performance

computing or communication. On the contrary, it enticed more and more application

needs. This ever growing increase in application requirements and the ubiquity of

computer systems brought on the first major milestone in the history of the grid.

A.2 Metacomputing

The proliferation of high-performance distributed systems paved the way for the

next step in distributed computing and, perhaps, the first generation of grid systems.

The objective was to build a metacomputer, i.e. a virtual supercomputer assembled

using a large number of geographically distributed but interconnected computational

resources. Two initiatives spearheaded this revolution in the mid 1990s: I-Way and

FAFNER.

The I-Way networking experiment [123] connected supercomputers, databases,

scientific instruments, and other resources located in 17 different North American

sites using 11 high-speed (IP and ATM) networks. I-Way provided an environment

with parallel programming, scheduling and security functionalities along with a

robust distributed file system.

I-Way demonstrated the capabilities that could be offered by assembling such a

system. It offered huge potential for undertaking difficult scientific problems that

were simply infeasible to tackle in any other way. Moreover, I-Way was proof that

such powerful and empowering system could be dynamically assembled and scaled

using heterogeneous resources that reside in multiple administrative domains. The

success of I-Way led to the DARPA investment into developing an infrastructure to

enable metacomputing. The Globus Toolkit (GT) [154] was developed by the Globus

Alliance [38] to do this by providing solutions to problems that are commonly faced

when developing grid applications. GT includes open-source software libraries to

support services such as data transfer and management, monitoring and informa-
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tion, resource management, fault detection, and security. The abstractions provided

by these libraries mask a great deal of the intricacies of managing heterogeneous

grid elements and are hence very useful for developing grid applications. GT grew

to become the de facto open source solution for grid computing.

The other prominent early example of using distributed resources to solve com-

plex problems is the Factoring via Network-Enabled Recursion (FAFNER) project.

This project was aimed at breaking RSA encryption by dividing the problem into

embarrassingly parallel numerical factoring sub-problems. These sub-problems

could be run on different computers (any computer with 4MB of memory) that are

registered for anonymous contribution.

Unlike I-Way, FAFNER did not result in any major core grid technologies; Data and

results were communicated via a Web server using HTTP. Nevertheless, it also demon-

strated that complex problems could be efficiently tackled using an almost ad hoc

set of resources across long distances and through administrative boundaries. More

importantly, FAFNER presented a pioneering experience that would be reproduced in

what has become to be known recently as volunteer computing where users register

their willingness to share their own computer as a way of contributing to solving

complex problems. The registered computers would be used as workstations to run

certain algorithms on small datasets they receive from a central manager. Examples

include distributed.net [9], folderol [241], Models@Home [230] and BOINC [65].

A.3 Distributed Communities

The growing ubiquity of computing systems, improving communication technolo-

gies, and increasing software sophistication, along with the success of metacomput-

ing projects such as I-Way and FAFNER, all led to the birth of a second generation

of heterogeneous distributed systems. Huge academic and commercial efforts were

focused on devising such systems, either by creating new technologies or by extend-

ing prior ones to enable grid computing for different practices. These technologies

ranged from low-level resource management to high-level user interfaces. Each of

these technologies was quite specific as each was geared towards a certain target

user community and had a certain amount and type of resources to use. Hence,

every technology had an almost unique set of goals. However, there were a few

commonalities. We use these to present the main ‘themes’ of this period.

There were five main broad themes. Software such as GT and Legion offered a
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degree of homogeneity through middleware solutions that serve as a platform on

top of which grid applications could be built. Other efforts, such as CORBA and Jini,

focused on distributed object architectures (DOA) to promote interoperability. The

distinction between DOA and middleware solutions might seem subtle, yet it dictates

a huge difference in how applications are constructed.

The third theme was resource brokers or schedulers which focused on seeking

and aggregating unused resources. Examples include Condor, LSF, Nimrod, and

SGE (formerly CODINE). The fourth theme of this generation included tools that

were created to allow users to have simple and interactive access to the services

and resources that are available via the grid. Examples include end-user execution

interfaces such as GECCO and visualisation portals such as Webflow. An important

example here is SETI@Home. This was a volunteer computing project that aimed at

analysing sound samples captured in outer space to search for any patterns that could

signify the existence of extraterrestrial intelligence.

The final theme was integrated systems which cover many different areas that

the previous four themes did. These solutions provide abstractions to allow highly

complex applications (e.g. intensive computations on large distributed databases)

to use the grid for scientific and engineering purposes. Examples include Cactus,

DataGrid, UNICORE, and Jxta.

All the work done under the above themes was at least partially motivated by the

prospects of grid computing which commanded attention in research and business

circles. What followed were two important developments. The first was the exodus of

legacy systems that were confined to a fixed geographical location to a realm where

systems incorporate many resources and users from more than one organisation. The

second development is of more importance and it consisted of a large number of

initiatives to create scientific applications of remarkable scale. An example of these

initiatives is the LHC. These applications were extremely demanding, and hence they

became and still are to a great extent the driving force behind grid computing.

Finally, this phase in grid computing history also saw the birth of the Global Grid

Forum (GGF). The GGF was a congregation of shared interest that included several

research and work groups that explored and developed a myriad of grid technologies

and standards. This work had a significant impact as it enabled the birth of a

number of grid projects aimed at solving complex computational problems, the main

benefactor being the scientific research community at large. In essence, the GGF

played a key role in constructing highly ambitious research projects, referred to as
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e-science. In doing so, the GGF had another important achievement in drawing more

interest to the grid computing world. This knock-on effect saw the GGF steadily grow

in size until it merged with an industry interest group called Enterprise Grid Alliance

(EGA) to form the OGF.

A.4 Standards

The expansion of the distributed computing scene came with clear benefits in terms

of creating new grounds for applications. However, just like what happens with

various fields of computer science, this expansion was uncontrolled and undirected.

This resulted in a large number of efforts that focused on more or less the same things

but were ‘non-interoperable’.

Such lack of interoperability clashed with the original vision of the grid [224]. The

architecture had to be modified to facilitate more integration. This was achieved

when, following the recommendations put forward in [157, 156], the GGF passed

the Open Grid Services Architecture (OGSA) [158] as a standard for grid applications.

OGSA built on the strengths of Web service technologies, namely different systems

interoperating using structured text over HTTP. OGSA describes means of sharing

information between different types of resources, and is thus an effort to maintain

high interoperability in heterogeneous environments.

The Open Grid Services Infrastructure (OGSI) [344] was another GGF standard

that provided the interfaces for the underlying infrastructure. Both the OGSA and

OGSI standards were adopted by the e-science and e-business communities. The

use of these standard interfaces offered much more interoperability between grid

components and applications. This marked another milestone in the pursuit for more

engaging computing.

A.5 Service-Oriented World

In the meanwhile, Web services were gaining even more success, and there was a

growing feeling within the grid community that using a Service-Oriented Architecture

(SOA) is the way forward for deploying dynamic, interoperable grid applications. This

prompted further convergence between the Web and grid communities, which was

attained when the WSRFI standard replaced OGSI as the infrastructure standard for

IThe Web Services Resource Framework (WSRF) is part of the Web Services Architecture speci-
fications [84] that were defined by the Organization for the Advancement of Structured Information
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OGSA version 1.5. Using this setting, OGSA became an “a particular profile for the

application of core [Web Service] standards” [159].

In order to be WSRF-compliant, all services need to comply to a number of

standards; including being defined using WSDL, exchange information structured

using XML over SOAP, traverse XML objects using XML Path Language (XPath), etc.

Standards (OASIS) to define stateful services for the Web and grids.
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The National Grid Service

This appendix provides some general information about the hardware and software

infrastructure of the NGS, with some focus on its scheduling provisions.

In November 2009 the NGS comprised of 15,000 processing cores at 25 sites

around the UK [302]. These and other resources, including data repositories and sci-

entific instruments, are connected by SuperJANET, the UK’s academic network. Core

NGS services are hosted at sites in Belfast, Cardiff, Didcot, Glasgow, Lancaster, Leeds,

London, Manchester, and Oxford. More information about the resources at individual

sites is available from [26]. Users of the NGS can also use their certificates to access

resources outside the NGS such as those of GridPP, EGEE, GILDA, OpenScienceGrid

and TeraGrid. In the near future, NGS will be integrated with the European Grid

Infrastructure (EGI) [12].

The NGS software stack includes an array of grid technologies to enable deploy-

ment of a wide range of grid applications. Local resource management is a site-

specific resolution and ranges between PBS, SGE, LSF and Condor. Globus Toolkit

is primarily used as the middleware solution. However, due to the integration with

GridPP which uses EGEE’s gLite as its middleware solution, gLite is also supported

and is adequately integrated with GT. UNICORE is also available to use. Globus

Grid Security Infrastructure (GSI) and Shibboleth are used for authentication and

authorisation purposes. For data services, a series of data management solutions are

installed on different sites including AFS, MySQL, Oracle, SRB, and others. OMII-UK

solutions are also ready to use with NGS, including GridSAM [28] and OGSA-DAI [29].

204
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A number of other tools are made available by NGS to help users with certificates,

keys, proxies, files and workflows.

Until quite recently, NGS users were expected to carry out their own metaschedul-

ing by assigning jobs to instances of GT running on LRMs of their choice. This was

not only tedious and assumed a certain level of familiarity with grid technologies

(such as GT), but it also meant that most users defaulted to static scheduling. To

avoid the drawbacks of static scheduling, some users would come up with their

own dynamic scheduling mechanisms. This obviously requires updated resource

information, which involves even more knowledge of NGS’s inner workings from the

users.

In December 2009, NGS adopted gLite 3.1 WMS as a more convenient way of

submitting jobs to the grid. WMS finds the most suitable resources for a submitted

job, sends the job along with any input files for execution on these resources on behalf

of the user (using GridFTP), keeps a record of the job’s execution state, and retrieves

any output files and/or error logs. This is a considerable improvement in terms of

usability and efficiency as it saves users a substantial amount of work that would have

involved using GT GRAM, GridFTP, SRB and possibly tailored scripts.



A
P

P
E

N
D

I
X

C
gLite WMS

gLite [234] is a service-oriented middleware solution developed by the EGEE project

[10]. It is the successor of the LCG-2 middleware [277], replacing it on CERN’s LCG.

This appendix reviews gLite’s meta-scheduling service, the Workload Management

System (WMS) [67].

C.1 Architecture

The gLite WMS architecture is shown in Figure C.1I. The diagram shows the different

gLite components that are involved in scheduling a job using WMS.

The User Interface (UI) is the users’ access point to a gLite-managed grid. The

Resource Broker (RB) is the central element in the gLite architecture. It is essentially

a grid-wide meta-scheduler not dissimilar to Condor-G. It oversees all procedures

necessary for job execution such as information retrieval, matchmaking, execution

stage preparation and event logging. Information about grid resources are kept in

BDII, an LDAP directory service, while events and job status changes are stored by

the Logging & Bookkeeping (LB) database. Once a job is cleared for execution, the

RB communicates all required executables, scripts, parameters, and input files to the

Computing Element (CE). The CE is also called the headnode as it acts as a site’s

interface with the rest of the grid. Behind the headnode lies a number of Worker

Nodes (WN) and Storage Elements (SE). Files stored on SEs are indexed on the LCG

IThis figure is adapted from [266].
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Figure C.1: gLite Job Workflow

File Catalog (LFC). All interactions between gLite elements are carried out through

Web Service interfaces.

C.2 Job Description

In order to submit a job to gLite WMS, its properties and requirements need to be

defined using the Job Description Language (JDL) [133]. JDL is a high-level language

to describe job properties and requirements using attributes from the GLUE Schema

introduced in 3.2.2. Listing C.1 shows a JDL file describing a video encoding job.

Type = "Job" ;

JobType = "Normal" ;

Executable = "lencod.exe" ;

Arguments = "-d encoder_main.cfg" ;

InputSandbox = {"video.yuv" ,"encoder_main.cfg" , "lencod.exe"} ;

InputSandboxBaseURI = "gsiftp://ngsui03.ngs.ac.uk:2811/home/ngs0725/videoEnc/" ;

StdOutput = "video.264" ;

StdError = "video.err" ;

OutputSandbox = {"video.264" ,"video.err" ,"stats.dat" ,"data.txt" ,"leakybucketparam.cfg" ,"log.

dat"} ;

OutputSandboxBaseDestURI = "gsiftp://ngsui03.ngs.ac.uk:2811/home/ngs0725/videoEnc/output/" ;

RetryCount = 3 ;

ShallowRetryCount = −1;

Rank = other . GlueCEStateFreeCPUs ;

Listing C.1: JDL Example
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C.3 Scheduling Process

The WMS scheduling state machine is portrayed in Figure C.2.

Figure C.2: Job Cycle Using gLite WMS

Once described, the job is ready to be submitted to WMS. WMS parses the JDL,

transfers any required files to the RB, and sets the job status to ‘Submitted’. Then

WMS starts to look for resources that best fit the job requirements and the status is

set to ‘Waiting’. Once appropriate resources are found, the job is allocated a slot in

the queue of the remote LRM while WMS creates wrapper scripts and environment

variables. The completion of these tasks flag the ‘Ready’ state. Once the remote

LRM starts handling the job, queuing it locally, the job status changes to ‘Scheduled’.

The status changes to ‘Running’ as soon as the input files are copied to a location

accessible from the execution theater and execution starts. If execution completes,

output files and logs are sent to the location specified by the JDL and the status

is changed to ‘Done’. The status is finally set to ‘Cleared’ as soon as the output is

retrieved by the user. If the execution theater is not set up properly or if the execution

is preempted by another job, the job is resubmitted to another resource until the

maximum retry count specified in the JDL is reached, at which point the status is set

to ‘Aborted’. The remaining states are ‘Cancelled’ (if the job is cancelled by the user

before it is flagged as either ‘Done’ or ‘Aborted’) and ‘Unknown’.

For more information, refer to section 3.4 of the gLite user manual [90].
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