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1. Introduction
As exemplified by this special issue ofChemical ReViews,

organic electronics has emerged as a vibrant field of research

and development, spanning chemistry, physics, materials
science, engineering, and technology. The rapid growth in
the interest given toπ-conjugated materials in general and
organic semiconductors in particular is fueled by both
academia and industry. On the basic research side,π-con-
jugated materials are fascinating systems in which a rich
variety of new concepts have been uncovered due the
interplay between theirπ-electronic structure and their
geometric structure.1-3 On the applied research side, while
not destined to replace silicon-based technologies, organic
semiconductors promise the advent of fully flexible devices
for large-area displays, solid-state lighting, radio frequency
identification tags, or solar cells; major chemical companies
worldwide, such as Sumitomo, DuPont, Solvay, BASF, Ciba,
and Merck to name but a few, are now involved in
developing efficient sources of chemicals for organic elec-
tronics applications.

The devices mentioned above share a common trait: in
all instances, their performance critically depends on the
efficiency with which charge carriers (electrons and/or holes)
move within theπ-conjugated materials. The charge carriers
are either injected into the organic semiconductors from metal
or conducting oxide electrodes in the case of light-emitting
diodes or field-effect transistors or generated within the
materials in the case of solar cells via photon-induced charge
separation at the interface between electron-donor and
electron-acceptor components.

In an earlierChemical ReViewsarticle,4 we discussed how
the various energy-transfer and charge-transfer processes that
take place inπ-conjugated polymers and oligomers can now
be described at the molecular level. Here, we focus on charge
transport in these organic materials. In section 2, we briefly
describe the main experimental techniques used to evaluate
carrier mobilities. We then introduce the organic materials
that have been the subject of most investigations and discuss
the factors that directly affect the mobilities. Section 3 deals
with a detailed description of the charge-transport param-
eters: electronic couplings, site energies, and electron-
phonon couplings. In section 4, we present an overview of
the models that have been reported to describe the charge-
transport mechanisms in molecular crystals and disordered
organic materials. A brief synopsis is given in section 5.

2. Characterization of Charge Mobility
Organic semiconductors can be broadly classified into two

categories: small molecules or oligomers (usually processed
in vacuum) and polymers (usually processed by wet chemical
techniques). In each case, various materials have been
designed over the years that preferentially transport holes
or electrons. In most instances, this distinction does not rely
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on the actual ability of the materials to transport charges
(i.e., on the actual values of charge mobilities) but rather
reflects the ease of charge injection from electrodes tradition-
ally used in devices. In that context, a material is often
referred to as a hole [electron] transporter when its ionization
energy [electron affinity] closely matches the Fermi level
of the electrode material. Ambipolar transport (i.e., the ability
to transport both electrons and holes) has now been reported
for several organic semiconductors and is discussed in this
issue by Sirringhaus and Zaumseil.5

The key quantity that characterizes charge transport is the
carrier mobility. In the absence of any external potential,
transport is purely diffusive and is generally described by a
simple diffusion equation:

where 〈x2〉 denotes the mean-square displacement of the
charges,D is the diffusion coefficient,t is the time, andn
represents an integer number equal to 2, 4, or 6 for one-,
two-, and three-dimensional (1D, 2D, and 3D) systems,
respectively. The charge mobilityµ is related to the diffusion
coefficient via the Einstein-Smoluchowski equation:

wherekB is the Boltzmann constant and e is the electron
charge.

The application of an external electric field induces a drift
of the charge carriers; the mobility can then be alternatively
defined as the ratio between the velocity,ν, of the charges
and the amplitude of the applied electric field,F:

Diffusion should be seen as a local displacement of the
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Jérôme Cornil was born in Charleroi, Belgium, in 1970. He received his
Ph.D. in Chemistry from the University of Mons-Hainaut in 1996 and then
went for a postdoctoral stay at UCSB (with Alan Heeger) and MIT (with
Bob Silbey). He is a Research Associate of the Belgian National Fund
for Scientific Research (FNRS) in Mons and since 2005 holds a Visiting
Principal Research Scientist position at the Georgia Institute of Technology.
His main research interests deal with the quantum-chemical characteriza-
tion of the electronic and optical properties of organic conjugated materials,
in relation to their use in opto-electronic devices.

〈x2〉 ) nDt (1)

Demetrio Filho was born in Pernambuco (Brazil) in 1974. In 2003, he
received his Ph.D. in Physics from the State University of Campinas in
São Paulo (Brazil) under the supervision of Prof. Maria Cristina dos Santos.
During his Ph.D., he was awarded a scholarship to spend one year in
the group of Prof. Jean-Luc Brédas, then at the University of Arizona.
After completing his Ph.D., he returned to Prof. Brédas’ group for a
postdoctoral stay. He is currently a Research Scientist at the Georgia
Institute of Technology. His research interests include the theoretical
investigation of novel organic semiconductors with particular focus on
charge transport.

Yoann Olivier was born in La Louvière, Belgium, in 1982. He graduated
with a B.S. in Physics from the University of Mons-Hainaut in 2004 and
is presently a Ph.D. student in the Laboratory for Chemistry of Novel
Materials. His research focuses on the theoretical characterization of
charge transport in molecular crystals and disordered systems.

µ ) eD
kBT

(2)

µ ) V/F (3)

Charge Transport in Organic Semiconductors Chemical Reviews, 2007, Vol. 107, No. 4 927



charge around an average position, while drift induces a
displacement of the average position. Drift is the effect that
dominates the migration of the charges across an organic
layer in the devices. The carrier mobility is usually expressed
in cm2/V‚s (since it corresponds to velocity over electric
field).

2.1. Experimental Measurements of Carrier
Mobilities

Charge mobilities can be determined experimentally by
various techniques.6 Results from methods that measure
mobilities over macroscopic distances (∼1 mm) are often
dependent on the purity and order in the material. Methods
that measure mobilities over microscopic distances are less
dependent on these characteristics. We briefly describe below
the basic principles of some of the most widely referenced
methods.

2.1.1. Time-of-Flight (TOF)
Here, an organic layer a few microns thick is sandwiched

between two electrodes. The material is first irradiated by a
laser pulse in the proximity of one electrode to generate
charges. Depending on the polarity of the applied bias and
the corresponding electric field (in the 104-106 V/cm range),
the photogenerated holes or electrons migrate across the
material toward the second electrode. The current at that
electrode is recorded as a function of time. A sharp signal is
obtained in the case of ordered materials while in disordered
systems a broadening of the signal occurs due to a distribu-
tion of transient times across the material. The mobility of
the holes or electrons is estimated via:

where d is the distance between the electrodes,F is the
electric field, t is the averaged transient time, andV is the
applied voltage. TOF measurements clearly show the impact
on mobility of structural defects present in the material.
Charge mobilities in organic materials were first measured
with the TOF technique by Kepler7 and Leblanc.8

2.1.2. Field-Effect Transistor Configuration
The carrier mobilities can be extracted from the electrical

characteristics measured in a field-effect transistor (FET)
configuration. As reviewed by Horowitz,9 theI-V (current-
voltage) expressions derived for inorganic-based transistors
in the linear and saturated regimes prove to be readily
applicable to organic transistors (OFETs). These expressions
read in the linear regime:

and in the saturated regime:

Here,ISD andVSD are the current and voltage bias between
source and drain, respectively,VG denotes the gate voltage,
VT is the threshold voltage at which the current starts to rise,
C is the capacitance of the gate dielectric, andW andL are
the width and length of the conducting channel. In FETs,
the charges migrate within a very narrow channel (at most
a few nanometers wide) at the interface between the organic
semiconductor and the dielectric.10,11 Transport is affected
by structural defects within the organic layer at the interface,
the surface topology and polarity of the dielectric, and/or
the presence of traps at the interface (that depends on the
chemical structure of the gate dielectric surface). Also,
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contact resistance at the source and drain metal/organic inter-
faces plays an important role; the contact resistance becomes
increasingly important when the length of the channel is
reduced and the transistor operates at low fields; its effect
can be accounted for via four-probe measurements.12-14

The charge mobilities extracted from the OFETI-V
curves are generally higher in the saturated regime than those
in the linear regime as a result of different electric-field
distributions. The mobility can sometimes be found to be
gate-voltage dependent;15 this observation is often related
to the presence of traps due to structural defects and/or
impurities (that the charges injected first have to fill prior to
establishment of a current) and/or to dependence of the
mobility on charge carrier density (which is modulated by
VG).16

The dielectric constant of the gate insulator also affects
the mobility; for example, measurements on rubrene single
crystals17 and polytriarylamine chains18 have shown that the
carrier mobility decreases with increasing dielectric constant
due to polarization (electrostatic) effects across the interface;
the polarization induced at the dielectric surface by the charge
carriers within the organic semiconductor conducting chan-
nel, couples to the carrier motion, which can then be cast in
the form of a Fro¨lich polaron.19-22

2.1.3. Diode Configuration
The mobilities can also be obtained from the electrical

characteristics of diodes built by sandwiching an organic
layer between two electrodes (provided that transport is bulk
limited and not contact limited). The choice of the electrodes
is generally made in such a way that only electrons or holes
are injected at low voltage. In the absence of traps and at
low electric fields, the current densityJ scales quadratically
with applied biasV. Such behavior is characteristic of a
space-charge limited current (SCLC); it corresponds to the
current obtained when the number of injected charges reaches
a maximum because their electrostatic potential prevents the
injection of additional charges.23 In that instance, the charge
density is not uniform across the material and is largest close
to the injecting electrode.24 In this regime, when neglecting
diffusion contributions, theJ-V characteristics can be
expressed as

whereεr denotes the dielectric constant of the medium and
L is the device thickness. Note that a field-dependence of
the mobility has to be considered at high electric fields (vide
infra).

The J-V curves become more complex in the presence
of traps. They first exhibit a linear regime, where transport
is injection-limited, followed by a sudden increase for an
intermediate range of applied biases; finally, theV2 depen-
dence of the trap-free SCLC regime is reached. The extent
of the intermediate region is governed by the spatial and
energetic distribution of trap states,14 which is generally
modeled by a Gaussian25 or exponential distribution.26

2.1.4. Pulse-Radiolysis Time-Resolved Microwave
Conductivity (PR-TRMC)

Here, the sample is first excited by a pulse of highly
energetic electrons (in the MeV range) to create a low density
of free carriers. The change in electrical conductivity∆σ

induced by the pulse is then measured via the change in
microwave power reflected by the sample and is therefore
frequency dependent.∆σ can be expressed as27

where∑µ is the sum of hole and electron mobilities and
Ne-h is the density of generated electron-hole pairs.Ne-h is
estimated by dividing the amount of energy density trans-
ferred to the material by the energy required to create one
electron-hole pair; this ratio is further multiplied by a
survival probability that accounts for possible charge-
recombination mechanisms during the duration of the pulse.
With this technique, the charges are directly generated in
the bulk; their transport properties are probed on a very local
spatial scale (for instance, along a portion of a single polymer
chain) determined by the frequency of the microwave
radiations (the lower the frequency, the larger the region that
is explored); the charges trapped by impurities or structural
defects are not responsive. PR-TRMC is a contact-free
technique that is not affected by space-charge effects and
can be applied to bulk materials as well as to single polymer
chains in solution.

Because of its local character, PR-TRMC is considered
to provide intrinsic AC mobility values for the bulk; these
values should be seen as upper limits for the mobilities at
low fields. TOF values are generally smaller since such DC
measurements probe a macroscopic range and force the
charge carriers to cross structural defects and to interact with
impurities. The AC and DC mobility values generally deviate
above a threshold frequency that depends on the degree of
order in the samples. However, there are instances in which
the two techniques result in similar mobility values, for
example, in the case of discotic liquid crystals based on
hexathiohexyl triphenylenes, materials that have been used
as reference compounds to validate the PR-TRMC tech-
nique.28 PR-TRMC experiments on polythienylenevinylene29

and polyparaphenylenevinylene30 chains provide hole [elec-
tron] mobility values of 0.38 [0.23] and 0.06 [0.15] cm2/V‚
s, respectively (here, one kind of charge carriers was
alternatively selectively trapped to determine the individual
mobilities). A mobility as high as 600 cm2/V‚s has been
recently inferred from measurements in dilute solution along
fully planar, ladder-type polyparaphenylene chains;31 this
result confirms that the elimination of torsional degrees of
freedom along polymer chains is a key step to increase charge
mobilities. In polymer films, charge mobilities are expected
to be limited by interchain transport; to reach mobilities over
0.1 cm2/V‚s requires a high degree of interchain structural
order.

2.2. Materials
Charge transport inmolecularmaterials has received much

attention since a number of conjugated molecules can be
grown in the form of reasonably large single crystals by
vacuum sublimation techniques under controlled conditions.
Well-defined structures with a limited number of impurities
can be obtained through repeated sublimation steps.32 Such
crystals provide an ideal test bed to investigate the funda-
mental parameters affecting charge mobilities. However, their
slow growth and lack of processability prevent them from
being integrated in industrial processes. For industrial
applications, cost-effective approaches are sought after, based
in particular on solution processing of (substituted) molecules

J ) 9
8
ε0εrµ
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or on the deposition of polycrystalline or amorphous films
by vacuum sublimation. In the best cases, the room-
temperature mobility of crystalline organic semiconductors
can reach the 0.1-20 cm2/V‚s range;6,33,34 in amorphous
materials, the mobility generally drops well below 0.1 cm2/
V‚s.35,36

Some of the most widely investigated molecular semi-
conductors are illustrated in Figure 1. They belong to the
families of the following.

Oligoacenes.32,37 This class of materials, which has been
studied for several decades,38 currently provides among the
best semiconductors in the field of organic electronics.
Special attention has been given to pentacene (n ) 5),
tetracene (n ) 4), and derivatives, which have well-defined
crystal structures.39 Among the derivatives, rubrene (a
tetracene molecule substituted by four phenyl rings) has been
the focus of many recent studies.14,34,40-42 Pentacene exhibits
several crystal polymorphs, which has proven useful to
investigate crystal structure-transport relationships.43

Oligothiophenes.44-46 The crystal structures of oligoth-
iophenes are available for then ) 2, 3, 4, 5, 6, and 8
oligomers and a number of substituted derivatives. The
interest in this class of materials has been intense ever since
the first organic transistor, built with sexithienyl (n ) 6) as
the active semiconducting material, was reported.47 While
most oligothiophene and oligoacene compounds are used as
p-type materials (that is, as hole transporters), their backbone
can be derivatized with fluorinated substituents to yield
efficient n-type materials (electron transporters).48-51

Discotic Liquid Crystals.52 These materials are based on
2D, disc-like molecules made of a central conjugated core
substituted by saturated chains on the periphery. In the
discotic phase, these molecules organize in the form of quasi-
1D columns that provide 1D pathways for electron and/or
hole transport (the n- or p-type character can be tuned as a
function of the nature of the substituents). Representative
systems are based on triphenylene, hexabenzocoronene,
perylenediimide, or metal phthalocyanine cores. In spite of

the absence of crystalline order, mobility values on the order
of 0.5 cm2/V‚s have been reported in discotic phases of
hexabenzocoronene derivatives;53 a room-temperature SCLC
electron mobility as high as 1.3 cm2/V‚s has been even
measured for a perylenediimide derivative under ambient
conditions (the latter value is higher than that of amorphous
silicon).54 Transport in liquid crystals formed by rodlike
molecules has also been investigated.55,56

Triphenylamines. These compounds, such as the prototypi-
cal 4,4′-bis(N-m-tolyl-N-phenylamino)biphenyl (TPD) mol-
ecule, have a long history as organic photoconductors in the
Xerox industry.57 They have been extensively used in organic
light-emitting diodes as hole-transporting materials under the
form of vacuum-deposited amorphous films.35

Perylenes, TetrathiafulValenes, and Fullerenes. Perylene
exhibits a peculiar crystal packing in which dimers (and not
single molecules) are arranged in an herringbone fashion;58

the attachment of dianhydride (PTCDA) or diimide (PTCDI)
moieties leads to compounds with good n-type properties.12

Tetrathiafulvalene and derivatives have been initially
widely investigated as donor entities in highly conducting
charge-transfer salts.59,60 Work has now been extended to
their transport properties in thin films and crystals.61-63

The interest in fullerene (C60) and derivatives64,65 stems
from their extensive use as electron acceptors in organic
blends for photovoltaics. We also note that in the case of
single-wall carbon nanotubes, ballistic transport has been
measured with carrier mobilities on the order of 80 000 cm2/
V‚s.66 Ballistic transport implies that the carrier mean free
path is longer than the nanotube.

Charge transport in conjugated polymer chains is also the
focus of many investigations. For totally disordered polymer
films, charge mobilities are small, in the range 10-6-10-3

cm2/V‚s. Mobilities significantly increase when the polymer
chains present self-assembling properties that can be ex-
ploited to generate ordered structures.67 High mobilities can
also be achieved via introduction of a liquid crystal charac-

Figure 1. Chemical structures of some of the most studied organic molecular semiconductors (see text for detail).
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ter.68,69 Among the most studied polymers, we find (see
Figure 2) the following.

Polyparaphenylene, PolyparaphenyleneVinylene, and Their
DeriVatiVes. These polymers were initially the focus of many
experimental and theoretical studies in view of their high
luminescence quantum yield in the solid state, a feature of
major interest for light-emitting applications.70,71

Polyfluorene (PF) and Some of Its Alternating Copoly-
mers. These materials represent a new generation of light-
emitting polymers with high purity and stability.72

Polythiophene (PT) and DeriVatiVes. The regio-regular
alkyl-substituted polythiophenes currently display among the
highest hole mobilities (around 0.1 cm2/V‚s) due to their
packing in well-organized lamellae.67 Even higher mobilities
on the order of 0.6 cm2/V‚s have been recently reported for
polythiophene derivatives incorporating fused thiophene
rings.68

π-Conjugated polymers are generally exploited as p-type
materials. However, polymers with high electron affinity,
such as the poly(benzobisimidazobenzophenanthrolines),73

can be used as n-type transporters. At this stage, it is
important to recall that the characterization usually found in
the literature of an organic semiconductor as p-type or n-type
most oftendoes notreflect the intrinsic ability of the material
to transport holes or electrons; it rather translates the ease
with which holes or electrons can be injected into the material
from the electrodes. Our experience, coming from the results
of a large number of theoretical investigations over the past
few years,74,75points to the conclusion that, in many organic
semiconductors, the electron and hole mobilities are expected
to be comparable. In addition, the observation of a low n-type
mobility is generally the consequence of extrinsic effects,
such as the presence of specific traps for electrons (due to
photo-oxidation of theπ-conjugated backbone) or the
instability of radical-anions with respect to water, hydroxyl
groups, or oxygen.76,77 The latter has been elegantly dem-
onstrated recently by the Cambridge group.78 It was shown
that SiO2, commonly used as gate dielectric in OFETs,
presents a large number of hydroxyl groups on its surface,
which act as traps for electrons injected into the organic
semiconductor channel. When the dielectric is covered by a
tetramethylsiloxane-bis(benzocyclobutene) derivative (BCB),
good n-type transport is measured for polythiophene, poly-
paraphenylenevinylene, and polyfluorene derivatives (mobili-
ties in the range 10-2-10-3 cm2/V‚s).78

2.3. Factors Influencing Charge Mobility
Efficient charge transport requires that the charges be able

to move from molecule to molecule and not be trapped or

scattered. Therefore, charge carrier mobilities are influenced
by many factors including molecular packing, disorder, pres-
ence of impurities, temperature, electric field, charge-carrier
density, size/molecular weight, and pressure. It would be too
formidable a task to try to discuss all the experimental studies
reported to date on the impact of these parameters on charge
transport in organic semiconductors. Rather, our goal here
is to focus on some selected examples, chosen to illustrate
in the most simple way the role of these various factors.

2.3.1. Molecular Packing
The anisotropy of charge transport in single crystals points

out that the efficiency of transport is intimately related to
the relative positions of the interacting molecules, and hence
to crystal packing. In most instances, unsubstitutedπ-con-
jugated molecules crystallize into a layered herringbone
packing. Such packing gives rise to 2D transport within the
stacked organic layers9 while transport between layers is less
efficient. The anisotropy is generally measured by orienting
the crystal along the two crystal axes defining a layer. An
elegant approach to build OFETs by laminating an organic
crystal onto a transistor stamp has been recently reported.41

This approach allows for multiple relamination steps with
the same material and has been exploited with a rubrene
single crystal to measure the mobility in multiple directions
within the herringbone layer. The results indicate that the
room-temperature hole mobilities along the crystallographic
a and b axes (within the herringbone layer) correspond to
values of 3 and 15 cm2/V‚s for the linear and saturated
regimes, respectively, and the mobility ratio between thea
andb directions is measured to be between 3 and 4 in the
linear regime. The mobility anisotropy has also been
characterized experimentally for a pentacene single crystal
contacted by an electrode array;79 the mobility within the
layer is found to vary between 2.3 and 0.7 cm2/V‚s as a
function of polar angle, see Figure 3.

The 2D character of transport in most organic single
crystals (and thin films by extension) has implications for
OFET operation since it requires the long axes of the
molecules to stand perpendicular to the dielectric surface in
order for a significant current to be generated within the
channel. Interestingly, it was demonstrated in the case of
pentacene transistors that the packing at the interface with
the dielectric is different from that in the bulk.80 We note
that such variations in packing have to be properly taken
into account when comparing theoretical and experimental

Figure 2. Chemical structures of some of the most studied organic
polymeric semiconductors (see text for detail): polyparaphenyle-
nevinylene (PPV), polyparaphenylene (PPP), polythiophene (PT),
polyfluorene (PF), and polyfluorene copolymers (where X stands
for various (hetero)cycles).

Figure 3. Polar plot illustrating the mobility anisotropy within the
herringbone layer in a pentacene single-crystal FET (adapted from
ref 79).
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mobility data since intermolecular electronic couplings are
very sensitive to the relative positions of the molecules.74

The herringbone structure is not a priori the most favorable
packing for transport, in view of the large angle between
the planes of adjacent molecules along the herringbone
diagonal (which tends to reduce the strength of intermolecular
interactions).81 As a result, many efforts have been devoted
to derivatizing the conjugated backbones in such a way as
to generate crystal structures potentially more conducive to
high carrier mobilities, in particular, structures where adjacent
molecules are cofacial. This derivatization approach has been
developed for instance by Anthony and co-workers for
pentacene derivatives82 and by Rovira and co-workers for
tetrathiafulvalene (TTF) derivatives.83 Unfortunately, such
investigations cannot take much advantage of theoretical
modeling, since quantum-chemistry and molecular-mechanics
methods have not reached the stage yet where the crystal
packing of even small organic molecules can be predicted
reliably and accurately.84,85

Importantly, there is actually no clear demonstration that
the types of cofacial packing that can be experimentally
achieved lead to higher mobilities than an herringbone pack-
ing. The reason is that the molecules are never exactly super-
imposed on top of one another since a perfect cofacial situa-
tion is one in which electrostatic repulsion terms are largest.
As a result, there usually occur displacements along the long
and/or short molecular axes between adjacent molecules. Our
theoretical investigations have shown that such displacements
do strongly affect the intermolecular electronic couplings,
in a way that intimately depends on the bonding-antibonding
pattern of the frontier molecular orbitals (HOMO, highest
occupied molecular orbital, or LUMO, lowest unoccupied
molecular orbital).74 Experimental data on single crystals of
TTF derivatives show a large variation in mobility values
as a function of packing, from 10-5 to 1 cm2/V‚s, see Figure
4.83 Changes in crystal packing are also responsible for crys-
tallochromy, i.e., changes in the color of the crystal, which
has been extensively studied for perylene derivatives.86,87

2.3.2. Disorder
Two kinds of disorder are usually distinguished:
Diagonal Disorder, which reflects the fluctuations in site

energies (i.e., the energies of the HOMO or LUMO levels

of individual molecules or chain segments) within the
material; and

Off-Diagonal Disorder, which is related to fluctuations
in the strength of interactions between adjacent molecules
or chain segments, i.e., to modifications of their relative
positions and orientations; off-diagonal disorder results in a
distribution of electronic couplings within the material that
can generate as well conducting pathways through the
material as dead-ends for the charges.

In the case of flexible molecules/chains, a major contribu-
tor to diagonal disorder is conformational freedom, as it leads
to a distribution of torsion angles between adjacent moieties.
In polymer chains, such a distribution of torsion angles and/
or the presence of chemical impurities result in diagonal
disorder via the formation of finite-size conjugated segments
with different lengths and therefore different HOMO and
LUMO energies (we recall that the energy of the HOMO
level destabilizes and that of the LUMO level stabilizes with
conjugation length). In addition, diagonal disorder is induced
by electrostatic/polarization effects from surrounding mol-
ecules, which vary with fluctuations in local packing; this
effect is amplified when the molecules/chain repeat units
contain local dipole moments;88-91 this also holds true when
the molecule or repeat unit as a whole carries no permanent
dipole.81 In theoretical simulations, energetic disorder is
generally described via a Gaussian distribution of HOMO/
LUMO level energies (see section 4.2); in conjugated
polymers, the corresponding standard deviations are generally
found to be on the order of 50-100 meV.92,93

That the degree of order intimately controls transport has
been demonstrated for small molecules by tuning the amount
of disorder via modifications of the deposition conditions
(for instance, by changing the temperature or nature of the
substrate, or the film thickness).15,94In the case of pentacene,
varying the deposition conditions has been reported to lead
to variations in charge mobility by up to 6 orders of
magnitude.95 Such a high sensitivity to experimental deposi-
tion conditions is a severe drawback in the study of charge
transport since it often hampers a direct comparison between
data collected by different groups.9

A qualitative illustration of the role of order is given
by the evolution of charge carrier mobility in discotic or
calamitic liquid crystalline materials. The example of
hexathiohexyl triphenylene is illustrated in Figure 5.28 The
carrier mobility is observed to drop significantly in going
from the crystalline phase to the mesophase and eventually
to the isotropic phase.

The multiple trapping and release (MTR) model9,96 has
been introduced to describe situations where highly conduct-
ing regions coexist with traps linked to local structural
disorder. In such instances, there appear localized states
associated to the traps, located in energy below [above] the
delocalized levels involved in bandlike transport for the
electrons [holes]. Transport then operates via a succession
of trapping events (with a probability assumed to be equal
to 1) and thermal releases. It was demonstrated by Schmid-
lin97 and Noolandi98 that the MTR is a particular case of the
general continuous time random walk (CTRW) model of
Scher and Lax.99 When the traps are homogeneously
dispersed, the mobility is expressed as

whereEt is the trapping energy andR represents the ratio
between the density of delocalized levels available for

Figure 4. Illustration of the large variation in mobilities measured
for various TTF derivatives. The results are plotted in three separate
groups according to the crystal structure type (adapted from ref
83).

µ ) µ0R exp(-Et/kT) (9)

932 Chemical Reviews, 2007, Vol. 107, No. 4 Coropceanu et al.



transport and the density of traps. In OFETs, applicability
of the MTR model implies that the mobility is gate-voltage
dependent and thermally activated.100,101When the traps are
not homogeneously distributed but, for instance, are localized
around grain boundaries in polycrystalline materials, the
mobility can become temperature-independent; in that case,
it is considered that the charges are actually able to tunnel
across the structural defects.

The impact of grain boundaries on transport has been
carefully examined for oligothiophenes in transistor config-
uration.100 It was shown that mobility increases with grain
size (the grain size can be altered by changing the substrate
temperature during deposition). When transport takes place
in both poorly and highly conducting regions and these
regions can be modeled as being connected in series, the
mobility is expressed as100

Obviously, sinceµlow , µhigh, this expression translates the
fact that the mobility is limited by the poorly conducting
regions.

The distribution of trap states can be accessed via thermally
stimulated current (TSC) experiments. The sample is initially
cooled to low temperature and the traps filled via carrier
generation upon exposure to light; the sample is then
progressively heated, which leads to the appearance of a
current when the trapped charges are released.102

2.3.3. Temperature
The temperature dependence is markedly different in single

crystals and in disordered materials. In single crystals, the
hole and electron mobilities generally decrease with tem-
perature according to a power law evolution:µ ÷ T-n. This
is illustrated in Figure 6 for the case of electron and hole
transport along a crystal axis direction of naphthalene. Similar
evolution is observed along specific directions for a large
number of single crystals; the main difference lies in the
value ofn, which typically varies between 0.5 and 3. This
decrease in mobility with temperature is typical of band
transport and originates from enhanced scattering processes
by lattice phonons, as is the case for metals. The coupling

between the phonon modes and the carriers depends on the
crystal packing; for instance, in the biphenyl crystal, electron
transport below and above a structural phase transition is
characterized by different n values.94 Transport measurements
on molecular single crystals indicate that charge mobilities
as high as a few hundreds cm2/V‚s can be attained at low
temperature (up to 300 cm2/V‚s for holes in naphthalene at
10 K)33 and that electron and hole mobilities can be equally
large. The latter point again confirms that the long-held belief
in the field of organic electronics that electron transport is
inefficient is a misconception (as discussed earlier, poor
electron mobilities are most often due to extrinsic effects).

Mobilities in single crystals can sometimes significantly
drop when the material is cooled below a critical temperature
(for instance, around 30 K in perylene94 and, depending on
experimental conditions, around 160-180 K42 or 250 K40

in rubrene). Such a drop usually reflects the presence of traps
with a depth (trapping energy) larger thankBT at the critical
temperature. The presence of traps also reduces the mobility
anisotropy.42

Interestingly, the temperature evolution of the mobility
along directions where mobility is limited (for instance,
between the herringbone layers) can display a power-law
evolution at very low temperatures followed by a transition
to a regime where mobility is nearly temperature indepen-
dent. Such an evolution has been observed along thec-axis
of ultrapure naphthalene single crystals around 100 K. A
similar evolution is sometimes observed in crystals of lower
purity.103

In highly disordered systems, transport generally proceeds
via hopping and is thermally activated. Higher temperatures
improve transport by providing the energy required to
overcome the barriers created by energetic disorder. The
temperature dependence has been often fitted to an Arrhe-
nius-like law:

Figure 5. TOF Temperature dependence on heating of the 1D
charge mobility in the hexakis(hexylthio) derivative of triphenylene
determined by the PR-TRMC technique (circles) and the time-
of-flight method (squares), as a function of the phase: crystalline
solid (K), helical plastic phase (H), columnar mesophase (D), and
isotropic liquid phase (I) (adapted from ref 28).

1
µ

) 1
µlow

+ 1
µhigh

(10)

Figure 6. Log-log plot of the electron and hole mobilities in
ultrapure naphthalene as a function of temperature. The applied
electric field is approximately parallel to the crystallographic a
direction (adapted from ref 33).

µ0 ) µ∞ exp(-∆/kBT) (11)
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where ∆ is the activation energy and increases with the
amount of disorder. In polyparaphenylenevinylene derivatives
with very low mobilities (<10-6 cm2/V‚s), ∆ is estimated
to be ca. 0.3-0.5 eV;23 it is on the order of 0.13 eV for
poly-3-hexylthiophene (P3HT) samples with mobilities in
the range 10-4/10-5 cm2/V‚s104 and 0.02-0.04 eV for high-
mobility P3HT samples withµ around 0.1 cm2/V‚s.93 ∆
values on the order of 0.1-0.2 eV have been reported from
TOF measurements on calamitic liquid crystals.105

Note that that there is no full theoretical justification for
such an Arrhenius-like expression. The theoretical simula-
tions pioneered by Ba¨ssler and co-workers lead, in the
presence of a Gaussian-type disorder, to a different expres-
sion:

whereT0 describes the extent of energetic disorder. However,
it turns out that both expressions generally fit the experi-
mental data reasonably well within the limited temperature
windows that are experimentally accessible.18,23,105

2.3.4. Electric Field
The electric-field dependence of mobility is also different

in the case of single crystals and disordered materials. In
single crystals, a field dependence is observed only in
ultrapure crystals along the directions giving rise to the
highest charge mobilities. In such instances, an increase in
electric field is seen to reduce mobility.33

In disordered materials, an increase in mobility is observed
at high fields. The field dependence in the range 104-106

V/cm generally obeys a Poole-Frenkel behavior:106-108

whereγ is temperature dependent andF denotes the electric
field. The following expression forγ usually allows a good
fit to the experimental data:92,107

whereB is a constant characteristic of the system andT0 is
generally much larger than room temperature. However, a
TOF study on P3HT chains has led toT0 ) 250 K;106,109

this implies thatγ becomes negative aboveT0 and the
mobility decreases with increasing electric field.110 An
understanding of this evolution can be found in the Ba¨ssler
model25 when off-diagonal disorder dominates diagonal
disorder. Conceptually, this reflects the fact that, at low fields,
the charges manage to follow the best percolation pathways
and to avoid structural defects; higher electric fields impose
a stronger directionality and prevent the charges from moving
around the defects, thereby reducing mobility.

2.3.5. Impurities
Impurities in the present context refer to compounds that

have a (slightly) different chemical structure than the
compound nominally under investigation and that appear in
small concentrations mainly as side products of the chemical
synthesis. A major impact on the transport properties can
be expected in particular when the frontier (HOMO/LUMO)
molecular orbitals of the impurities have energies that fall
within the HOMO-LUMO gaps of the pure molecules. One

distinguishes between deep traps (when the trapping energy
is much larger thankBT) and shallow traps (when the trapping
energy is on the order ofkBT, which allows for thermal
detrapping).

In many instances, the exact nature of the impurities is
difficult to determine. A recent work by Palstra and co-
workers32 has shown that the main impurities in pentacene
single crystals are pentacene-quinone molecules (Figure 7);
they are present in concentration around 0.7%. Purification
steps allow to drop their concentration to about 0.07%, which
significantly improves the hole mobility of pentacene single
crystals (mobility values as high as 35 cm2/V‚s at room
temperature and 58 cm2/V‚s at 225 K are obtained from
SCLC measurements).32 The nature of the impurities detected
in tetracene single crystals has also been reported recently
to correspond to quinone derivatives.111A recent investigation
by Kloc and co-workers has also identified the nature of the
two main impurities in the rubrene single crystal, see Figure
7.

2.3.6. Pressure
Application of an external pressure on a material is of

fundamental interest as it can shed light into the structure-
transport relationships. The application of hydrostatic pres-
sure up to 0.3 GPa has been shown to increase the
photocurrent linearly in tetracene and pentacene single
crystals.112 This evolution has been attributed to a reduction
in intermolecular distances between adjacent molecules, as
shown by the results of other pressure studies on organic
conjugated molecules;113 a sudden change in the evolution
can be observed when a phase transition occurs.112 Similarly,
Bard and co-workers have reported a sharp increase in
photocurrent in a stack of porphyrin derivatives when
applying a pressure of 0.2 GPa by means of a cylindrical
tip; this increase was assigned to a transition from a hopping
regime to a band regime due to the increased intermolecular
electronic coupling.114

2.3.7. Charge-Carrier Density
It is only recently that the influence of charge carrier

density on mobility has been carefully examined. Blom and
co-workers have shown experimentally that the hole carrier
mobility in polyparaphenylenevinylene is markedly different
when measured in transistor vs diode configuration (10-4

vs 10-7 cm2/V‚s, respectively).115 The explanation lies in the
fact that the density of injected charges is much larger in
transistors than in diodes, see Figure 8; at lower densities,
all the carriers can be affected by trapping due to energetic
disorder and/or impurities; at higher carrier densities, only
a portion of the carriers are necessary to fill all the traps
and the remaining carriers can experience trap-free transport
(however, it must be borne in mind that, when the filled traps
are charged, they are expected to increase scattering, leading
to observed mobility values lower than the intrinsic values).

µ0 ) µ∞ exp(-T0/T)2 (12)

µ(F) ) µ0 exp(γxF) (13)

γ ) B[ 1
kBT

- 1
kBT0] (14)

Figure 7. Chemical structures of impurities found in pentacene
and rubrene.32,42
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The mobility was measured to be almost constant at low
carrier density and to increase with a power-law dependence
beyond 1016 cm-3.115

2.3.8. Size/molecular Weight

Since the electronic coupling between adjacent molecules
primarily depends on their packing, there exists no obvious
relationship between molecular size and charge mobility. For
instance, various TTF derivatives of similar molecular weight
present a large dispersion in mobility values because of their
different crystalline structures. Analysis of the size depen-
dence would be much more meaningful for a series of
analogous compounds with similar packings. Warman and
co-workers have measured PR-TRMC charge mobilities for
a series of discotic molecules that form quasi-1D stacks; they
observed a negative linear semilogarithmic relationship
between the maximum mobility obtained with a given
conjugated core and the inverse number of carbon atoms in
the core, which indicates in that instance that the larger the
core, the larger the mobility.27 However, such trends have
to be taken with much caution since transport in discotic
materials is found to be strongly influenced by the amplitude
of the rotational angle between adjacent discs and the nature
of the electroactive substituents attached to the core;116 as a
result, smaller conjugated cores can actually yield higher
mobilities than larger ones. As will be emphasized again
later, it is critical to bear in mind that the electronic coupling
between adjacent moleculesis not related to the degree of
spatial oVerlapbetween adjacent molecules but rather to the
degree ofwaVefunction oVerlap (which depends on the
wavefunction bonding-antibonding pattern).74

The molecular weight of polymer chains can impact their
transport properties. The hole mobility in regioregular P3HT
chains is reported to increase by almost 4 orders of magnitude
when the degree of polymerization goes from∼20 to 220.
This marked evolution was attributed to modifications in
chain conformation and/or packing.104,111In particular, it was
suggested that segments of long polymer chains can act as
connectors between organized domains, which could ratio-
nalize the experimental increase in mobility with chain
length; for smaller chains, the lower connectivity between
crystalline domains translates into lower mobilities.

3. The Charge-Transport Parameters
In the absence of chemical and physical defects, the nature

of charge transport depends on a subtle interplay between
electronic and electron-vibration (phonon) interactions. In
the case of the traditional, covalently bound inorganic
semiconductors, the electron-phonon interactions are usually
much smaller than the electronic interactions and simply
account for the scattering of highly delocalized carriers. In
contrast, in organic (macro)molecular semiconductors, the
extensive experimental and theoretical investigations of the
last decades have shown that the electron-phonon interac-
tions are comparable to, or even larger than the electronic
interactions (we recall that a phonon is a particle-like
quantized mode of vibrational energy arising from the
collective oscillations of atoms within a crystal). In such a
case, electron-phonon coupling no longer plays the role of
a perturbation but rather leads to the formation of quasi-
particles, polarons, in which the electronic charge is dressed
by phonon clouds.38,117

The origin and physical consequences of electronic and
electron-phonon interactions can be understood by simply
considering the tight-binding approximation. The corre-
sponding electronic Hamiltonian is given by38,117

Here,am
+ andam are the creation and annihilation operators,

respectively, for an electron on lattice sitem; εm is the
electron site energy, andtmn the transfer integral (electronic
coupling). The site energy and the transfer integral are
defined by the following equations:

where vectorRm indicates the position of sitem. For the
sake of simplicity, in eqs 15-17, we have considered a single
localized molecular orbital on each site, corresponding to
the HOMO or LUMO for hole and electron transport,
respectively. We note that orbitalsæm in eqs 16 and 17 are
assumed to be orthogonal; however, this is usually not the
case for the HOMOs or LUMOs placed on different sites/
molecules. We will come back to the nonorthogonality issue
in section 3.1.2 and discuss howεm andtmn transform when
going from nonorthogonal to orthogonal representation.

It is well-established that the electronic, optical, and
transport properties4,50,118-124 are very sensitive to the details
of the system environment, molecular geometry, intermo-
lecular distance, and molecular packing. As a result, any
small displacement of atoms from their equilibrium positions
affects the microscopic parameters; it is precisely this
dependence of the system parameters on vibration (phonon)
coordinates that is referred to as electron-phonon coupling.

In organic molecular crystals, the weak van der Waals
interactions between molecules generally have only a small
effect on theintra-molecular properties. Thus, it is convenient
to start by distinguishing betweenintra-molecular (internal)
andinter-molecular (external) vibrational degrees of freedom
and to consider the effects arising from their hybridization
in a later step. From eq 15, two distinct sources of electron-
phonon interactions can be found. First, the site energyεm

is modulated byintra-molecular vibrations, which leads to

Figure 8. Mobility as a function of hole density in a diode and
field-effect transistor for poly(3-hexyl thiophene) and poly(2-
methoxy-5-(3′;7′-dimethyloctyloxy)-p-phenylene-vinylene) (adapted
from ref 16).

He ) ∑
m

εmam
+am + ∑

mn

tmnam
+an (15)

εm ) 〈æm(r - Rm)|He|æm(r - Rm)〉 (16)

tmn ) 〈φm(r - Rm)|He|φn(r - Rn)〉 (17)
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electron-vibration interactions with such modes. In addition,
εm is affected by the surrounding (crystal) potential and is
thus modulated as well byinter-molecular vibrations. The
electron-vibration coupling arising from the overall modula-
tions of the site energy is termedlocal coupling; it is the
key interaction present in Holstein’s molecular crystal
model.125,126The second source of electron-phonon interac-
tion is related to the dependence of the transfer integral,tmn,
on the spacing and relative orientations of adjacent mol-
ecules. The modulation of the transfer integrals by lattice
phonons is referred to asnonlocal coupling;127-132 this
coupling constitutes the major interaction in Peierls-type
models,133 such as the Su-Schrieffer-Heeger Hamiltonian
that has been largely applied to conducting polymers.1 In
organic molecular systems, both local and nonlocal electron-
phonon interactions are generally important.

The Hamiltonian including the electron-phonon interac-
tion is obtained by expandingεm and tmn in a power (or
Taylor) series of the phonon coordinates (see section 3.2).134

In the linear electron-phonon coupling approximation, the
system Hamiltonian is given by38,117

Here,εm
(0) andtmn

(0) are the parameters obtained at a reference
(usually equilibrium) configuration.N denotes the total
number of unit cells.Hph is the Hamiltonian of the phonon
subsystem withbq j

+ and bq j denoting the creation and
annihilation operators for a phonon of branchj with energy
pωq j and wavevectorq. We recall that, in crystals with s
atoms present in the unit cell, the phonon excitation spectrum
contains 3s branches (dispersion curves). Among these, there
occur three branches for whichpωq j f 0 asq f 0; these
are referred to as acoustical. The other branches have finite
frequencies atq ) 0, are classified as optical phonon
branches, and include theintra-molecular vibrations.135,136

For the sake of better understanding, the electron-phonon
interaction (He-ph) has been split into local and nonlocal
contributions in eqs 21 and 22, respectively. Thegm(q, j)
and gmn(q, j) terms denote the corresponding local and
nonlocal electron-phonon coupling constants. Below, we
outline the present state-of-the-art in the derivation of
electronic and electron-phonon coupling constants from
quantum-chemical calculations.

We note that the electron-phonon interactions produce a
time-dependent variation of the transport parameters and thus
introduce a dynamic disorder. The impact of static disorder
can be easily incorporated in the model by considering a
time-independent distribution (usually taken as Gaussian) for

parametersεn
(0) and tmn

(0); as briefly discussed in section 2.3,
these sources of static disorder are referred to as diagonal
disorder (involving only terms wheren ) m) and off-
diagonal disorder (n * m).38 The same classification can be
applied to the dynamic contributions; local and nonlocal
electron-phonon couplings correspond to diagonal and off-
diagonal dynamic disorder mechanisms, respectively. The
role of both static and dynamic disorder effects on charge
transport is discussed in section 4.

We now turn to a discussion of the terms present in the
Hamiltonian of eq 18, starting with the electronic coupling
matrix elements.

3.1. Electronic Coupling
The charge-transport properties strongly depend on the

extent of electronic coupling. Most rigorously, the magnitude
of this interaction is defined by the matrix elementtab )
<Ψa|H|Ψb>, whereH is the electronic Hamiltonian of the
system andΨa andΨb are the wavefunctions of two charge-
localized states (diabatic states), i.e., the states obtained in
the hypothetical absence of any coupling between the
molecular units.137 For instance, in the case of two interacting
oligomers (Ma and Mb) carrying an excess charge, the
diabatic states correspond to the two localized valence
structures Ma

+-Mb and Ma-Mb
+ (or Ma

--Mb and Ma-
Mb

-). The determination of the diabatic states is in general
a very challenging task; as a result, it is customary to rely
on a transformation to an adiabatic basis,Ψ1 andΨ2, that
can be directly assessed by means of quantum-chemical
calculations (in contrast to the diabatic representation, the
adiabatic representation is diagonal with respect to the
electronic Hamiltonian).

3.1.1. The Energy-Splitting-in-Dimer Method
The issue of determining accurate electronic coupling

(tunneling matrix element) values has long received signifi-
cant attention in many areas of biology, chemistry, and
physics.137-149 The most simple approach, which has been
widely used to evaluate electronic couplings in organic semi-
conductors, is referred to as the “energy splitting in dimer”
(ESD) method.116,122,123,137,150-156 It is based on the realization
that at the transition point, where the excess charge is equally
delocalized over both sites (symmetric dimer), the energy
differenceE2 - E1 between the adiabatic statesΨ1 andΨ2

corresponds to 2tab; as a result,tab ) (E2 - E1)/2. Rigorously,
the method requires the use of the geometry at the transition
state (i.e., at the avoided crossing point) of the charged dimer.
In practice, the calculations are simplified by either consider-
ing the geometry of the neutral dimer or the geometry
obtained as the average over the neutral and ionic nuclear
coordinates of the monomers.74,122,123,150,157-159

Another major simplification is to apply Koopmans’
theorem (KT),160 that is, to rely on the one-electron ap-
proximation. In this context, the absolute value of the transfer
integral for electron [hole] transfer from Ma to Mb is
approximated as

whereεL[H] andεL+1[H-1] are the energies of the LUMO and
LUMO+1 [HOMO and HOMO-1] levels taken from the
closed-shell configuration of the neutral state of a dimer
(Ma-Mb). Because of its simplicity, the KT-ESD approach

H ) He + Hph + He-ph
l + He-ph

nl (18)

He ) ∑
m

εm
(0)am

+am + ∑
mn

tmn
(0)am

+an (19)

Hph ) ∑
q j

pωq j(bq j
+bq j +

1

2) (20)

He-ph
l ) N-1/2∑

q j
∑
m

pωq j[gm(q, j)bq j +

gm
/ (q, j)bq j

+]am
+am (21)

He-ph
nl ) N-1/2∑

q j
∑
m

∑
n*m

pωq j[gmn(q, j)bq j +

gmn
/ (q, j)bq j

+]an
+am (22)

t )
εL+1[H] - εL[H-1]

2
(23)
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is currently the most frequently used method for the
estimation of transfer integrals in organic semiconductors.
Recent studies have shown that the KT estimates are in good
agreement with the results derived from electron-correlated
CAS-PT2 (second-order perturbation theory based on CASS-
CF) and CAS-SI (CASSCF-State Interaction) calcula-
tions.161,162

3.1.2. The Orthogonality Issue
In the one-electron approximation, the diabatic states are

associated with localized monomer orbitals,æ̃i. The transfer
integrals and site energies can then be computed directly
as81,163

The matrix elementsε̃i and t̃ij have the same physical
meaning as the parametersεi andtij in eq 15; however, these
two sets of parameters are not identical. Indeed, while the
monomer orbitalsæ̃i used to deriveε̃i and t̃ij are nonorthogo-
nal, eq 15 assumes an orthogonal basis,æi. To illustrate the
orthogonality issue, we compare below the dimer energy
splittings ∆E12 ) εH - εH-1 obtained using both nonor-
thogonal and orthogonal basis sets. Assuming that the dimer
HOMO and HOMO-1 result from the interaction of only
monomer HOMOs,∆E12 in the nonorthogonal basis is given
by

whereS12 is the spatial overlap integral between the HOMOs
of the two monomers. To generate an orthonormal basis set
(æi) that maintains as much as possible the initial local
character of the monomer orbitals, Lo¨wdin’s symmetric
transformation can be applied to theæ̃i levels.164 In a
symmetrically orthonormalized basis, eq 26 takes the form81

where

The fact that eq 26 reduces to∆E12 ) 2t̃12 only whenS12 )
0 and ε̃2 ) ε̃1 might at first sight suggest that the ESD
approach does not account for spatial overlap and therefore
the transfer integrals estimated in this way could substantially
deviate from the actual values. However, eqs 16-17 and
26-29 show that the ESD method can be interpreted as if
an orthogonal diabatic basis set were explicitly employed,
so that the transfer integraltij has the meaning of an effective
quantity that accounts for botht̃ij andSij.

The calculations performed with either an orthogonal or
nonorthogonal basis set yield the same physical observables.
However, the use of an orthogonal representation is more
suitable to build and handle model Hamiltonians such as the
tight-binding model. In addition, the transfer integrals defined
in a nonorthogonal basis set depend on the choice of energy
origin.165 Indeed, an electronic Hamiltonian that differs from
the initial Hamiltonian by a constant (H f H + C) yields
transfer integrals that are shifted from their initial values as
t̃ij f t̃ij + CSij.165 Since the site energies also experience an
energy shiftε̃i f ε̃i + C, it is seen from eq 29 that the
parameterstij defined in an orthogonal basis set are invariant
under such an Hamiltonian transformation. Therefore, when
quantitative comparisons of electronic interactions are made
only in terms of transfer integrals, the use of an orthogonal
basis is more appropriate.

3.1.3. Impact of the Site Energy

Equation 27 shows that the transfer integralt12 can be
estimated as half of∆E12 only when the site energiesεi are
equal. Although the fact that∆E12 can be affected by site
energies has been previously discussed in the literature, this
dependence was solely attributed to chemical or geometric
differences between the two molecules. We have shown
recently81 that there is another contribution to the site energy
difference∆ε12 () ε2 - ε1) that results from the polarization
of the localized electronic states by intermolecular interac-
tions. This contribution has often been overlooked, especially
when dealing with systems formed from identical monomers.
The usual assumption is that the site energies of identical
monomers are the same; however, this assumption can turn
out to be wrong when intermolecular interactions are taken
into account, which can be easily understood from symmetry
considerations. The energy difference∆ε12 vanishes only
when the two localized valence structures Ma

+-Mb and Ma-
Mb

+ can be obtained from one another by a symmetry
transformation, that is, when the dimer is symmetric.
Otherwise, when the two molecules are not equivalent by
symmetry, the molecules affect each other differently and
the site energy difference is nonzero. In this case, the ESD
approach can drastically overestimate the transfer integral.
It is also important to note that, even when two molecules
are equivalent in the crystal environment, this is no longer
necessarily the case when the corresponding dimer is taken
out of the crystal.

Figure 9 illustrates the potential problem that can arise
from the blind use of the ESD method to estimate transfer
integrals. We consider the simple example of an ethylene
dimer where one monomer is tilted around its longitudinal
molecular axis. The calculation of∆E12/2 at the density
functional theory (DFT) level provides only a slight variation
with tilt angle;∆E12, and thus the transfer integral when taken
as∆E12/2, is predicted to reach its maximal value at the face-
to-edge configuration.81 However, the direct calculations by
means of eq 29 show that the transfer integral gradually
decreases with the tilt angle, from its maximum value at the
cofacial orientation to exactly zero when the system reaches
the face-to-edge configuration. In contrast, the site energy
difference∆ε12 follows the opposite trend. As a consequence,
in the face-to-edge configuration,∆ε12 is actually the sole
contributor to the energy splitting∆E12. Note also that, for
this situation, the transfer matrix element is a quadratic
function of the torsional coordinates; this underlines that
taking account of the quadratic electron-phonon coupling

ε̃i ) 〈æ̃i|Ĥ|æ̃i〉 (24)

t̃ ij ) 〈æ̃i|Ĥ|æ̃j〉 (25)

∆E12 )
x(ε̃2 - ε̃1)

2 + 4(t̃12
2 - t̃12S12(ε̃2 + ε̃1) + ε̃2ε̃1S12

2)

1 - S12
2

(26)

∆E12 ) x(ε1 - ε2)
2 + 4t12

2 (27)

ε1(2) ) 1
2

(ε̃1 + ε̃2) - 2t̃12S12 ( (ε̃1 - ε̃2)x1 - S12
2

1 - S12
2

(28)

t12 )
t̃12 - 1

2
(ε̃1 + ε̃2)S12

1 - S12
2

(29)
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could prove to be important in certain situations, such as
torsional motions.134,166,167

This significant polarization-induced effect in the face-
to-edge dimers should not be surprising. A simple rational-
ization is that the slightly positively charged hydrogens of
the “edge” molecule lower the energy of theπ-type HOMO
of the “face” molecule. We have tested this hypothesis by
computing the orbital energies of each ethylene in the dimer
with the other molecule represented by point charges derived
from the monomer calculation. The site energies estimated
in this way are found to be in good agreement with the
quantum-mechanical calculations using eq 28.81 This result
underscores the classical electrostatic origin of the site energy
difference∆ε12.

We note that, in the present neutral dimer approach, these
electrostatic contributions arise from the interactions between
the orbitals of one molecule and the permanent multipole
moments of the other molecule. Therefore, when such
quantities are of interest, the values for the site energiesεi

should be obtained on the basis of calculations that explicitly
include the charged site into the model to account for the
contributions due to theinduceddipole and higher multipole
moments.

3.1.4. Electronic Coupling in Oligoacene Derivatives
We now turn to a description of electronic couplings

calculated in the framework of the approach discussed above.
We focus on hole transport in a few systems of interest:
naphthalene, anthracene, tetracene, rubrene, and pentacene.
Here, the calculations are based on DFT with the PW91
functional and the triple-ú plus polarization (TZP) basis set.
As was shown previously for pentacene81 and ethylene150

dimers, the TZP basis set yields reliable results vs larger
basis sets.

We first consider several dimers along various crystal
directions using the crystallographic parameters presented
in Table 1. The results are summarized in Table 2 (we note
that the DFT results are generally similar to the previously
reported INDO/S values).74,152 As seen from Table 2, the
transfer integrals are larger in the crystals of the more
extended oligomers, which points to wider bands in the
latter.152 The largest transfer integrals, 0.083 and 0.084 eV,

are derived for the (1, 0, 0) and (1/2, 1/2, 0) directions in
rubrene and pentacene, respectively. We note that these
estimates are of the same order of magnitude as the
experimental data recently reported for pentacene thin
films168 and fluorene dimers.169

It is useful to stress that a blind application of the ESD
approach for dimers along the diagonal directions within the
ab-plane (herringbone layer) would lead to a significant
overestimation of the electronic couplings. For instance, in
the case of pentacene, the ESD∆E12/2 calculations would
result in estimates of 0.214 and 0.189 eV for the electronic
couplings along the (1/2, 1/2, 0) and (-1/2, 1/2, 0) directions;
these values are about three times as large as thet12 values
of 0.084 and 0.050 eV. The electronic coupling in oligoacene
and other organic crystals have been recently probed by
means of DFT band-structure calculations.170-173 The fit of
the band-structure results to a tight-binding model yields
transfer integrals for pentacene171 that are comparable to the
ESD estimates. In contrast, in oligothiophene systems,172 the
couplings derived from DFT band-structure calculations were
found to be somewhat smaller than the ESD values obtained
at the INDO/S level of calculations. We note, however, that
a thorough comparison between these two approaches has
not been reported yet.

The transfer integrals strongly depend on the mode of
packing. We have previously demonstrated that even small
molecular displacements can lead to significant changes in
transfer integrals.4,74,116,123This sensitivity of the transfer
integrals to intermolecular separations and orientations is
illustrated in the case of tetracene in Figures 10 and 11.
Figure 10 shows the evolution of the electronic splittings
for a perfectly cofacial tetracene dimer as a function of
intermolecular distance. Although fully cofacial configura-
tions are rarely encountered in actual crystal structures, it is
of interest to study such geometries as they provide a high-
symmetry reference point and an upper limit for the
electronic couplings. The electronic couplings are observed
to decay exponentially with intermolecular distance; this
simply translates the exponential decay of intermolecular
overlap between theπ-atomic orbitals when the two oligo-
mers are pulled apart. It is important to realize that the
electronic couplings can vary by as much as a factor of 3-4
between 3.4 and 4.0 Å, that is, within the typical range of
intermolecular distances found in organic conjugated crystals
and thin films.

Figure 9. Evolution of the energy splitting (dotted line), transfer
integral (black line), and site energy difference (gray line) as a
function of the rotation of one ethylene molecule with respect to
the other around its long molecular axis (adapted from ref 81).

Table 1. Crystallographic Parameters for the Unit Cells of
Oligoacenes71,174,175and Rubrene176

aa b c Rb â γ

naphthalene 8.098 5.953 8.652 90.00 124.40 90.00
anthracene 8.414 5.990 11.095 90.00 125.29 90.00
tetracene 6.057 7.838 13.010 77.13 72.12 85.79
pentacene 6.275 7.714 14.442 76.75 88.01 84.52
rubrene 7.184 14.433 26.897 90.00 90.00 90.00

a Units in Å. b Units in deg.

Table 2. DFT-Calculated Transfer Integrals in Oligoacenes
(in meV)

a b c naphthalene
anthra-
cene

tetra-
cene

penta-
cene rubrene

1 0 0 0 0 -4/16 37/34 83
0 1 0 -35 -44 0 0 0
0 0 1 0 0 0 0 0
1/2 1/2 0 -8 -23 -23 85 15

-1/2 1/2 0 -8 -23 70 -51 15
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Figure 11 describes the evolution of the hole and electron
transfer integrals in cofacial dimers when one of the tetracene
molecules is translated along its long or short axis. As
expected, the overall effect of such displacements is to reduce
the wavefunction overlap and thus the electronic coupling.
However, the most interesting result is the appearance of
oscillations in the values of the couplings for translations
along the long molecular axis. As a consequence of the
differences in oscillation periods for electron and hole transfer
integrals, even small translations can lead to situations where
the couplings for electrons are larger than for holes and hence
where electrons can possibly be more mobile than holes. The
calculated evolutions can be rationalized in terms of the phase
and nodal properties of the HOMO and LUMO orbitals of a
single tetracene molecule.74 In the HOMO level, for instance,
the distribution of the positive and negative linear combina-
tion of atomic orbitals (LCAO) coefficients shows a change
in the sign of the wavefunction for every benzene ring. This
pattern leads to extrema in the calculated electronic splittings
for degrees of translation along the long molecular axis
roughly corresponding to multiples of the ring size. Another
interesting result is obtained in the case of translations along
the short molecular axis. As seen from Figure 11, both hole
and electron transfer integrals vanish only for translations
over 6.0 Å, which actually corresponds to more than twice
the lateral width of the carbon backbone of the tetracene
molecule. These observations highlight that estimates of the
electronic coupling purely based on the “spatial overlap”
between the two molecules can be very misleading.

Two major conclusions can be drawn from these results:
(i) The critical parameter in determining the electronic
couplings is the wavefunction overlap. (ii) The marked
dependence of the transfer integrals on small molecular
displacements point to the significance of nonlocal electron-
phonon couplings (vide infra).

3.2. Electron −Phonon Interactions

3.2.1. Internal and External Vibrations
The current level of quantum-chemical methods, in

particular, those based on DFT, provides a reliable descrip-
tion of the intra-molecular (internal) vibrational spectra of
organic molecules ranging from small to relatively large.
However, calculating the vibrational modes in an organic

molecular crystal is a much more complicated proposition.
This is because conventional first-principles methods fail to
describe weak intermolecular interactions adequately. For
instance, DFT full geometry optimizations lead to unphysical
expansions of the unit cell. This issue can be somewhat
overcome by constraining the cell parameters to the experi-
mental values;177-183 the calculations performed for several
systems153,177-183 indicate that the differences between the
experimental geometry and the optimized geometry obtained
using constrained unit-cell parameters are insignificant. In
addition, the phonon spectra in benzene177 and thiophene-
based crystals178 obtained in this framework compare well
with inelastic neutron scattering data. While we can expect
that an increasing number of first-principles investigations
on the lattice dynamics of organic molecular crystals will
appear in the near future, current studies remain based on
empirical potential energy models (force fields), in which
intermolecular interactions are described by empirical atom-
atom potentials;118,184-191 such calculations in many cases
make use as well of the rigid-body approximation, in which
the intramolecular geometries are frozen.

The rigid-body approximation finds its justification in the
fact that, as a result of weakinter-molecular interactions,
the restoring forces forintra-molecular deformations are
much larger than those related to changes in intermolecular
arrangements. Therefore, to a first approximation, the separa-
tion between the internal and external degrees of freedom
of the molecule is retained in the crystal. This model
significantly simplifies the calculations and leads to a more
intuitive physical picture, since external lattice modes make
the molecules move as a whole around their equilibrium
positions in the form of translational and rotational (libration)
oscillations.136 Applicability of the rigid-body approximation
requires that the frequencies of the internal modes be very
close to the frequencies of the molecules in the gas phase.

The normal coordinatesQj(n) of a molecule located at
lattice siten and the internal phonon coordinatesQ(q, j) are
related through the expression134

The transformation to second-quantization representation is
obtained by making the following substitution:136

whereMj is the reduced mass of modeQj. As follows from
our earlier discussion, the internal phonon modes are optical
in character.

In addition to intramolecular vibrations, each molecule is
characterized by six external coordinates comprising three
translations and three rotations. Therefore, in the rigid-body
approximation, for each value of vectorq, there exist 6s
lattice modes, where s denotes the number of molecules per
unit cell; among these modes, three are acoustic modes and
the other 6s-3 modes are optical. The external coordinates
can be written in terms of the creation and annihilation
operators as184

Figure 10. Evolution of the INDO-calculated transfer integrals
for electron and hole transfer in a tetracene cofacial dimer, as a
function of intermolecular distance.

Qj(n) ) N-1/2∑
q

ei(qRn)Q(q, j) (30)

Q(q, j) ) x p
2Mjωq j

(bq j + b-q j
+) (31)

un,R,â ) ∑
q j x p

2MâNωq j

êRâ(q, j)ei(qRn)(bq j + b-q j
+) (32)
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Here, theêRâ terms represent the vibrational amplitudes with
R ) 1 to 3s andâ ) 1 to 6; â enumerates the generalized
displacements (translational:â ) 1 to 3; and rotational:â
) 4 to 6); therefore, forâ ) 1-3, Mâ represents the
molecular mass and, forâ ) 4 to 6, Mâ represents the
molecular moment of inertia around the corresponding
principal axis. The lattice phonon frequencies and vibrational
amplitudes are obtained by standard diagonalization of the
related dynamic matrix.135,136

3.2.2. Local Electron−Phonon Coupling

When just keeping the local electron-phonon coupling
(gnm ) 0) in eq 18, the standard Holstein-type polaron model
is obtained.125-128 The physical meaning of the local coupling
constants can be readily understood by considering the
limiting case of weak electronic coupling (tmn ) 0). In this
case, the Hamiltonian for a single charge carrier in the lattice
can be diagonalized exactly with the resulting energy given
by117

The electron (hole) is localized on a single lattice site with
a stabilization energy referred to as the polaron binding
energy,Epol:

The polaron binding energy results from the deformations
in molecular and lattice geometries that occur as the carrier
localizes on a given site. This quantity is thus closely related
to the reorganization energy in electron-transfer theories. The
contribution to the polaron binding energy arising from the
internal degrees of freedom can be obtained by expanding
the site energyεm in powers of molecular normal-mode

coordinates,Qm(j). In the harmonic approximation, we obtain

where

Sinceεm is the energy of a frontier molecular orbital (HOMO
and LUMO for hole and electron transport, respectively),
eq 35 actually represents the adiabatic potential surface of
the charged molecule obtained in the one-electron picture
(Koopmans’ theorem).160 Figure 12 shows the potential
energy surfaces for electronic states 1 and 2, which cor-

Figure 11. Evolution of the INDO-calculated transfer integrals for electron and hole transfer in a tetracene cofacial dimer, as a function
of the degree of translation of one molecule along its long axis (left) and short axis (right); the intermolecular distance is set at 3.74 Å
(which is the intermolecular separation found in the rubrene crystal along thea-direction).176 The HOMO (top) and LUMO (bottom)
wavefunctions are presented as well in the figure on the left.

Em ) εm
(0) -

1

N
∑
q j

pωq j|gm(q, j)|2 + ∑
q j

pωq j(nq j +
1

2)
(33)

Epol )
1

N
∑
q j

pωq j|gm(q, j)|2 (34)

Figure 12. Sketch of the potential energy surfaces for neutral state
1 and charged molecule state 2, showing the vertical transitions
(dashed lines), the normal mode displacement∆Q, and the
relaxation energiesλrel

(1) andλrel
(2).
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respond to the neutral state and the ground state of the
charged molecule. Assuming that the normal vibrational
modes of both states are the same, the geometry relaxation
energies occurring upon vertical transition from the neutral
state to a charged state and vice versa (λrel

(2), λrel
(1)) are equal

and given by

(note that, since all molecules have identical vibrational
Hamiltonians, we have dropped the index (m) that labels
the molecules). By making use of eqs 30, 34, 36, and 37,
we obtain thatEpol ) λrel, i.e., theintra-molecular contribution
to the polaron binding energy is equal to the geometry
relaxation energy upon charging the molecule. We note that
translation symmetry requires thatgm(q, j) ) eiqRmg(q,
j).127,128,192Furthermore, the internal optical phonon modes
are assumed to be dispersionless; therefore, the coupling
constantg(q, j) does not depend on the phonon wavevector
q, that is,g(q, j) ) g(j). By comparing eq 37 with eq 34, we
obtain

It is useful to point out thatg(j) is directly related to the
Huang-Rhys factorSj ) g2(j); this dimensionless factor is
commonly used in molecular spectroscopy and electron-
transfer theory.

As discussed in more detail elsewhere,4,193,194the intramo-
lecular reorganization energy (λreorg) associated with aninter-
molecular electron-transfer reaction of the type Ma

--Mb f
Ma-Mb

-, is given by

Thus, within the approximations described above, the polaron
binding energy is equal to half the reorganization energy,
i.e., Epol ) λreorg/2.

The electron-vibration coupling constants can be evaluated
directly by using eq 36 and computing the respective
derivatives numerically.195-197The advantage of this approach
is that, by taking the geometry of the neutral molecule
as a reference, only the normal modes of this state are
required. An alternate approach, widely used in our group,
is based on geometry optimizations and normal-mode
calculations of both the neutral and charged molecular
states.116,123,153,193,194,198-201The partition of the total relaxation
(polaron) energy into the contributions from each vibrational
mode is given by

Here,∆Qi represents the displacement along normal mode
Qi between the equilibrium geometries of the neutral and
charged molecules; as seen from eqs 37, 38, and 40, the
vibronic coupling constantg(j) and V(j) can be easily
obtained from the displacements∆Qi. Since this approach
is based on total energy calculations for the neutral and
charged states, it goes beyond the one-electron approxima-

tion; in addition, no assumption is made regarding the
normal-mode coordinates of the two states, the only limita-
tion being the use of the harmonic approximation. In the
case of oligoacenes and their derivatives, whose radical-
cation and radical-anion ground states are well described by
the one-electron approximation, both models yield similar
couplings. As an illustrative example, the results obtained
for naphthalene are compared in Figure 13.153

When only the total relaxation (polaron) energies are of
interest,λrel

(2) and λrel
(1) can be calculated directly from the

adiabatic potential energy surfaces (see Figure 12) as4

Here, E(0)(M) and E(0)(M+•) are the ground-state energy of
the neutral state and the energy of the charged molecular
state, respectively, E(1)(M) is the energy of the neutral
molecule at the optimal ion geometry, and E(1)(M+•) is the
energy of the ion state at the optimal geometry of the neutral
molecule.

Table 3 collects the DFT estimates of the polaron binding
energiesEpol(HT) and Epol(ET) associated with hole- and
electron-transport processes, respectively, in the series of
fused polycyclic benzene-thiophene oligomers illustrated in
Figure 14. These molecules are of interest for application in
organic electronics.123,193,194,198,199In oligoacenes and acene-
dithiophenes, the electron-vibration and hole-vibration
interactions show similar patterns. In both series, we find
that (i) the overall hole-vibration coupling is significantly

λrel ) ∑
j

λj ) ∑
j

V2(j)

2Mjωj
2

(37)

g2(j) )
V2(j)

2Mjpωj
3

)
λj

pωj
(38)

λreorg) λrel
(1) + λrel

(2) (39)

Epol ) λrel ) ∑
j

λj ) ∑
j

Mjωj
2∆Qj

2

2
(40)

Figure 13. B3LYP/6-31G** estimates of the vibrational couplings
in naphthalene derived by means of eq 36 (a) and eq 40 (b); see
text for discussion.

Table 3. B3LYP/6-31G** Estimates of the Polaron Binding
Energies (meV), Obtained from eq 40 asEpol ) 1/2λreorg, Related
to Electron Transfer (ET) and Hole Transfer (HT) for the
Compounds Shown in Figure 14

molecule Epol (ET) Epol (HT) molecule Epol (ET) Epol (HT)

1 129 93 9 81 48
2 100 69 10 80 47
3 80 57 11 119 59
4 66 49 12 107 74
5 150 83 13 162 175
6 128 54 14 147 163
7 106 53 15 135 154
8 98 50 16 119 140

λrel
(1) ) E(1)(M) - E(0)(M) (41)

λrel
(2) ) E(1)(M+•) - E(0)(M+•) (42)
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smaller than the electron-vibration coupling; (ii) the main
contribution to the polaron binding energiesEpol(HT) and
Epol(ET) comes from high-energy vibrations; and (iii) the
electrons interact more strongly than holes with low-energy
vibrations.

When, in addition to the terminal rings as in acene-
dithiophenes, other benzene rings are also replaced with
thiophene rings, these trends no longer hold. For instance,
in going from anthradithiophene to thienobisbenzothiophene,
the interaction of holes with low-frequency vibrations
becomes significant and is larger than the corresponding
electron-vibration interaction (see Figure 15). The same
pattern is true in oligothienoacenes that consist of fused
thiophene rings; in addition, in these compounds,Epol(HT)
becomes larger thanEpol(ET).153,193,198,199,201,202

We note that the neutral, radical-cation, and radical-anion
ground states of all systems shown in Figure 14 are orbitally

nondegenerate. As a result, according to group theory, only
totally symmetric vibrations contribute to the relaxation
energy. The situation quickly becomes more complex when
the molecules possess aD3 or higher symmetry. This is the
case, for instance, in discotic systems such as triphenylenes
and hexabenzocoronenes. The 3-fold symmetry of the
conjugated discs often introduces a double degeneracy of
the frontier electronic levels. ForD3 symmetry, the addition
or removal of one electron from such degenerate levels leads
to a degenerate2E electronic ground state which makes the
D3 configuration of the charged system unstable. As a
consequence, new vibronic channels due to Jahn-Teller and/
or pseudo-Jahn-Teller interactions open up. Our recent
work116 shows that the electron-vibration interactions in
triphenylene derivatives can be significantly affected by
minor chemical changes; we found that the overall hole-
polaron binding energy in triphenylene (Epol ) 90 meV) is
nearly doubled when introducing six OH groups on the
periphery (Epol ) 165 meV). In addition, as seen from Figure
16, the nature of the vibronic interactions markedly changes
with nitrogen substitutions as, for instance, in hexaazatriph-
enylene (HAT). The vibronic coupling in triphenylene is
dominated by E′ and A1′ modes. The introduction of the six
nitrogen atoms in HAT leads to a significantly different
picture: while the interaction with Jahn-Teller (E′) modes
remains moderate, the decrease in energy gap between the
ground electronic state2E′ and the lowest excited electronic
state2A1′, which is calculated when going from triphenylene
to HAT, favors in the latter system a strong pseudo-Jahn-
Teller (interstate) coupling of these two electronic states with
A2′′ and E′′ modes. A systematic study of the impact of these
Jahn-Teller and pseudo-Jahn-Teller interactions on the
transport properties in discotic systems is still to be per-
formed.

The DFT calculations we carried out on rigid macrocyclic
systems such as oligoacenes show that the two components
λrel

(2) and λrel
(1) of the total reorganization energy (see eq 39)

are nearly identical. However, the situation is different in
oligothiophenes where these two terms differ significantly;
see Table 4. This is a consequence of the backbone flexibility
present in oligothiophenes as a result of inter-ring torsional

Figure 14. Molecular structure of benzene and/or thiophene fused-ring oligomers: naphthalene (1), anthracene (2), tetracene (3), pentacene
(4), benzo[1,2-b:4,5-b′]dithiophene (5), benzo[1,2-b:5,4-b′]dithiophene (6), naphtho[2,3-b:6,7-b′]dithiophene (7), naphtho[2,3-b:7,6-b′]-
dithiophene (8), anthra[2,3-b:7,8-b′]dithiophene (9), anthra[2,3-b:8,7-b′]dithiophene (10), thieno[2,3-f:5,4-f′]bis[1]benzothiophene (11), thieno-
[3,2-f:4,5-f′]bis[1]benzothiophene (12), trithienoacene (13), tetrathienoacene (14), pentathienoacene (15), heptathienoacene (16).

Figure 15. Contribution of the vibrational modes of the triph-
enylene and hexaazatriphenylene molecules to the polaron binding
energy, as calculated at the unrestricted B3LYP/6-31G** level.
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motions. When planarity constraints are used, the relaxation
energiesλrel

(2) andλrel
(1) nearly coincide.203 For similar reasons,

the addition of flexible phenyl side-groups leads to an
increase by 40% of the hole-vibrational coupling when
going from tetracene (Epol ) 57 meV) to rubrene (Epol ) 80
meV).153 It should be kept in mind, however, that in the solid
state such torsional motions can be hindered. For instance,
in single crystals, oligothiophenes tend toward a coplanar
conformation;44 this makes the impact of torsional motions
on the electron-vibration coupling less important than what
is estimated from gas-phase properties.

It is important to mention that the flexibility of the
molecular backbone can lead to significant anharmonicity
of the adiabatic potential surfaces of the neutral and charged
states, and as a result, to marked differences between the
force constants of these states. In such situations, the linear
electron-phonon coupling model expressed by eq 18 must
be extended and include higher-order terms to reach an
adequate description of the charge-transport parameters.192,204

To obtain an experimental estimate of the hole-vibration
couplings and to assess the adequacy of the various theoreti-

cal approaches, we have exploited the fact that the line shape
of the lowest gas-phase ultraviolet photoelectron spectros-
copy (UPS) band193,194 is directly related to the geometry
relaxation energyλrel

(2) (and thus to the polaron binding
energy,Epol). In all the systems we studied to date, we found
that, among the standard DFT functionals, B3LYP provides
the best description of the geometry modifications upon
ionization.200 The excellent agreement between the experi-
mental and simulated UPS spectra using DFT/B3LYP
frequencies and hole-vibrational couplings confirms the
reliability of DFT/B3LYP estimates.

Overall, the photoelectron spectroscopy data and DFT
results show that in organic molecules the intramolecular
contributions to the polaron binding energy do not exceed a
few tenths of an eV. The smallestEpol (λrel) energies are found
in large, rigid conjugated macrocycles, such as pentacene,
fullerenes, phthalocyanines, and discotic molecules where
values can be as low as 0.03-0.05 eV.116,123,153,193-196,198,199,202

An Epol value of 0.05 eV has also been reported in the case
of trans-polyacetylene.

We now turn to the discussion of the contribution to the
polaron binding energy arising from the external (lattice)
degrees of freedom. In analogy to the outer reorganization
energy involved in electron-transfer processes, these contri-
butions come from the polarization of the surrounding
medium. The first model describing this electron-phonon
mechanism was worked out by Gosar and Choi205 and
discussed later by several authors.206-209

When an electron (hole) is localized on site m, its site
energyεm is modified by the interaction of the excess charge
with the multipole moments (both induced and permanent)
of the surrounding molecules. Considering only the interac-
tions with the induced dipole moments and assuming an
isotropic molecular model, the contribution toεm due to

Figure 16. B3LYP/6-31G**-calculated electron- and hole-vibration couplings for compounds4, 10, 11, and15 of Figure14.

Table 4. B3LYP/6-31G** Estimates of the Relaxation Energies
Obtained from eqs 41 and 42 for the Thiophene Oligomers Tn
(with n the Number of Thiophene Rings)

molecule λrel
(1) (meV) λrel

(2) (meV)

T1 200 204
T2 187 237
T3 162 211
T4 153 192
T5 142 172
T6 136 165
T7 126 147
T8 119 137

Charge Transport in Organic Semiconductors Chemical Reviews, 2007, Vol. 107, No. 4 943



electronic polarization is given by

Here,R0 is the average molecular polarizabillity and the sum
overn runs over all molecules in the crystal. The electron-
phonon coupling results from the modulation ofεm by lattice
vibrations that takes place via the modulation of the distances
Rmn ) |Rm - Rn| between molecules m and n. The change
in εm resulting from the translation of the molecules (acoustic
modes) from their equilibrium position is equal to

with â varying from 1 to 3. Expanding the displacements in
terms of the creation and annihilation operators according
to eq 32 and comparing the result with eq 21 leads to the
following expression for the coupling constant:208

When applying a Debye model for the acoustic phonons,
Vilfan estimated206 that in anthracene the contribution from
this interaction to either hole or electron polaron binding
energy is about 40 meV.

An alternative estimate of the lattice contribution was
obtained by Brovchenko.210 With an approach based on
empirical atom-atom potentials (such an approach is similar
to that based on the adiabatic potential energy surfaces used
to evaluate the intramolecular relaxation energy), the overall
change in polarization energy in anthracene, due to the lattice
relaxation after a localized charge is introduced into the
crystal, is estimated to be about 15 meV. These calculations
also suggest that the contributions to the lattice relaxation
due to rotational motions (librations) are negligible. Thus,
the few results reported so far in the literature suggest that,
in contrast to the case of electron transfer in solution (where
the relaxation energy is usually dominated by outer contribu-
tions), when considering organic crystals, the intramolecular
contributions are expected to be of the same magnitude as,
or even larger than, the contributions from the lattice.
However, to reach a more conclusive picture requires more
rigorous calculations of the polarization-type coupling con-
stants.

3.2.3. Nonlocal Electron−Phonon Coupling

The nonlocal electron-phonon couplinggmn, as mentioned
above, is related to the variations in transfer integrals due to
modulations in the distances and relative orientations between
molecules. In the rigid-body approximation, this mechanism
is entirely due to the interactions with the lattice (external)
phonons. The impact of acoustic modes on transfer integrals
was first discussed by Friedman.211 As in the case of local
coupling, the nonlocal coupling takes place mainly via

changes in intermolecular distancesRmn; it is defined as the
first derivative of the transfer integraltmn with respect to
Rmn: (∂tmn/∂Rmn)0.211 Unfortunately, to date, a systematic
investigation of electron-phonon coupling constants for
acoustic phonons is missing. Our experience in calculating
transfer integrals underlines that this interaction can be strong
(see section 3.1). For instance, in the equilibrium geometry,
the transfer integral between two adjacent anthracene mol-
ecules along the short crystal axis, see Figure 17, is calculated
to be about 0.041 eV; modifying the equilibrium distance
by only 0.05 Å (according to molecular dynamic simulations
by Deng and Goddard,212 the displacements at room tem-
perature are expected to be even larger) leads to a variation
in the transfer integral of about 30%.

In crystals with two molecules per unit cell, three optical
modes exist arising from the translational motions of the rigid
molecules. Near the band center (q ) 0), these motions are
directly related to changes in intermolecular distances and
therefore are expected to play an important role in modulating
the transfer matrix elements. The nonlocal coupling constants
for this type of phonons have been recently estimated for a
few systems.131,187,213,214To provide more insight on the
strength of this interaction, we evaluated the hole-phonon
coupling energyEnl in oligoacenes, by using eq 34 (replacing
gm by gmn) and the parameters given in refs 131, 187, and
214.Enl is the equivalent in the nonlocal case of the polaron
binding energy for local electron-phonon interaction. The
Enl values together with the corresponding transfer integrals
are collected in Table 5.

εm ) -∑
n

R0e
2

2|Rm - Rn|4
(43)

∆εm ) ∑
n,â

2R0e
2(Rm - Rn)â(um - un)â

Rmn
6

(44)

gm
(A)(q, j) ) ∑

n,â

2R0e
2(Rm - Rn)âêâ(q, j)

Rmn
6 ( 1

2Mâpω(q, j)3)1/2

(eiqRm - eiqRn) (45)

Figure 17. PW91/TZP estimates of the transfer integrals in an
anthracene dimer as a function of the intermolecular separation
along the short crystal axis.

Table 5. Nonlocal Hole-Phonon Coupling EnergiesEnl in
Oligoacenes (meV) for the a, b, and d (diagonal in theab Plane)
Directions (defined according to Table 1)

naphthalenea anthracenea tetracenea pentaceneb

ta -12 -12 -7 50
Ea

nl 0.4 0.1 0.01 6 (9)
tb -46 -48 -71 0
Eb

nl 2.7 2.3 0.3 0
td 14 2 1 -98 (-73)
Ed

nl 0.2 1.3 0.1 5(4)

a On the basis of parameters obtained from ref 131.b On the basis
of parameters obtained from refs 187 and 214.
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The data do not show any clear trend, except that the
coupling constants in pentacene are larger than in smaller
oligoacenes. However, this is likely due to the different levels
of theory used to estimate the transfer integrals (INDO on
dimer for pentacene214 and DFT band structure131 for the
other systems); in addition, only the coupling with three
libration modes is considered in ref 131, while in ref 214
the coupling with all low-energy optical modes is taken into
account. As seen from Table 5, except for the diagonal
direction in theabplane, theEnl values do not exceed 5-10%
of the respective transfer integrals. Interestingly, the main
contribution (99%) toEnl along the short crystal axis in
pentacene214 is due to the lowest three energy phonon modes
in the range of 27-70 cm-1; this range is much larger, 27-
200 cm-1, for the nonlocal coupling along the diagonal
direction within theabplane. This trend is in line with recent
results reported by Troisi and Orlandi for pentacene and
anthracene using an approach that combines INDO calcula-
tions for the transfer integrals with molecular dynamics
simulations for the crystal lattice.158 These authors show that
the variations in transfer integrals due to thermal fluctuations
of the lattice are of the same order of magnitude as the
corresponding average values. This is a clear indication that
the nonlocal electron-phonon coupling is significant. Evi-
dence of strong dependence of the transfer integral on the
intermolecular motion has been found experimentally in
many organic dimers.167,169,202,215Thus, an important conclu-
sion we can draw at this stage is that in organic materials
(at least in crystalline systems) the nonlocal electron-phonon
coupling appears to be an important interaction and should
be included in charge-transport models. However, we
emphasize that the calculations of the vibrational couplings
with all modes, at a high level of theory and over a much
larger range of systems, is still required to provide a better
understanding of the nonlocal electron-phonon interactions
and their impact on charge transport. In particular, even
though the interactions with acoustic modes were the first
to be considered, the actual strength of acoustic-like nonlocal
interactions is not well-established yet.

4. Overview of the Main Charge-Transport
Mechanisms

The study of electron and hole transport in organic
materials has a long history going back 60 years216-218 when
the semiconducting nature of organic crystals, their photo-
conductivity, and electron and hole mobilities were first
studied in these systems.7,8,219-225 In the 1960s, early theoreti-
cal work was done by LeBlanc8,221 and the Chicago
group.226-229 It was clear from the beginning that the purity
and molecular order in these crystals were of primary concern
for the semiconducting properties, and much work was done
to improve these properties.33,230-234 By the 1970s, the groups
at Xerox, Kodak, IBM, and others were investigating
transport in highly purified crystals as a function of
temperature.103,235-239 It is worth stressing that Karl at
Stuttgart spent 40 years purifying and growing crystals of
the simple aromatic hydrocarbons so that the intrinsic
properties can be understood.6 The theoretical work of
Kenkre and co-workers240-243 to describe the electron-
phonon interactions that can relate to the observations in
highly purified naphthalene and other crystals should also
be mentioned. In the mid 1970s, the theoretical description
of hopping transport in disordered materials leading to
dispersive transport was laid out by Scher and Lax99 and

Scher and Montroll,244 using the continuous time random
walk (CTRW) model and was later simulated by Ba¨ssler and
co-workers.245-247 It was shown to agree with experiments
of Bässler and of Haarer,248,249who measured transport over
many orders of magnitude in time.

For an extensive review of all of this work, see the
monographs by Pope and Swenberg,38 Silinsh and Capek,117

and the earlier volumes in the seriesPhysics and Chemistry
of the Organic Solid Stateedited by Fox.250 The polaronic
and disorder charge-transport mechanisms have been also
discussed in detail in several reviews and textbooks.251-254

Here, we simply outline the main characteristics of the most
popular models.

4.1. Polaron Models
The most detailed transport theories are those based on

elaborations of the 1D Holstein molecular model. Phenom-
enological theories, including band theory255 and the polaron
effective mass approach,117 have been successfully applied
in a number of instances. However, these models are limited
in scope and restricted to specific ranges of microscopic
parameters and temperatures. A more general understanding
is provided by microscopic theories that are valid for arbitrary
strengths of electronic coupling and local electron-phonon
interactions and over the full range of temperatures (derived,
for instance, from a density matrix approach,228 a generalized
master equation approach,242 or more recently a dynamical
mean-field theory256). According to general and perturbative
microscopic models,38,126,252,253,257the total mobility can be
expressed to a good approximation as a sum of two
contributions:

Here, the first term is due to electron tunneling (coherent
electron transfer) and dominates transport at low tempera-
tures; the second term is related to hopping motion (incoher-
ent electron transfer) and becomes dominant at higher
temperatures. The relative contributions of each mechanism
depend, however, on the actual values of the microscopic
parameters (electron-phonon coupling, electronic and phonon
bandwidths, and phonon energy). Illustrative examples of
the temperature dependence of the mobility for large (g2 .
1) and weak (g2 , 1) electron-phonon couplings are
schematically depicted in Figure 18. In the case of weak local
electron-phonon couplings (g2 , 1), the mobility is
dominated by tunneling and displays a bandlike temperature
dependence (µ ∼ T-n, wheren > 0) in the whole range of
temperatures.228 For intermediate (g2 e 1) couplings, the
mobility is bandlike at low temperatures; however, due to a
significant increase in hopping contributions, it exhibits a
weaker temperature dependence at high temperatures. For
strong local couplings (g2 . 1), three distinct temperature
regimes occur; see Figure 18: (i) at low temperatures (T ,
T1), the mobility is bandlike; (ii) as temperature increases,
the hopping term starts to dominate, and the mobility exhibits
a crossover from coherent transport to an incoherent,
temperature-activated transport; (iii) if the system can reach
very high temperatures (T > T2) at which the thermal energy
becomes large enough to dissociate the polaron, the residual
electron is scattered by thermal phonons and as a result the
mobility decreases again with temperature. The crossover
temperaturesT1 and T2 are defined by the combination of
microscopic parameters; depending on the actual values of

µ ) µtun + µhop (46)
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T1 and T2, only one or two transport regimes might be
experimentally accessible for a particular system.

A significant insight into polaron transport has been
obtained from the analytical results (vide infra) derived by
Holstein in his seminal work.125,126 Although these results
are based on perturbation theory and limited to the case of
very narrow electronic bands (small transfer integrals), they
are still extensively used in the literature for qualitative
interpretations of experimental data and as a benchmark for
new theoretical models. We first consider the hopping
mechanism. The hopping mobility,µhop, can be obtained from
eq 2. According to this equation,µhop is defined by the
diffusion coefficient,D; in a 1D system,D is given byD )
a2κET; here,a denotes the spacing between molecules and
κET is the hopping (electron transfer) rate between adjacent
sites. In the framework of small polaron theory, in the case
of electron-phonon interactions with an optical phonon of
energy pω0 and characterized by a coupling constantg
(according to eq 34, the polaron binding energy is in this
case equal toEpol ) pω0g2), the hopping rate is given by126

It follows from eq 47 that in the classical limit for which
pω0 , kBT, κET obeys a standard Arrhenius-type law:

When taking into account thatEpol ) λreorg/2, one finds that
eq 48 is identical to the classical Marcus equation141 for
electron-transfer rate. Using eqs 2, 47, and 48, we obtain

eqs 49 and 50 for the general and classical limit cases,
respectively:

At very high temperatures,Epol , 2kBT and eq 50 yields a
T-3/2 dependence of the mobility in agreement with non-
perturbative microscopic theories.228,242,256,258This illustrates
the crossover from the temperature-activated regime to the
residual scattering regime.

We now turn to the discussion ofµtun. In the case of wide
conduction bands, according to band theory, the drift mobility
is given byµtun ) eτ/meff, whereτ is the mean relaxation
time of the band states (related to the mean free path of the
charges), andmeff is the effective mass of the charge carriers
(in 1D systems,µeff ) p2/2ta2). In this case, the charge moves
coherently in a wavelike manner but is scattered (relaxed)
by phonons from one momentum state to another. This
scattering causes the wavelike nature to change into a
diffusive process.

In the narrow band limit, however, all band states are
equally populated; as a result, the coherent part of the
mobility is given by126

with

A formal analysis shows that the relaxation timeτ(T) of the
band states is equal to that of the localized states; therefore,
in the lowest-order approximation,τ(T) is defined by the
hopping rateκET since 1/τ(T) ) 2κET (a factor of 2 appears
since in a 1D model there are two neighbors to which an
electron can hop). By inserting eq 47 into eq 51, we obtain

Note that, because of the assumptions that the band is narrow
and the temperature is larger than the electronic bandwidth
(as well as other assumptions on the width of the phonon
band), the expression does not depend ont. Equation 53 is
usually used to discuss the coherent part of the mobility at
low temperatures. We note, however, that since it was
derived by assuming a narrow band limit, its application is
restricted to temperatures such thatkBT > 4t(T).259 An
illustrative example of the temperature dependence ofµhop

and µtun, as obtained from eqs 49 and 53, respectively, is
shown in Figure 19.

An important feature of the small polaron theory, which
provides the origin of the bandlike to hopping crossover, is

Figure 18. Temperature dependence of the mobility predicted by
Holstein polaron model for the limiting cases of strong and weak
electron-phonon couplings.

κET ) t2

p2ω0[ π

g2csch( pω0

2kBT)]1/2
exp[-2g2 tanh(pω0/4kBT)]

(47)

κET ) t2

p[ π
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µhop ) ea2t2
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kBT
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given by eq 52: the electron-phonon interaction is seen to
reduce the transfer integral (bandwidth). The band narrowing
is temperature dependent with the polaron band narrower at
higher temperatures. Thus, the polaron mass is larger at
higher temperatures, thereby reducing the bandlike mobility.
Since the hopping contribution increases with temperature,
a crossover from one regime to the other is predicted.
Evidence for band narrowing with temperature has been
recently reported by Koch et al. for a pentacene thin film on
graphite.168 Angle-resolved and energy-dependent ultraviolet
photoelectron spectroscopy measurements show that the
valence bandwidth along the pentacene (100) direction
decreases from 240 meV at 120 K to 190 meV at room
temperature.

Interestingly, a direct application of eq 52 to pentacene
crystals using the DFT estimates for the parameters corre-
sponding tointra-molecular polaron coupling fails to explain
this temperature effect because of the high energy of the
intra-molecular vibrations. However, the experimental data
can be explained very well by assuming an electron-phonon
interaction with a low-energy mode in the range of 10-20
meV. The fitting then yields a polaron binding energy of
6-30 meV, which is in the range expected for intermolecular
(external) modes. Using a simple 1D model, we estimate a
value of∼70-75 meV for the transfer integral in pentacene;
this value is in good agreement with the results of the DFT
calculations presented in section 3.

Despite its qualitative agreement with experiment, trans-
port theories based solely on the original Holstein molecular
model cannot fully describe the charge-transport mechanisms
in organic materials. The fact that in organic crystals the
variations in transfer integral with acoustic and optical
phonons, as discussed in previous sections, can be of the
same order of magnitude as the value of the transfer integral
itself,158 demonstrates that more general models need to be
considered.

An attempt to extend the microscopic transport theory for
the case where both local and nonlocal couplings are
operative was made by Munn and Silbey.127,128It was found
that nonlocal coupling increases the polaron binding energy
and impacts the bandwidth. In contrast to local coupling
which always narrows the band, nonlocal coupling, depend-
ing on the actual values of the microscopic parameters, can
change the band shape in a way that introduces new minima

and can lead to band broadening. It was also shown that in
general nonlocal coupling increases scattering, thereby
reducing the tunneling (bandlike or coherent) contribution
to the mobility.

A microscopic model based on the Holstein model
generalized to higher dimensions and utilizing the generalized
master equation approach has been applied by Kenkre et al.242

to explain the temperature dependence and anisotropy of
charge transport in naphthalene. This model was found to
reproduce the experimental mobilities very well. However,
the fitting was based on directionally dependent local
electron-phonon interactions and on values of electronic
coupling of 2 meV that are significantly smaller than the
DFT and INDO estimates.

A microscopic charge transport theory based on a Holstein-
Peierls-type Hamiltonian has been recently presented by
Bobbert and co-workers.131,260Using this model and micro-
scopic parameters derived from ab initio calculations, the
authors were able to reproduce the experimental data in
naphthalene.260 The model, however, only accounts for the
intermolecular optical modes; thus, it neglects the contribu-
tions fromintra-molecular vibrations and, more importantly,
the coupling to acoustic modes that appears to play a
significant role in charge transport. The Bobbert approach,
as well as the Munn and Silbey approach, are based on a
nonlocal-type canonical transformation (an extension of the
small polaron approach) while omitting specific terms. The
consequences of these approximations and, therefore, the
range of validity of both models are still an open question,
although both give qualitative results in agreement with
experiment.

Recently, Hultell and Stafstro¨m261 and Troisi and Or-
landi262 have discussed the problem of charge transport in
organic semiconductors by using numerical solutions of the
time-dependent Schro¨dinger equation and treating the vibra-
tions classically. Only local coupling was considered by the
former authors and only nonlocal coupling was considered
by the latter. From the discussion of the microscopic
parameters given in the previous section, it is clear, however,
thatboth local and nonlocal interactions should be taken into
account. A complete understanding can be obtained only
from a microscopic theory that treats the whole Hamiltonian
self-consistently. A full knowledge of the microscopic
parameters is the first step toward the development of a
comprehensive approach. In addition, because the vibrations
are treated classically, this theory can only be valid for the
range of temperatures where the thermal energy is larger than
the average vibrational frequency.

4.2. Disorder Models
So far, we have considered the situation where chemical

and physical defects are absent and charge transport is limited
by the dynamic disorder arising from electron-phonon
coupling. We now provide a description of charge transport
in the presence of static disorder; this transport mechanism
is expected to be operative in many organic materials since
they usually present a highly amorphous character. Disorder
tends to localize the band states found in highly ordered
materials. In 3D materials, when disorder is weak, only the
states at the band edge are truly localized. Increasing the
amount of disorder localizes more and more of the states in
the band, until all states become localized in the case of
strong disorder. Transport then operates in the hopping
regime with charges jumping between interacting molecules.

Figure 19. Temperature dependence of the tunnel and hopping
contributions to mobility, using the parametersg2 ) 10 andt )
pω0
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In the case of amorphous conjugated polymer films, we note
that diagonal disorder is induced both by electrostatic effects
and a distribution in effective conjugation lengths while off-
diagonal disorder comes from a distribution in the relative
positions/separations between adjacent units.

While we documented earlier numerous instances where
the transfer integrals and electron-phonon couplings can be
derived from first principles, the theoretical studies performed
on disordered materials have often been purely phenomeno-
logical in nature. The charge-transfer rates between interact-
ing molecules are typically evaluated on the basis of effective
parameters fitted to experimental data. The simplest way to
describe charge transport in organic disordered materials, as
was shown by Ba¨ssler and co-workers, is via Monte Carlo
(MC) simulations.25 There are two essential inputs in this
approach, the charge hopping rates between sites and the
density of hopping states.

Two main models exist for the hopping rates usually
considered in the literature. The first model, used especially
in the early studies, is that of Miller-Abrahams originally
developed to describe charge transport in doped inorganic
semiconductors.263 In the Miller-Abrahams formalism, the
hopping rateκij from site i to site j is expressed as

Here, ν denotes the attempt hopping frequency;Rij is the
separation between sitesi andj; γ is the overlap factor; and
εi and εj are the site energies. The first exponential term
accounts for the decrease in electronic coupling with distance;
note, however, that it does not incorporate the sensitivity of
the electronic coupling on the relative orientations of the
interacting molecules. The last term is a Boltzmann factor
for a jump upward in energy and is equal to 1 for a jump
downward in energy. In the presence of an electric field, an
additional term, expressed as [-erbFB], is introduced in the
energetic balance (top right term in eq 54), withrb the vector
connecting the centers of the two sites andFB the electric
field vector. Thus, in the Miller-Abrahams formalism,
downward jumps are not accelerated by the electric field and
are assumed to always occur whatever the extent of the site
energy difference (i.e., this assumes that there is always a
channel to accept the energy difference).

The second model for hopping rates is the Marcus
expression for semi-classical electron-transfer rates.141 This
expression represents a generalization of eq 48 to the case
of nonequivalent sites:

Off-diagonal disorder, which arises from fluctuations in
electronic couplings, can be introduced as in the Miller-
Abrahams approach by making the assumption of an
exponential dependence fort: t ) t0 exp(-γRij). A major
implication of the Marcus expression, which has been at the
heart of its success in describing electron-transfer reactions,
is that, because of the vibrational degrees of freedom, the
transfer rate does not keep continuously increasing with
increasing driving force,∆G° ) εj - εi (note that this
definition neglects the entropy contribution). For a givenλ
value and considering a negative driving force, the transfer

rate first increases with the magnitude of∆G° (this is referred
to as the normal region); it reaches a maximum when|∆G°|
) λ; importantly, it decreases when|∆G°| > λ (inverted
region). The inverted region is totally absent in the Miller-
Abrahams formalism.

We note that both Marcus and Miller-Abrahams expres-
sions can be derived as two limiting cases from a more
general expression obtained by means of time-dependent
perturbation theory for the case of weak electronic coupling.
The Miller-Abrahams equation is valid for weak electron-
phonon (vibration) coupling and low temperatures. The
electron hops upward or downward in energy in this
approximation are characterized by absorption or emission
of a single phonon, respectively, that compensates for the
energy differenceεj - εi. It is then clear that the Miller-
Abrahams model only applies for [εj - εi] values that do
not exceed the maximum (Debye) energy of the acoustical
phonons and the energy of the optical phonons effectively
coupled to the electron-transfer reaction; in the case of
oligoacenes, for instance, the characteristic energy of these
optical phonons is on the order of 0.15 eV. Since the phonon
absorption process depends on the availability of phonons
in the system, the upward hops are temperature activated.
The downward hops, as expected, are temperature indepen-
dent. In contrast to the Miller-Abrahams model, the Marcus
expression is valid for large electron-phonon (vibration)
couplings and high temperatures.

Disorder is introduced by attributing to each site a random
energyε picked from a distribution of states, usually assumed
to be of Gaussian shape:

whereσ is the standard deviation of the distribution. There
is no direct experimental proof for using a Gaussian shape;
the only justification comes from the shape of the absorption
bands in disordered organic materials. The standard deviation
for the density of (localized) states (DOS) is typically found
to be around 0.1 eV. A consequence of the energetic disorder
is that the carriers tend to relax into the tail of the DOS
distribution during the simulation. After equilibration, the
mean energy of a charge carrier at zero electric field,〈ε∞〉,
shifts to an energy equal to-σ2/kT. To consider local
variations in intersite distances as well as the non-isotropic
nature of the electronic coupling, the overlap factorγ in eq
54 can also be assumed to be randomly distributed. A
significant improvement in the description of positional
disorder can be found in an approach where the transfer
integrals between each pair of interacting molecules are
calculated at the quantum-chemical level and then injected
into Monte Carlo simulations, as described recently.264

However, this requires the knowledge of the microscopic
morphology of the material, which is difficult to assess but
can be evaluated for instance from simulations based on
effective molecular potentials.

Temperature Dependence. When the mobility is extrapo-
lated at the zero-field limit, the fit of the MC results leads
to the following expression:

with σ representing the width of the diagonal disorder. Since

κij ) ν exp(-2γRij){exp(- εj - εi

kBT ) εj > εi

1 εj < εi

(54)

κij ) t2

p[ π
kBTλreorg

]1/2

exp[-(λreorg+ εj - εi)
2

4λreorgkBT ] (55)

Q(ε) ) 1

x2πσ2
exp(- ε

2

2σ2) (56)

µ(T) ) µ0 exp[-( 2σ
3kBT)2] ) µ0 exp[-(T0

T )2] (57)
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the temperature helps in overcoming the barriers introduced
by the energetic disorder in the system and its impact is not
included in the overlap factorγ in eq 54, the temperature
evolution here only depends on the amplitude ofσ. This
expression deviates from an Arrhenius-like law (see section
2.3), although both expressions do generally fit the experi-
mental data well, as a result of the limited range of
temperatures available.

Field Dependence. The impact of an external electric field
is to lower the barrier for upward energy hops; this allows
the charges to leave the states in the tail of the DOS, that
would otherwise act as traps. In the presence of energetic
disorder only, the Monte Carlo results generally yield a
Poole-Frenkel behavior (i.e., aF1/2 dependence with respect
to field) for electric fields larger than 104-105 V/cm, with
mobility constant at lower fields. The field dependence
becomes more pronounced as the extent of energetic disorder
grows. The increase in electric field amplitude is also
accompanied by an increased diffusion constant. A deviation
from Einstein’s relation is, however, suggested by Monte
Carlo simulations at high electric fields and with large
energetic disorder. Tessler and co-workers have also pointed
out that Einstein’s relation should be generalized in the
presence of a high density of charge carriers. Interestingly,
mobility drops with increasing field at low energetic disorder;
this can be explained within the Miller-Abrahams formalism
by a saturation of the velocity distribution (without having
to refer to a Marcus inverted region).

While not involved in the temperature dependence, the
positional (off-diagonal) disorder plays a key role in defining
the field dependence of the mobility. From the results of
Monte Carlo simulations, the general behavior of the mobility
as a function of both temperature and electric field in the
presence of diagonal and off-diagonal disorder is given by

whereσ̃ ) σ/kT, Σ is the standard deviation associated with
the non-diagonal disorder, andC is a numerical constant.
We recover the expression given in eq 57 whenF ) 0.
Positional disorder and electric field are linked since the
higher directionality imposed by the field prevents the charge
from being able to avoid regions where sites are weakly
electronically coupled. If the extent of positional disorder
(Σ) is larger than the width of energetic disorder (σ), eq 58
points to a mobility decrease when the electric field is
increased, an observation that has been reported for a few
systems.109

The results of Monte Carlo simulations by Ba¨ssler and
co-workers25,265show that the mobility obeys a Poole-Frenkel
behavior over an extended range of electric fields, generally
above 104-105 V/cm. However, such results do not account
for the fact that a Poole-Frenkel behavior is also observed
in many cases at lower electric fields. A main limitation of
the Monte Carlo scheme described above is that the energies
are distributed totally randomly over the sites. In some
instances, using a fully random distribution appears to be
too severe an approximation, which has motivated the
development of models incorporating acorrelatedenergetic
disorder.88-91,265-269 The need for correlated models has been
illustrated, for instance, in systems where the molecules have

a permanent dipole;90 in such a case, the energy distribution
has a well-defined profile governed to first order by the
interactions between the charge and the induced and per-
manent dipoles of the neighboring molecules.

The models described above deal with the temperature and
field dependences of the mobility; they do not account for
the dependence on charge carrier density, whose role has
been evidenced experimentally; see section 2.3.16 The
mobility dependence on charge density is not simply related
to Coulomb repulsion among the charge carriers; rather, it
reflects the fact that, for large carrier concentrations, only a
fraction of the carriers is necessary to populate the tail of
the density of states (traps), which allows the other carriers
to be more mobile. Various models treating the impact of
charge-carrier density have been recently reviewed by
Coehoorn et al.270

5. Synopsis
In this review, we have discussed the major advances that

have recently been achieved in the description of the
parameters impacting charge transport in organic semicon-
ductors. Once again, the picture emerging in organic
semiconductors appears to be more complex than in con-
ventional inorganic semiconductors; this was the case already
when comparing the electronic structure of these materials:
while inorganic semiconductors can usually be well described
via one-electron (band structure) approaches, organic semi-
conductors often require a treatment that takes both electron-
electron and electron-phonon interactions into account.

In the case of transport, we emphasized in sections 3 and
4 some of the shortcomings of the current models used to
depict organic semiconductors and the paths to be followed
to achieve significant improvements. An important element
is that it has become clear that organic semiconductors
require that both local and nonlocal electron-phonon
couplings be considered. Thus, we can conclude that a
comprehensive understanding will come from the develop-
ment of models allowing the calculations of the vibrational
couplings: (i) with all modes, optical as well as acoustical
since the actual strength of acoustic-type nonlocal interactions
is not well-established yet; (ii) at a high level of theory; and
(iii) over a much larger range of systems than those that have
been examined to date.

We hope that this review will provide the impetus for these
calculations to be undertaken.
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