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For years, the study of visual attention has been dom-
inated by “spotlight theories” claiming that information
from one region of the visual field is selected by a mech-
anism analogous to a spotlight. This selection is assumed
to occur while the eyes are stationary (covert attention)
and is separate from the visual selection that is performed
by directing gaze to a particular location. The idea of a
spotlight as a metaphor for visual attention was sug-
gested by Posner, Snyder, and Davidson (1980), although
the concept may have originated before that, and ideas
about rays from the eye selecting objects were discussed
among the ancient Greeks (Zajonc, 1993). More recently,
the idea of scale adjustment has been added, resulting in
a zoom lens model (C. W. Eriksen & St. James, 1986;
C. W. Eriksen & Yeh, 1985). Throughout this paper, the
general concept of spotlight models will include zoom
lens models.

The comparison between attention and a spotlight can
be described with enough structural consistency and sys-
tematicity that Gentner and Jeziorski (1993) would prob-
ably classify it as an analogy, rather than just a metaphor.
The comparison is detailed enough that it leads to some
specific experimental predictions about visual attention,
which have been the basis for a number of informative
experiments. Despite the useful guidance that this meta-
phor has given to attentional research, however, atten-
tional theories and models have now become complex and
detailed enough that they have moved beyond the spot-
light metaphor. One possible approach would be to fol-
low the trend described by Gentner and Grudin (1985) and
move to a new metaphor based on a more complex sys-
tem. However, there is no obvious alternative system to

succeed the spotlight, and, besides, as Lewontin (1981)
noted, “the price of metaphor is eternal vigilance.” Thus,
we start with the general question “Is attention like a spot-
light?” and break it down into seven more specific ques-
tions about the nature of visual attention. These questions
address basic and widely debated issues, such as location-
versus object-based selection, whether attention moves
in an analog fashion (i.e., passing over intermediate lo-
cations and taking longer for shifts that involve longer
distances), the size and shape of the selected region (and,
at a more basic level, whether attention works by facili-
tating targets or inhibiting distractors), and whether mul-
tiple noncontiguous regions of space can be selected si-
multaneously. In reviewing the experimental evidence
relevant to answering each of these questions, we will con-
sider evidence from studies using many different exper-
imental techniques (e.g., spatial cuing involving detection
or discrimination and with or without distractors, dis-
tractor interference, visual search, spatial probing, rapid
serial visual presentation) and different measures (e.g.,
accuracy, reaction time). The results of some studies con-
tradict one another, and, in many cases, differences are
attributable to differences in the techniques used. Despite
the complication arising from comparing studies with
different techniques, however, each experimental technique
has revealed different aspects of visual selection, and only
by considering and integrating all of these data can we
expect to have a complete picture of attention. After re-
viewing the relevant studies, we will explore what the re-
sults tell us about the nature of visual attention.

1. Is Selection Based on Location?
Of all the questions rolled together into the spotlight

metaphor, the role of location in selection is the most
basic. A spotlight illuminates anything and everything
that is located within the region covered by its beam, and,
thus, the spotlight metaphor suggests a mechanism that
selects all the information from a particular location or
region of the visual field and excludes information from
all other locations or regions. Selecting by location is a
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straightforward approach for a system, such as the visual
system, in which the raw input arrives organized spa-
tially. In addition to performing visual selection, a spot-
light mechanism might also help in achieving position
constancy. In some models (e.g., Kosslyn & Koenig,
1992; Olshausen, Anderson, & Van Essen, 1993), the re-
gion of the visual input that falls within an attentional
window is copied into a higher level buffer, where it is
available for high-level processing. One benefit of this
transfer is that the information from the selected region
is recoded in a location-independent reference frame,
making it simpler to recognize an object regardless of
where it appears in the visual field.

Location obviously plays some role in selection, as has
been shown in countless cuing experiments. In one of the
earliest, C. W. Eriksen and Hoffman (1974) showed that
subjects responded more quickly to a stimulus if they
knew where it would appear than if they did not. Other
cuing experiments by Posner and his collaborators (Pos-
ner, Nissen, & Ogden, 1978; Posner et al., 1980) com-
pared subjects’ ability to detect stimuli appearing at ex-
pected and unexpected locations. At the beginning of each
trial, a cue indicated which of two possible locations was
likely to hold the upcoming stimulus. Response times
(RTs) were faster for stimuli at the cued location.

In later cuing experiments using 10 different locations
along the horizontal midline, Downing and Pinker (1985)
found that RT increased steadily with distance between
the expected location and the actual target location. Their
data were somewhat unclear, but they suggested that the
size of the cuing effect depended not on the physical dis-
tance between cue and stimulus, as one might expect, but
on the “cortical distance” between the two points. Since
more visual cortex is devoted to processing the center vi-
sual field, distance effects were much larger when the two
points were near the center and were smaller when the two
points were in the periphery. The largest effects occurred
when the two points were on opposite sides of the verti-
cal midline.

These distance effects were not universal, however.
Hughes and Zimba (1985, 1987) found that responses were
uniformly fast whenever cue and target were in the same
hemifield and uniformly slow when in different hemi-
fields. They found similar results whether they tested left
versus right or top versus bottom. On the other hand, Riz-
zolatti, Riggio, Dascola, and Umiltà (1987) did find slower
responses with longer distances within a quadrant, as
Downing and Pinker (1985) would predict. They also found
an additional cost when cue and target were on opposite
sides of either the horizontal or the vertical midline, and,
because their stimuli were located peripherally, they con-
cluded that the effect was not due to cortical magnifica-
tion. (Rizzolatti et al. claim that delays produced by cuing
reflect the time associated with programming eye move-
ments.) One important difference between these studies
is that Downing and Pinker and Rizzolatti et al. marked
each of their possible target locations with a square,
whereas Hughes and Zimba’s stimuli appeared on a rela-

tively empty screen. When Zimba and Hughes (1987) rep-
licated Downing and Pinker’s experiment with 10 squares
marking the 10 possible target locations, they found dis-
tance effects as well. These experiments taken together
suggest that RT increases with distance between cue and
target only when the displays include landmarks.

The landmark squares may produce distance effects
because they serve as distractors. When the squares are
present, subjects cannot respond to just any stimulus they
detect on the screen. They must be sure that the stimulus
is a target and not part of one of the squares. They may
be forced to focus their attention to the small area within
the cued square. Without the squares, they are free to
spread their attention over the entire screen (or at least
one half of it). An alternative explanation is that atten-
tion is allocated not to locations but to objects and that
the landmark squares are objects that can receive atten-
tion. This sort of explanation, which places attention at
the relatively late stage of object representations rather
than the early stage of spatially organized representa-
tions, will be explored more thoroughly below.

Posner et al. (1980) found that the RT advantage pro-
vided by a location cue is smaller for a discrimination task
than for a simple detection task. Downing (1988) went a
step further, carefully comparing cuing effects using four
tasks: luminance detection, brightness discrimination,
orientation discrimination, and form discrimination. She
measured d ′ rather than RT and found that sensitivity gen-
erally dropped off as distance between the cue and the
stimulus increased. Each of the 12 possible stimulus lo-
cations was marked by a square, and there was no control
for midline crossings. Sensitivity dropped off more steeply
in orientation discrimination and form discrimination
than it did in luminance detection and brightness dis-
crimination. It also dropped off more steeply when stim-
uli were packed closer together.

In addition to demonstrating differences in the way at-
tention operates in detection and discrimination tasks,
Downing’s (1988) results also clearly demonstrated that
the effects of spatial attention go beyond changes in de-
cision-making bias. Downing clearly showed that atten-
tion produces an increase in perceptual sensitivity. More
recent studies have also demonstrated that spatial atten-
tion allocated in response to a location cue affects per-
ceptual sensitivity (Handy, Kingstone, & Mangun, 1996;
Hawkins et al., 1990).

These cuing studies and other similar studies provide
important data that must be explained by any complete
account of visual attention. For instance, most of them
(except Downing, 1988) used stimuli that appeared on a
more or less blank display. There were usually no distrac-
tors to filter out. The fact that visual selection operates
even in simple tasks with no distractors present suggests
that it plays a role in early visual processing. Further-
more, cuing of form in a detection task does not produce
facilitation like that produced by location, illustrating
the special role for location in visual selection (Posner
et al., 1980; but see Humphreys, 1981, for color cuing in
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a discrimination task). However, data from cuing studies
by themselves are unlikely to tell the whole story. Pre-
sumably, visual selection is most important in those sit-
uations in which distractors interfere with processing of
visual targets. The importance of attention in suppress-
ing competing information from distractors is supported
by neurophysiological studies showing that attentional
modulation of neural responses is greatest when target
and distractor both fall in the receptive field of a neuron,
thus competing for representation by that neuron (Luck,
Chelazzi, Hillyard, & Desimone, 1997; Moran & Desi-
mone, 1985). The most interesting results are thus likely
to appear under conditions in which targets must be se-
lected and distractors must be excluded. The different re-
sults between cuing studies with and without landmarks
illustrate how performance can change drastically when
distracting stimuli are added to the display.

Another limitation of these cuing studies comes from
the suggestion built into the instructions that location is
an important property. The visual system might be able
to select from its input on the basis of a number of visual
properties, such as color, motion, size, and stereoscopic
depth. Thus, it is entirely possible that, had the subjects
been instructed to select by color (e.g., “attend to the red
stimulus”), without any expectation of target position,
stimulus positions would play no role in the selection
process. Alternatively, if all selection is mediated by lo-
cation, as suggested by the spotlight metaphor, a subject
who is to attend to the red stimulus must first determine
where the red stimulus is located and then select the in-
formation from that location. In this case, location should
play an important and measurable role even when selec-
tion by location is not suggested by the instructions.

The assumption that visual selection works by sepa-
rating the information from one location or one region of
the visual field and passing it on to higher level process-
ing mechanisms can be justified partly by the fact that
the retinal input to the visual system is organized by lo-
cation (albeit retinal location) and that location plays a
special role in the organization of visual representations.
Navon (1978) argues that location dominates color, ori-
entation, and other visual properties in a hierarchy of in-
formation organization (and that location is in turn dom-
inated by time). Kubovy (1981) generally agrees with
these points about the organization of visual information
and goes on to claim that location (along with time) is an
“indispensable attribute” by which other visual attributes
are organized. However, in some cases, the assumption
that selection is location-based may not arise from care-
fully considered theoretical or empirical grounds but
merely because the idea feels natural, given our experi-
ence with eye movements. Eye movements constitute a
selection mechanism that is based on location, and be-
cause we move our eyes all the time, many researchers
undoubtedly find it natural to believe that attentional se-
lection within a fixation is done in the same way. Part of
the appeal of the spotlight metaphor may actually lie in
its similarity to an eye-movement metaphor.

Several experiments have tested whether location af-
fects selection even when location is irrelevant to the task
and selection by location is not suggested by the instruc-
tions. Assuming that selection is based on location and
that time and effort are required to shift attention from
one location to another, then tasks involving multiple
stimuli should be easier when the stimuli are at or near
the same location. An early experiment by Hoffman and
Nelson (1981) shows that the distance between two stim-
uli can affect their processing. Their subjects performed
two tasks simultaneously. While searching for target let-
ters among a rapidly changing array of four letters (sim-
ilar to displays used by Schneider & Shiffrin, 1977), they
also watched for a small U-shaped figure to appear near
one of the letters and determined its orientation when it
did. On trials in which they correctly identified which
target letter appeared, they were more likely to correctly
report the orientation of the U-shaped figure if it was po-
sitioned near the target letter. When they were wrong
about the letter, they were more likely to be right about
the orientation of the U-shaped figure if it was not near the
target letter. These results indicate that two objects can
be processed more quickly when they are close together.
This pattern would be expected if some regions of the vi-
sual field were selected and/or others were inhibited at
any given time. Whenever the area around one visual ob-
ject is selected, other objects near it should benefit, and
objects far from it should be at a disadvantage. Further
evidence of this type comes from Hoffman, Nelson, and
Houck (1983),1 who instructed their subjects to search
for target letters in an experiment in which the secondary
task was to monitor four small dots to detect when one
of them flickered. Subjects were more likely to detect the
target letter when it was near the dot that flickered.

A recent experiment by Kim and Cave (1995) relied
on similar logic to investigate the allocation of spatial at-
tention during feature and conjunction visual searches.
They found that subjects were faster at responding to a
small flashed black probe when it appeared at a location
previously occupied by the target of a visual search dis-
play than when the probe appeared at a location formerly
occupied by a distractor. The importance of location in
visual search was further demonstrated in a study by Cave
and Pashler (1995) in which each stimulus consisted of
a series of frames, each containing a target digit of one
color and a distractor digit of another color. The subjects’
task was to name the highest digit of the target color. Sub-
jects made fewer errors when successive targets appeared
at the same location than when they appeared at different
locations, apparently because they were selecting target
objects by selecting their locations. Thus, when successive
targets appeared at the same location, there was no need
to select a new location, leaving more time for stimulus
identification (see also Maljkovic & Nakayama, 1996).

These experiments show that, at least under some cir-
cumstances, two targets are easier to identify when they
both appear at or near the same location. If selection is
based on location, then it might also be harder to prevent
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interference from distractors that are near a target. C. W.
Eriksen and Hoffman (1972) used configurations of let-
ters to show that distractors near a target (within about
1º) interfere with naming the target, whereas targets far-
ther away do not. This interference disappears if the tar-
get location is cued at least 150 msec in advance. C. W.
Eriksen and Hoffman (1973) and B. A. Eriksen & C. W.
Eriksen (1974) argued that this interference occurred at
the response stage, because the interference was much
greater when the nearby distractors were associated with
a different response. (In a later experiment, Gatti & Egeth,
1978, found Stroop interference from distractors as far
away as 5º from target.)

Further evidence for selection by location can be found
in the errors that subjects make when they select the wrong
stimulus in a multielement display. Snyder (1972) found
that when subjects misreported the shape of a stimulus
selected by the criterion of color, they were likely to re-
port the properties of a neighboring stimulus. However,
the fact that subjects were also required to report the lo-
cation of the target raises the possibility that location se-
lection was suggested by the instructions. Tsal and Lavie
(1988) found similar results with somewhat different
methods. They argued that performance during error trials
may not be representative of the mechanisms used during
correct trials, and their experiments did not rely on error
data. Immediately after a search task, their subjects re-
ported all the stimuli they could from the display. They
were more likely to report the stimuli near the search tar-
get than those that shared the search property (e.g., color)
with the target. A subsequent study by Tsal and Lavie
(1993) with tasks in which the target and nontarget stim-
uli appeared in successive frames produced similar evi-
dence of selection by location. However, van der Heij-
den, Kurvink, de Lange, de Leeuw, and van der Geest
(1996) have raised doubts about Tsal and Lavie’s (1988)
conclusions. As pointed out by Tsal and Lavie them-
selves, the location effects in their study could have been
due to subjects’ shifting fixation to a random array posi-
tion before stimulus onset. Van der Heijden et al. repeated
the experiment by Tsal and Lavie, this time ensuring that
subjects were fixating at the center of the display by pre-
senting a stimulus to be discriminated at that location.
Subjects were more likely to report additional letters of
the target color than additional letters adjacent to the tar-
get, indicating no special role for location in this task. Even
if Tsal and Lavie’s results can be attributed completely to
eye movements, however, Cave and Pashler’s (1995) and
Kim and Cave’s (1995) experiments demonstrate that
search for a color target results in location-based selec-
tion even when the procedure includes no incentive and
no time to program eye movements.

The special role of location in visual selection is also
supported by investigations of the neural mechanisms
underlying visual selection. In one set of such experiments,
Luck, Hillyard, and colleagues (Luck, Fan, & Hillyard,
1993; Luck & Hillyard, 1995) have measured event-
related potentials (ERPs) during visual search tasks in

which targets were defined by features other than their
location. In these experiments, visual search displays
were followed by probes presented around the target or
distractors, and attentional effects were assessed by mea-
suring ERPs to the probe stimulus. The results of Luck
et al. (1993) indicate that, during a color/shape conjunc-
tion search, probe stimuli at the target location elicit en-
larged P1 and N1 components relative to those elicited
by probes at a distractor location. These ERP effects
were similar to those obtained in cuing experiments (see
Mangun & Hillyard, 1995, for a review), suggesting a
role of location in visual selection beyond cuing experi-
ments. In a later experiment, Luck and Hillyard (1995)
investigated whether the same attentional mechanisms are
employed in both feature and conjunction visual searches.
Their results indicate modulation of the N1 component
even in feature searches, supporting a more general role
for spatial selective attention. However, the P1 attentional
effect was not found in the feature detection condition,
suggesting that the process reflected by the P1 compo-
nent may be required only when distractors are highly
confusable with the target (see Mangun & Hillyard, 1991;
for related results, see Luck et al., 1997, and Moran &
Desimone, 1985).

Connor, Preddie, Gallant, and Van Essen (1997) in-
vestigated the effects of attention in area V4 using single-
cell recordings in macaque monkeys. The results of this
experiment are particularly important in assessing the
importance of location in attention, because area V4 is
generally regarded as belonging to the visual pathway
concerned with representing objects rather than loca-
tions. Monkeys were required to attend to a ring outside
a neuron’s receptive field in order to detect a change in
its circumference. While monkeys were attending to this
ring, neural responses to task-irrelevant bars presented
within the receptive field indicated attentional enhance-
ment of neural responses to behaviorally irrelevant objects
near the target. This result and the ERP findings mentioned
earlier are consistent with behavioral observations that
subjects are more accurate or faster at reporting objects
near the target stimulus (e.g., Hoffman & Nelson, 1981;
Kim & Cave, 1995; Snyder, 1972; Tsal & Lavie, 1988,
1993), because they all support the view that attention is
allocated to the region of space occupied by a behav-
iorally relevant object. The fact that location affects se-
lection even when it is not directly relevant to the task im-
plies that location plays a special role in visual selection.

The discussion so far has assumed that the visual sys-
tem limits its work by using some simple visual property,
such as location, to eliminate a large part of the input early
in the stream of processing. However, some researchers
have argued that such a limitation is unnecessary. De-
spite such strong evidence for a role of location in visual
selection, many researchers have suggested that visual
selection is accomplished from spatially invariant object
representations that are formed in the later stages of vi-
sual processing. These claims are built on the assump-
tion that the visual system is powerful enough to classify
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or identify many visual objects in parallel and that se-
lection is necessary only in later stages, when visual in-
formation is used to guide responses. Under this view,
selection operates not on raw, unprocessed, spatially or-
ganized visual input but on an abstractly organized sym-
bolic representation of the objects identified in the visual
input. Just what is selected from this representation de-
pends on how it is organized, and the spatial layout does
not determine the organization any more than other as-
pects of the stimulus. Location is just another property to
use as an index in selecting from among these represen-
tations, and location affects selection only because it af-
fects perceptual organization (Duncan 1981, 1984).

Some of the strongest evidence for object-based se-
lection came from Duncan (1984), who presented sub-
jects with small foveal displays consisting of two over-
lapping objects. Each of the objects could vary on two
dimensions. Performance was similar when subjects re-
ported either one or two dimensions of the same object,
but it declined significantly when subjects reported two
dimensions of two different objects. Duncan (1984) con-
cluded that selection under these conditions is object-
based, because of the cost in selecting both objects rather
than just one. He further argued that this result could not
be explained by a location-based account of selection
since both objects occupied the same location within a 1º
visual angle foveal region that would be selected by an
attentional spotlight (C. W. Eriksen & Hoffman, 1972,
1973). A number of other studies using other methods have
produced additional evidence for selection of objects
(e.g., Baylis & Driver, 1993; Chen, 1998; Driver & Bay-
lis, 1989; Egly, Driver, & Rafal, 1994; Harms & Bunde-
sen, 1983; Kahneman, Treisman, & Gibbs, 1992; Treis-
man, 1982, 1992; but see Gibson, 1994).

Lavie and Driver (1996) replicated Duncan’s (1984)
object-based selection with a different set of superimposed
stimuli, but they also demonstrated the importance of spa-
tial selection in this task. Using a large display of two over-
lapping lines, they found an advantage for reporting two
targets positioned on the same object over two targets on
different objects, just as Duncan would predict. However,
when subjects were cued to attend to one side of the dis-
play, the object-based attention effects disappeared. On
the basis of this interaction between location-based and
object-based attention, Lavie and Driver concluded that
“selection ultimately takes place within a spatial medium,
albeit under the influence of object-based factors.”2

There is additional evidence that object-based selection
with superimposed stimuli may be mediated by location-
based selection. Cave and Kosslyn (1989) performed an-
other experiment that required subjects to attend to a tar-
get object superimposed over a distractor object, but, in
this test, the size of the objects varied from trial to trial.
RTs increased with the change in size from one trial to
the next, and the pattern of RTs was similar to that pro-
duced when subjects are adjusting the size of a mental
image. A mental representation like those used in visual
imagery might allow subjects to select precisely those

locations occupied by contours of the target object with-
out selecting contours of the distractor object. The drop
in performance that comes from switching from one ob-
ject to the other in Duncan’s (1984) experiment could re-
flect the extra effort necessary to create a new image. In
this instance, selection could be executed within an early,
unanalyzed representation even though it is driven by a
higher level, conceptual representation.

Vecera and Farah (1994) considered a similar expla-
nation for Duncan’s (1984) results. They raised the pos-
sibility that spatial attention may conform to an object’s
shape by selecting precisely the spatial locations occupied
by the objects. They described this alternative mode as
selection from a “grouped-array” representation. Thus,
the poorer performance in Duncan’s experiment when
subjects made judgments about both objects may be at-
tributable to a cost in activating a different group of loca-
tions rather than selecting a different object representa-
tion. Vecera and Farah set out to test this hypothesis by
replicating Duncan’s results and comparing them to a con-
dition in which the two objects were on opposite sides of
fixation. They hypothesized that if selection in Duncan’s
experiment was indeed location-based, there should be
an increase in the effect size when the objects are placed
apart from each other, due to the larger distance attention
has to travel in this condition. However, they found no
interaction between the two conditions and concluded that
Duncan’s results were due to visual selection from spatially
invariant object representations, as postulated by Duncan.

However, the design and interpretation of Vecera and
Farah’s (1994) experiment is based, as stated by the au-
thors, on the assumption that there is an increased cost
associated with attention moving across larger spatial
distances, which is far from certain in light of much ev-
idence showing that attentional shifts are time-invariant
(see Section 3). Kramer, Weber, and Watson (1997) noted
this potential confound in Vecera and Farah’s interpreta-
tions of their results and tested directly, using spatial
probes similar to those in Kim and Cave (1995), whether
selection in the Duncan (1984) and Vecera and Farah
(1994) experiments was from grouped-array or spatially
invariant object representations. In the separate-object
condition, the two objects were on opposite sides of fix-
ation; in the superimposed-object condition, both stim-
uli were presented on one side of fixation in an overlap-
ping manner, and an irrelevant filler object was presented
on the other side of fixation. Responses to a postdisplay
probe showed that subjects in the separate-object condi-
tion responded faster to the probe when it appeared at
the location previously occupied by an object whose
properties were to be reported than when the probe ap-
peared at the location of the object to be ignored. Further-
more, in the superimposed-object condition, subjects re-
sponded faster to the probe at the location of the objects
than at the location of the filler. These results clearly
show that attention is allocated to the locations of rele-
vant objects, at least in this experiment, as acknowledged
by Vecera (1997). The findings of this experiment are
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further supported by Weber, Kramer, and Miller (1997),
who combined the postdisplay probe technique with ERP
recordings (e.g., Luck et al., 1993). Two partially over-
lapping objects (i.e., colored dashed outlines of shapes)
were presented to the left or the right of fixation, and
subjects were required to detect the presence of a combi-
nation of particular color and shape, whether the color
and the shape both belonged to the same object or to dif-
ferent objects. On some of the trials, a small gray square
probe that did not require a response was presented at one
of the two potential stimulus locations on opposite sides
of fixation. ERP analysis revealed that the N1 component
elicited by the objects, and the P1 elicited by the probe
when it was at the location of the objects, distinguished
between same- and different-object conditions. Because,
as mentioned earlier, the P1 and N1 components appear to
be associated with spatial selection mechanisms, Weber
et al. interpreted the differences in these components to
indicate the spatial nature of the selection process.

One way to reconcile the distance effects on attention
with an object-based account is to assume that distance
affects the way visual objects are organized into groups
and that attention is applied to representations of object
groups. Evidence for this type of account comes from dem-
onstrations of nonspatial grouping effects on attention.
A classic example of nonspatial grouping was presented
by Harms and Bundesen (1983), who studied the rela-
tion between selective attention and perceptual segrega-
tion by color in binary-choice RT tasks based on the in-
terference paradigm of B. A. Eriksen and C. W. Eriksen
(1974). Subjects were presented displays containing a cen-
tral target letter alone or flanked on each side by a noise
letter. The target was one of two letters, and the distrac-
tors could be one of a group of three that included the
two target letters. Furthermore, each noise element could
have the same color as or a different color than the cen-
tral target element. The subjects’ task was to identify the
central target letter without any advance knowledge of
the color of that element. The most important finding of
the study was that noise letters interfered more with
identification of the central target letter when they shared
the target color.

Using a similar paradigm, Baylis and Driver (1992)
showed that noise letters with the target color interfered
more than those of a different color, even if the different-
color distractors were closer to the target. In another study,
Driver and Baylis (1989) found that distractor letters in-
terfered more with identification of a target letter when
they were far from the target but moved with the target than
when they were closer to the target but did not move with
it. Grouping by coherent motion and grouping by color
both had stronger influences than did spatial proximity.

It is important, however, to realize that the results of
these grouping studies do not preclude the possibility
that grouped objects, whether by color, coherent motion,
or some other feature dimension, might have been se-
lected by selecting the locations that they occupied. When
deciding the level at which selection is likely to occur in

a particular task, it is important to consider two different
questions separately. First, at what level is it actually de-
termined what information should be selected? Second,
at what level is the selection actually accomplished? The
decisions about what to select may be made using high-
level, conceptual representations, but these decisions may
drive mechanisms that separate selected from unselected
information by operating on raw, spatially organized in-
puts at a lower level. In other words, although decisions
about what to select may be made on the basis of many
different factors, including perceptual grouping by fea-
tures such as color and motion, the selection might still
be accomplished with one or more spotlights.

A recent study by Kim and Cave (1999) addressed this
issue by measuring RT to postdisplay probes in a task
modeled after Harms and Bundesen’s (1983). As in
Harms and Bundesen’s study, the primary task was the
identification of a letter in the center of the display, which
was flanked by two distractor letters, one on each side of
the target letter, and one sharing the target’s color and the
other of a different color. Note that color was, as in Harms
and Bundesen’s study, irrelevant to the correct response.
On half the trials, a small black probe was presented at a
location previously occupied by one of the distractors;
the stimulus onset asynchrony (SOA) between onset of
the letters and onset of the probe was selected randomly
for each trial to be either 60 or 150 msec. At the 60-msec
SOA, subjects were faster at responding to the probe at
the location previously occupied by the distractor with a
color different than the target. At the 150-msec SOA, the
pattern of RT was reversed, with an advantage for the
probe at the location of the distractor with the same color
as the target. These results demonstrate that the attention
allocated to distractor locations varied as a function of
their color with respect to that of the target. In the early
SOA, attention is preferentially allocated to the location
of the uniquely colored item (singleton), consistent with
Theeuwes’s (1991, 1992) findings that attention is cap-
tured by singletons, even if the feature that makes them
a singleton is not relevant to the task. However, at the late
SOA, the location of the distractor with the target color
is preferentially selected, which implies perceptual group-
ing (based on color) mediated by spatial selection.

To ascertain whether the initial preferential allocation
of attention to the singleton distractor location was due
to attentional capture by a singleton, Kim and Cave (1999)
performed an additional experiment using displays that
did not contain a color singleton. They presented sub-
jects with four letters around a central fixation point. For
each trial, the target location was cued by a black outline
box at that location. The target and distractor letters could
each be either red or green. One of the distractors adja-
cent to the target had the same color as the target, and the
other two distractors had a different color. The same SOAs
as in the previous experiment were used. For both SOAs,
responses were significantly faster to probes at locations
previously occupied by the target and the distractor with
the target color than to probes at nontarget-color distrac-
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tor locations. Together, these two experiments suggest
that the interference effects from color-grouped distractors
observed in Harms and Bundesen (1983) and Baylis and
Driver (1992) are due to spatial selection that favors the
location of the grouped distractor as well as that of the
target.

Perceptual grouping has been shown to affect visual
selection in a number of other ways. For instance, Prinz-
metal and Millis-Wright (1984) found more illusory con-
junctions among the features of words and pronounceable
nonwords than among the features of unpronounceable
nonwords, presumably because the words and pseudo-
words formed perceptual units. A number of studies have
specifically tested grouping by proximity, showing that
visual stimuli are more likely to be selected together if
they are positioned near one another to form a perceptual
group. Kahneman and Henik (1977, 1981) had subjects
report digits that were organized into two groups. The
probability of correct report was generally the same for all
digits within a group and was generally very different for
digits in different groups. Treisman (1982) demonstrated
that arranging elements into groups affected conjunction
search but not feature search. Her results suggested that
subjects examined an entire group all at once and that
processing moved from one group to another serially.
Prinzmetal (1981) showed that two features were more
likely to be combined into an illusory conjunction if they
were both part of the same group, even if the distance
between the two was controlled. Treisman, Kahneman,
and Burkell (1983) also controlled distance in a task that
required subjects to read a word and find a gap in a line.
Performance was better on both tasks when the word and
the line were both part of the same perceptual object.

On one hand, there is solid evidence for location and
distance effects on visual selection; on the other hand,
there is solid evidence for effects of grouping and object
organization. There could easily be multiple mecha-
nisms for visual selection operating independently on lo-
cation-based and object-based representations (see Ve-
cera, 1997). However, it may still be possible to explain
all of the results described here with a single mechanism.
All of these results are consistent with spatial selection
that is driven in part by the visual organization of the ob-
jects in the visual field. One might be tempted to assume
that distance and location play no direct role in visual se-
lection, but that these factors only determine how ele-
ments in the scene are organized into groups, which are
then selected by attention. Indeed, if we assume that ob-
jects that are close together are always grouped together
and that stimuli that appear at or near the same locations
(e.g., Hoffman & Nelson, 1981; Kim & Cave, 1995; Tsal
& Lavie, 1993) are organized into groups, then all the re-
sults, including the distance effects, might also be ex-
plained with selection of abstract representations of ob-
ject groups.

Such a claim, however, is almost unfalsifiable. How do
we distinguish between early selection by location and
late selection by perceptual grouping? One important fac-

tor in comparing the two accounts is their relative sim-
plicity and parsimony. The late selection account requires
that the early stages of visual processing be powerful
enough to identify many visual objects simultaneously.
The early selection account makes many fewer demands
on early visual processing, because selection is based on
simple visual properties that are computationally easy to
detect. In that sense, it would be simpler to attribute dis-
tance effects to early selection by location. However, the
perceptual grouping experiments described above suggest
that grouping plays a role in selection, even when dis-
tance is held constant. If there has to be a late selection
mechanism sensitive to grouping, is it more parsimonious
to attribute all selection to that mechanism or to postulate
a separate mechanism operating at an earlier stage as
well? Selection by location offers simplicity on one front
but added complexity on another.

Although it is very difficult to distinguish between
grouping by location and location-based selection, a re-
cent study by Cave and Zimmerman (1997) provides
strong evidence that the effects observed in probe stud-
ies (e.g., Kim & Cave, 1995) are indeed due to location-
based selection mechanisms. In this study, the spatial probe
technique was applied to measure changes in attentional
allocation during a letter search task after practice. Sub-
jects were slower at responding to the probe when it ap-
peared at a distractor location near the target than when
it appeared at distractor locations farther from the target.
This response pattern, reminiscent of flanking inhibition
observed in the activity of neurons (e.g., Schall et al., 1995),
is clearly highly spatial in nature and is consistent with
location-based selection but is not expected from grouping-
by-location accounts in which location-independent rep-
resentations are selected.

Shih and Sperling (1996) used a different technique to
test for location-based selection of a target defined by color
or size, producing another set of results that are difficult
to explain by proximity-based grouping. Their subjects
detected a target digit among multiple frames of super-
imposed letter arrays. In one condition, all stimuli within
a frame were of the same color, with the color alternating
in successive arrays. In the other condition, one stimulus
in each array differed from the others in color. Subjects
could better detect the target digit when it was the color
they expected, but only when it was in a frame in which
distractors were all of a different color. In this condition,
the attended feature provided spatial information about
the target. On the other hand, when all the characters in
a single frame were of the same color, and the attended
feature provided temporal but not spatial information, sub-
jects were unable to use information about the color of the
target to improve performance. The same observations
were true when size information was used instead of color.
Shih and Sperling concluded that subjects used color or
size information to determine which location to select.

In summary, the results of a large number of attentional
studies, including spatial cuing studies, neurophysiolog-
ical studies, and studies that did not emphasize or encour-
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age selection by location, show that location plays a cru-
cial role in visual attention. Furthermore, some of the key
studies demonstrating object-based selection have been
shown to have strong spatial components, consistent with
object selection that is accomplished or mediated by
selection of locations (selection from grouped arrays).
However, the data obtained to date do not rule out the
possibility that both space-based and object-based mech-
anisms exist.

2. When Attention Shifts From One Location
to Another, Does It Pass Over the Locations
in Between?

A real spotlight cannot shift from one location to an-
other without covering other locations along the way.
Shulman, Remington, and McLean (1979) tried to show
that attention shifts across the visual field in the same
manner. They started each trial with a cue indicating
where a probe was most likely to appear. They assumed
that, once the cue appeared, attention would move from
the fixation point to the cued location. Using a variety of
delays between cue and probe, they tried to catch atten-
tion as it moved by occasionally probing at a location be-
tween the fixation and the cued location. The cued loca-
tion was called the “far expected” location, because it
was far from the fixation; the “in-between” location was
called the “near expected” location, even though the probe
was never expected at that location. They also occasion-
ally probed two locations in the opposite hemifield from
the one containing the cue: one at the location in that
hemifield corresponding to the cued location (far unex-
pected) and the other corresponding to the in-between
location (near unexpected).

The most striking pattern in the data is a general alert-
ing effect. As SOA increased, RTs for all four probed lo-
cations dropped and then rose again after an SOA of
about 400 msec. When this effect is removed, the two lo-
cations on the expected side showed gradually increasing
facilitation (decreasing RTs), whereas the two on the
other side showed increasing inhibition (increasing RTs).
On the expected side, the facilitation for the near location
jumped up sooner than for the far location, leading Shul-
man et al. (1979) to conclude that an attentional spotlight
was passing over the near location on the way to the far
location.

For many years, this study was the only one to demon-
strate attentional facilitation traveling through interme-
diate points, and its conclusions have been questioned
(C. W. Eriksen & Murphy, 1987; Yantis, 1988). Although
the difference between RT for the near and far expected
positions matches the predictions, the overall pattern
across all four probed locations is difficult to reconcile
with any sort of moving spotlight. As Yantis points out, the
expected pattern of RTs varies depending on whether the
hypothesized spotlight is focused narrowly or spread over
a large area and whether it must be centered on the probe
before a response can be made. No single set of assump-
tions seems to account for both locations on the unex-

pected side. RTs from the near unexpected location rise
relatively little with SOA, suggesting a narrow beam that
does not affect the uncued side much. However, RTs for
the far unexpected location increase dramatically, as if a
very large gradient were gradually moving farther and
farther away from it.

The results from Shulman et al. (1979), taken as a
whole, do not suggest a moving spotlight, but it is not clear
what they do suggest. It is almost as if two different types
of mechanisms were at work: one in the cued hemifield,
and the other in the uncued hemifield. The side receiving
a cue receives facilitation that starts at fixation and grad-
ually spreads to the periphery. On the side without the
cue, a strong inhibition gradually covers the periphery,
but only a mild inhibition affects the center. These data
are perplexing and demand further experiments.

Note that these results demonstrate attentional differ-
ences within a hemifield, contrary to Hughes and Zimba
(1985, 1987). The possible probe locations were not
marked, but the stimuli were delivered by four LEDs
mounted in front of a CRT. If the unlit LEDs and the
mounting were visible, they may have provided landmarks
similar to the squares in Downing and Pinker’s (1985)
displays.

Murphy and C. W. Eriksen (1987) addressed the ques-
tion of a moving spotlight with methods similar to those
used in earlier experiments by C. W. Eriksen and his col-
leagues. Their subjects had to decide which of two letters
appeared at a cued location, and the SOA between cue
and letter varied from 0 to 175 msec. Rather than occa-
sionally probing at uncued locations, Murphy and C. W.
Eriksen added an extra distractor letter at one of the un-
probed locations in every trial. As mentioned above, pre-
vious experiments had shown that when such a distrac-
tor was associated with the incorrect response for that
trial, it raised the RT. Murphy and C. W. Eriksen rea-
soned that the interference from this distractor should in-
crease if the spotlight passed over it on its way to the tar-
get. They found no evidence for increased interference,
but they examined only the data from the 175-msec SOA.
By that time, a moving spotlight might have passed the
intermediate locations and arrived at the cued location.
Their trials with intermediate SOAs should provide use-
ful data, but they were not examined in a way that would
answer this question.

Further evidence for discrete, rather than analog, atten-
tional shifts is provided by a series of experiments by
Chastain (1992a, 1992b). In one experiment, Chastain
(1992a) used a dual-task paradigm to test whether atten-
tion passes over intermediate locations before reaching
its final destination. Targets could appear at four loca-
tions around a fixation point, and a probe that could ap-
pear halfway between fixation and a target location was
used to measure attentional allocation at such intermedi-
ate locations. Chastain (1992a) measured sensitivity in
discriminating target and probe during both central and
peripheral cuing paradigms. He found that at no SOA be-
tween target and probe presentation was sensitivity greater
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at a probe location between target and fixation than it
was at the probe location diametrically opposite from fix-
ation, suggesting that attention was shifted from fixation
to target location in a discrete manner.

Chastain (1992b) used a different approach to arrive at
the same conclusion. Two locations 14º apart were cued,
one 200 msec after the other. The target could appear
after either cue, and it was twice as likely to appear at
the location of the immediately preceding cue. The target
was presented at a variety of intervals after the first or
second cue, and, as expected, there was a tradeoff in ac-
curacy at the two cued locations. To determine whether
attention shifted in an analog manner, covering the area
between the cued locations, the average accuracy in tar-
get identification at the two cued locations was compared
with baseline accuracy. Chastain (1992b) calculated the
mean accuracy at the two cued locations during the at-
tentional shift, when attention should be moving from
one to the other. The mean remained well above base-
line, and it did not vary with target–cue interstimulus in-
terval. These results argue against an attentional spotlight
“passing over” intermediate locations, which would have
predicted a decrease in average accuracy at the two cued
locations at some point during the attentional switch
while the spotlight is at a location between the two cued
locations.

Although there is still disagreement about whether
intermediate locations are activated as attention shifts from
one location to another, evidence to date appears to sug-
gest that attentional resources are allocated to the new
location as they are simultaneously deallocated at the old
location, without passing over regions in between. Given
current understanding of the physiology of visual atten-
tion (Motter, 1994; Schall et al., 1995), an attentional shift
could plausibly be implemented in the brain by decreas-
ing the activity in a pool of neurons with receptive fields
covering the location previously selected while increas-
ing the activity in a pool of neurons with receptive fields
covering the new location to be attended.

3. How Is the Time Required to Shift Attention
Related to the Distance Between the Old and
New Positions?

Not only does a moving spotlight pass over the loca-
tions between its origin and destination but, assuming
that it always moves at a constant velocity, it requires more
time to move over longer distances. Tsal (1983) tested
whether the beam of the attentional spotlight also requires
more time for longer shifts. In this experiment, each trial
began with a cue indicating that the target would appear
at one of three locations to the left of fixation or one of
three to the right. All six locations were along the hori-
zontal midline. After a varying SOA, a target letter (either
X or O) appeared at the cued location, and the subject
vocally identified the target. This experiment differed
from most cuing experiments in that subjects performed
a discrimination rather than a simple detection. For each of
the three fixation–target distances, RT decreased steadily

as SOA increased, up to a point, and then seemed to as-
ymptote. In other words, when subjects had more time to
prepare after the cue, they required less time to respond
after the target appeared. Tsal assumed that subjects
used this preparation time to move the attentional spot-
light from the fixation point to the cued location. In his
view, the time at which the RT asymptotes corresponds
to the time that the spotlight arrives at the target loca-
tion. As expected, the RT asymptotes later when the dis-
tance between fixation and target is longer.

The researchers who criticized Shulman et al. (1979)
also criticized Tsal’s (1983) study. Yantis (1988) pointed
out that most cuing studies include a condition with a
cue that indicates that a target is about to appear but pro-
vides no information about its location. Such a cue pro-
duces a general alerting that temporarily lowers RT for
targets at all locations. Comparing these control trials
with the location cue trials reveals which effects are lo-
cation-specific and can therefore be attributed to selec-
tion by location. Tsal did not include a nonspatial cue;
thus, it is impossible to determine from his data whether
the cue is producing facilitation for a particular location
or a general alerting. Of course, if it is a general change
in alertness, there is still a problem in explaining why it
produces different effects at different times for locations
at different distances from fixation.

Yantis (1988) also showed how a model in which at-
tention “jumps” from one location to another could pro-
duce data similar to those of Tsal (1983). He assumes
that the time necessary for the jump varies from trial to
trial. For longer SOAs, the probability will be higher that
attention has jumped to the target location before the tar-
get appears, and the mean RT from many trials averaged
together should be lower. Tsal’s steadily decreasing RT
functions could reflect a steadily increasing proportion
of trials in which jumps had been completed. In Yantis’s
(1988) model, the functions for peripheral locations as-
ymptote later because subjects take longer to detect cues
at these locations, so the attention shifts begin later. Tsal
argued against delays in cue detection with a control ex-
periment in which subjects reported peripheral cues just
as quickly as more central cues. Yantis (1988) rejects this
control, although he does not say why.

C. W. Eriksen and Murphy (1987) raise similar objec-
tions to Tsal’s (1983) experiment and add others as well.
They point out that other processes besides attention shifts
and cue detection might vary with eccentricity. They also
explain that different subjects would probably vary some-
what in the speed with which the attentional spotlight
traveled across the visual field. There might also be vari-
ations for a single subject from trial to trial. There would
also be variation in other aspects of the task, such as iden-
tifying the cue and initiating the attention shift. When the
data are averaged together, the result should be a nega-
tively accelerating function, rather than one that drops
off steadily and then flattens out. They also question the
data from the control experiment in which the time to re-
port the cue is constant regardless of eccentricity. Given
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these points, it is rather puzzling to imagine what sort of
process could produce the data that Tsal obtained, and
C. W. Eriksen and Murphy offer no clues to solve this
mystery.

C. W. Eriksen and Murphy (1987) offer their own jump-
ing spotlight model that is generally consistent with Tsal’s
data. They reject Tsal’s (1983) assumption that subjects
cannot respond to a target until the spotlight reaches its
location; instead, they assume that processing can pro-
ceed without attention but at a slower rate. A stimulus
will be identified more quickly when there is more time
to focus attention at its location. Stimuli in the periphery
are harder to identify, and, thus, they have more room to
benefit from attention.

Murphy and C. W. Eriksen’s (1987) experiment de-
scribed in Section 2 also addressed the question of dis-
tance effects. Their task differed from Tsal’s (1983) in
many ways; however, like Tsal’s, their targets appeared at
one of three distances from fixation, and they varied the
SOA between cue and target. RT decreased with longer
SOAs, but, unlike Tsal’s data, the RT functions flattened
out gradually, and the rate at which they leveled off was
about the same, regardless of distance from fixation.
There was no indication that the spotlight arrived at near
locations faster than at far locations.

In a subsequent study, C. W. Eriksen and Webb (1989)
cued multiple locations in eight-letter circular displays
while varying the number of cued locations, as well as
the compactness of the cued region (i.e., the number of
intervening noncued locations). In one experimental con-
dition, locations were cued prior to the presentation of
the search display; in the other condition, one location
was cued prior to display presentation and another loca-
tion was cued simultaneously with display presentation.
Subjects’ RT revealed a cost in increasing the number of
cued locations, supporting a serial search strategy. How-
ever, there was no evidence of effects associated with
distance between cued locations, implying that shifting
attention across longer distances does not require a longer
amount of time.

Remington and Pierce (1984) also performed experi-
ments similar to Tsal’s (1983) experiment and also reached
a conclusion that differed from his. They identified the
same problems in Tsal’s experiment that Yantis described,
and they corrected them by using central, rather than pe-
ripheral, cues and by including a condition with targets
at an uncued location to control for general alerting. They
used a simple detection task. The only major difference
from the original Posner paradigm was that, in some ses-
sions, the two possible target locations were 2º from fix-
ation, and, in some sessions, they were 10º. Like Tsal,
they used a variety of SOAs between cue and target to
measure the time course of attentional facilitation. A con-
stant velocity spotlight would predict that the facilitation
would appear at the near locations before the far locations,
but, in fact, the facilitation developed at the same rate, re-
gardless of distance. One might conclude from this result
that the spotlight jumps from location to location, skip-

ping the intermediate locations. Remington and Pierce,
however, were convinced of the sliding nature of the
spotlight by the results from Shulman et al. (1979). They
concluded that the spotlight does slide from one location
to another but that its velocity is adjusted so that all shifts
take the same amount of time. They justified this conclu-
sion by pointing to hand movements and saccades for
which velocity varies with distance. Given the questions
raised about the conclusion from Shulman et al., however,
it seems more plausible that attentional facilitation jumps
from one location to another at a constant rate and with-
out passing through the intervening locations.

Sagi and Julesz (1985) approached this question in a
different way. In each trial of their experiment, subjects
saw two tachistoscopically presented letters, each either
a T or an L rotated by a certain amount. The task was to
decide whether the two letters were the same, either both
Ts or both Ls. Sagi and Julesz varied the distance between
the two letters while keeping each letter a constant dis-
tance from fixation. They chose these stimuli because they
believed that the similarities between the two letters would
force subjects to focus their attention first on one and then
on the other, and they offered evidence that subjects were
indeed using such a serial strategy. They found that ac-
curacy diminished when the two targets were very near
each other, which would be expected because of lateral
masking. Otherwise, distance had little effect on accuracy.
There was no evidence for a spotlight that took more time
to move over longer distances. In a later study, Kwak, Dag-
enbach, and Egeth (1991) also found that RT in a same–
different matching task with rotated Ts and Ls did not in-
crease with separation between letters. Kwak et al.’s
study differed from the earlier study by Sagi and Julesz
in that they avoided using postmasks to rule out poten-
tial interpretational complications, they used more sub-
jects, and they presented additional evidence for serial
processing.

Finally, Sperling and Weichselgartner (1995) provided
additional evidence for time-invariant attentional shifts
using a different approach. In one variant of the experi-
ment, they presented subjects with two streams: one of
numerals presented foveally, and another of letters pre-
sented parafoveally. The attentional task required the sub-
jects to report the earliest possible digit in the numeral
sequence following the detection of a target letter in the
parafoveal stream. The motor task required them to re-
lease a response key upon detection of the target letter.
A preliminary experiment showed that RT in the motor
task was unaffected by a concurrent attention task, whereas
the reverse was not true. Thus, the motor task RT was used
to index target detection. In a subsequent experiment, the
distance between the letter and the numeral streams was
manipulated, and motor RT was subtracted from atten-
tional RT to obtain a measure of attentional shift latency
from periphery to fovea independent of target detection
time (which increases with retinal eccentricity). The re-
sults revealed no effect of distance on attentional shift
latency. Interestingly, the presentation of noise symbols
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between the two streams at the 7º separation did not af-
fect the measure of attentional shift, consistent with the
conclusion of the previous section that attention does not
travel trough space like a real spotlight.

All in all, there is little evidence that the spotlight
“slides” across the visual field in an analog fashion. Along
with evidence that attention does not pass over interme-
diate locations during attentional switches it seems that
if there is something like a spotlight of attention, it prob-
ably does not move like a spotlight but instead “jumps”
from location to location. As mentioned in the previous
section, such discrete attention shifts seem to be gener-
ally consistent with the physiological evidence.

4. What Is the Size of the Selected Area
and How Much Flexibility Is There
in Adjusting That Size?

Because visual stimuli can vary greatly in size, the
size of a visual selection spotlight might need to be ad-
justed to accommodate them. It would also be useful to
adjust the size of the spotlight according to the expected
location of an upcoming stimulus. If it were known that
the stimulus would appear at one exact spot, then a small
spotlight around that spot would most effectively elimi-
nate interference. If the stimulus were expected some-
where within a large region, then a large spotlight could
cover the entire region. Also, the spotlight might be a
mechanism for size constancy, just as it might produce
position constancy. If the spotlight encompasses a small
object, the selected information could be scaled up to a
standard size. Likewise, a large selected object could be
scaled down. Only a few studies have addressed the role
of size and area in visual selection.

Experiments by Larsen and Bundesen (1978) and by
Cave and Kosslyn (1989) measured RTs when subjects
expected a stimulus to appear at one size and it actually
appeared at a different size. Larsen and Bundesen’s sub-
jects judged whether a letter was rightside up or upside
down. Cave and Kosslyn’s subjects judged whether a rec-
tangle was a square. In one sense, these studies are anal-
ogous to those studies in which a location is cued before
the stimulus appears. Rather than starting each trial with
an expectation concerning the stimulus location, these
subjects started with an expectation concerning its size.
In both studies, RT increased with the ratio between the
expected and the actual sizes, as if a selection mechanism
were adjusted in an analog fashion from one size setting
to another.3

These two studies provide evidence against an earlier
conclusion by Egeth and Berninger (reported in Egeth,
1977, pp. 301–303). In each trial of Egeth’s experiment,
subjects saw two digits, often of different sizes. The time
to decide that two digits were the same increased with
size ratio, but the time to decide that two digits did not
match decreased with size ratio. Egeth decided that com-
paring stimulus pairs was not the best way to attack this
question. He then tested RTs to naming a series of digits
presented individually and found subjects were just as

good whether the digits were all the same size or of dif-
ferent sizes. He concluded that subjects do not prepare in
advance for stimuli of a particular size.

The effects measured in Larsen and Bundesen’s (1978)
and Cave and Kosslyn’s (1989) experiments were rather
subtle and might have been missed in Egeth’s (1977) ex-
periments. Egeth only used ratios ranging from 1:1 to 4:1,
whereas Larsen and Bundesen and Cave and Kosslyn used
ratios ranging from 1:1 to 9:1. From these last two studies,
it appears that subjects can, at least under some circum-
stances, set themselves to process stimuli of a particular
size and that the more a stimulus deviates from the chosen
size in either direction, the longer it takes to identify it.

These experiments suggest that the visual system can
select information at a particular size or scale, just as it
can select information from a particular location. How-
ever, there is little indication that the mechanisms respon-
sible for the size effects described here are the same
mechanisms underlying the location effects described
earlier. These different effects may result from different
mechanisms operating at different stages of processing.
No distractors were present in these experiments; thus,
there was no need for the filtering that seems to be impor-
tant in many other selection experiments. More work is
needed to determine whether or not these size effects come
from adjusting the size of the same “attentional spotlight”
that is at work in experiments manipulating location.

LaBerge (1983) demonstrated size effects of a differ-
ent sort by using two tasks in conjunction: one to control
the area over which attention was allocated, and the other
to probe for the effects of this allocation at different lo-
cations. In the f irst task, the subjects either judged
whether a five-letter noun was a proper noun or judged
whether or not the middle letter of a five-letter string came
from a certain range of the alphabet. Occasionally, instead
of the regular word or letter string, the stimulus would be
a string consisting of some combination of four #s and a
single test character (7, T, or Z). The RT on these catch
trials was a measure of the focus of attention at each of
the five possible locations of the test character. When sub-
jects were set to read the entire word, the position of the
test character in the catch trials made little difference.
When they were set to focus on the single letter in the
middle, RT was fastest for characters in the middle and
slowest for characters on the end.

This experiment shows how attention can be focused
narrowly or spread over a larger area, and it raises the
question of whether the benefits of attention are weak-
ened when it is spread. In LaBerge’s (1983) experiment,
there does not appear to be any such tradeoff. An exper-
iment by Egeth and Shwartz (reported in Egeth, 1977,
pp. 294–297) suggests otherwise, however. They mea-
sured RT in a letter discrimination task. Responses were
slower for a letter in the center of the display when the
letter could have appeared at a number of locations within
a large area than when the letter could only have appeared
at the center location. Responses were slower when atten-
tion was spread over a larger area.
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The same questions motivated a study by C. W. Erik-
sen and St. James (1986). As in many of C. W. Eriksen’s
experiments, the target was a letter that appeared along
with seven distractor letters in a circle around the fixa-
tion point. From one to three contiguous positions would
be cued before the letters appeared (or, in some trials,
very soon thereafter), and the target would always appear
in one of these cued positions. RTs increased with the
number of cued positions. C. W. Eriksen and St. James
argue that when more positions are cued, attention must
be spread out over a larger area, and fewer resources are
dedicated to each location. However, more cued loca-
tions also mean that more distractors appear at cued lo-
cations, and these cued distractors may interfere with
identification of the target. The authors are not very con-
cerned about this alternative explanation because they
can offer evidence that the subjects do not process each
of the cued locations individually and serially. This is easy
to believe because the distractor letters are always very
different from the target letters. Nonetheless, at the end
of their paper, C. W. Eriksen and St. James admit that
“part of the increase in RT with an increase in cued po-
sitions must be attributed to a change in the discrimina-
tive difficulty of the task,” and it is indeed unclear how
much of the effect should be attributed to the extra at-
tentional demands.

Castiello and Umiltà (1990) followed up on C. W. Erik-
sen and St. James’s (1986) experiments in a cuing task
similar to that of Posner et al. (1980). They presented
subjects with box outlines that cued the location of a sub-
sequent stimulus to be detected, which always appeared
at the center of the box (see Section 5). The RT benefits
from the cue decreased with increasing cue box size,
confirming C. W. Eriksen and St. James’s view that effi-
ciency of processing decreases with increasing area of
attentional focus.

Taken together, the studies by LaBerge (1983), Egeth
(1977), and C. W. Eriksen and St. James (1986) suggest
that the size of the spotlight can be adjusted according to
the demands of the current task, and the study by Cas-
tiello and Umiltà (1990) suggests that there may be a
cost associated with spreading the spotlight over a larger
area.

5. Once an Area Is Selected, Is Everything
Within That Area Processed Equally,
or Does the Central Region Receive
More Thorough or Effective Processing?

Behind this question lies a deeper one: What purpose
does the spotlight serve in visual processing? It might be
an obligatory step in processing, so that a stimulus would
always have to be selected by the spotlight before it
could be passed on to higher level processing stages and
trigger a response. Such an obligatory spotlight would
have to move quickly and efficiently to capture all the
important parts of a complex scene. It would probably
be small enough to select only one object or a few ob-
jects. Because one object or a few objects would need to

be fully processed while the remaining objects are com-
pletely excluded, the spotlight would have a sharp, well-
defined edge. Such a sharply defined edge would be ex-
pected if the spotlight were responsible for position and
size constancy.

On the other hand, the spotlight may not exert such
complete control over visual processing. It might only
facilitate the analysis of certain regions. Objects that were
located outside the area of such a facilitatory spotlight
might still be processed and identified, although not as
efficiently. If there is not such a clear distinction between
selected and unselected objects, the spotlight might not
have such a sharply defined edge. Facilitation could be
strong in the center of the selected region and drop off
gradually with distance. Such an attentional gradient
could cover a large area. Because it is not as crucial to
have the most important visual object always in the cen-
ter of the spotlight, this facilitatory spotlight might move
more slowly when it changes position. A spotlight that
was merely a facilitator could still play an important role
in filtering out distractors, but additional selection mech-
anisms would be required at later stages of processing.

Either the obligatory or the facilitatory spotlight can
be made to fit much of the data on attention shifts. For in-
stance, consider Downing and Pinker’s (1985) finding that
RT increases with distance between cued location and tar-
get location. Before the target appears, the spotlight will
be at the cued location. With an obligatory spotlight, the
subject cannot respond to the target until the spotlight
has moved to its location, even when the target is a sim-
ple spot of light. Assuming a sliding spotlight such as
Tsal’s (1983), the longer RT with longer distances re-
flects time necessary to move the spotlight.4

Downing and Pinker’s (1985) data also fit with a spot-
light that is merely facilitatory and that moves more
sluggishly. Such a spotlight would cover a large area, with
a wide range of effectiveness between its center and its
edge. The spotlight would be centered on the cued loca-
tion. Because that location received the most facilitation,
targets there would trigger very fast responses. Targets
farther from the probe would receive less facilitation and
produce longer RTs. If spotlight shifts require a fair
amount of time, then it is better to leave the spotlight po-
sitioned as it is, even when targets are far from the cen-
ter, and to make do with little attentional facilitation. Of
course, Downing and Pinker’s subjects might choose to
readjust the spotlight for some distances, or they may be
able to move it as they are identifying the target. Their
data might be the result of some combination of facilita-
tion and moving time.

The obligatory spotlight requires that long moves take
more time, and, as we noted above, there is little evidence
for such a pattern. Also, C. W. Eriksen & Murphy (1987,
p. 304) point out that Shulman et al.’s (1979) data from
the cued side are not consistent with an obligatory spot-
light (although Yantis, 1988, pp. 204–205, fails to see a
conflict). However, their data, taken as a whole, are dif-
ficult to reconcile with any single model of attention,
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and, without any replications, it might be unwise to draw
conclusions from that study alone. Besides, Remington
and Pierce (1984) found a different pattern that did not
clash so harshly with an obligatory spotlight.

More direct evidence comes from a study by LaBerge
and Brown (1989) using a basic paradigm similar to one
described earlier by LaBerge (1983). Each trial included
two displays presented quickly in succession. The first
had a target character in the center, with many distractors
lined up horizontally on both sides, ensuring that atten-
tion was focused narrowly on the center of the screen
when the second display appeared. The second display
consisted of a single target character with a single distract-
ing flanker character on either side. This three-character
combination appeared somewhere along the horizontal
line previously occupied by the first central target and its
line of flankers. This task required attention to both the
first display and the second display. RT increased with dis-
tance between the second target and center. This rise might
be because the spotlight must be moved over to the second
target, or it might be because the target appeared farther
out on the attentional gradient and received less facilitation.

LaBerge and Brown (1989) tried to distinguish between
the two explanations by varying the similarity between
the second target and its two flanking distractors. They
assumed that the nature of the distractors could not affect
the speed of a moving obligatory spotlight. Thus, the dis-
tractor type should not affect the slope of the RT function
when plotted by distance. However, the added difficulty
that came from distractors very similar to the target might
interact with the amount of facilitation from a stationary
attentional gradient. The slope did indeed increase with
the similarity between target and distractors, leading
LaBerge and Brown to choose a gradient over a small
moving spotlight. The moving spotlight might be sal-
vaged by assuming that the spotlight is focused more
narrowly and travels more slowly when the distractors
are very similar to the target, but fitting that account with
data from other experiments would probably be difficult.

Additional evidence for an attentional gradient comes
from studies by C. W. Eriksen and his colleagues men-
tioned earlier. One example is C. W. Eriksen and St. James
(1986), in which subjects identified a target letter (C or
S) that appeared among distractor letters (A, H, or N).
The target always appeared within a cued region, and one
of the uncued locations also always contained a C or an
S. When the distractor was different from the target, sub-
jects took longer to identify the target. This interference
increased if the distractor was closer to the cued region.
The closer the distractor was to the attended region, the
more difficult it was to ignore, just as would be expected
with a gradient spotlight.

Castiello and Umiltà’s (1990) follow-up study to C. W.
Eriksen and St. James’s (1986) study also found evi-
dence for some type of attentional gradient. In their sec-
ond experiment, Castiello and Umiltà (1990) cued the
upcoming stimulus location with a box at one of two dif-
ferent sizes. The detection stimulus was presented at one

of five locations—one at the center of the box, and four
around the center—and these locations were the same
across the two box size conditions. In the small box con-
dition, the four eccentric stimulus positions fell outside
the box, whereas, in the large box condition, they fell in-
side. Stimuli presented off the center of a box resulted in
slower responses than stimuli presented at the center of
the box only in the small box condition. These results
could be interpreted as attention being directed precisely
to the confines of the boxes. If the attended area had such
a definite edge, however, responses to the eccentric lo-
cations should be faster with the large box. In fact, how-
ever, they were faster with the small box, when they were
outside the cued area, suggesting that attention is uni-
formly distributed within the selected region and then
falls off gradually from the edge of that region. Nonethe-
less, studies by Downing and Pinker (1985), Downing
(1988), and Henderson and Macquistan (1993) all found
graded attention effects from an exogeneously cued lo-
cation, which is more consistent with a gradient of atten-
tional allocation.

Further evidence for attentional gradients can be found
in electrophysiological studies (for a review, see Man-
gun & Hillyard, 1995). For example, Mangun and Hill-
yard (1987) examined ERP signals as subjects attended
to one of three stimulus locations above fixation and re-
ported the occasional appearance of target stimuli among
a series of stimuli. They found progressive declines in
the amplitude of evoked P1 and N1 components as the
distance between evoking stimuli and the locus of atten-
tion increased. In a subsequent study, Mangun and Hill-
yard (1988) found a signif icant correlation between
stimulus detectability and these ERP components. Inter-
estingly, the later N2 component was elicited only by
stimuli at the attended location and did not exhibit a
graded amplitude decline, suggesting that attention may
become more narrowly focused in late stages of visual
processing.

An interesting aspect of attentional gradient measure-
ments has been the consistently narrower estimates using
signal detection measures, relative to RT measures. This
discrepancy has led Handy et al. (1996) to ask whether
these gradient estimate differences arise because of meth-
odological confounds in signal detection measures or be-
cause RT and signal detection measures tap into different
aspects of information processing. Using an experimen-
tal paradigm designed to allow accurate signal detection
and RT measurements, they found that differences in gra-
dient widths can be accounted for by differences in the
perceptual requirements of signal detection and RT stud-
ies. Most signal detection experiments use near-threshold
stimuli or discriminations, whereas RT experiments gen-
erally employ stimuli well above detectability threshold.
Thus, it appears that as perceptual demands increase, at-
tention is more narrowly distributed, possibly to increase
resources at the target location to compensate for the in-
creased difficulty in detecting the target or to decrease the
possibility of false alarms from nonstimulus locations.
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The data suggesting an attentional gradient might still
be explained with a sharp-edged spotlight if we assume
that subjects are imprecise in positioning the spotlight. If
the exact location of the spotlight varies from trial to
trial, the results averaged over many trials would mimic
an attentional gradient, even without the spotlight mov-
ing during the trial. Barring such imprecision in location
selection, the evidence suggests a mechanism that can
facilitate processing of information over a wide area of
the visual field. A stimulus need not fall into the center of
the selected area to be fully identified and to trigger a re-
sponse. The facilitation is strongest at the center of the
chosen area and falls off with distance from the center.
The steepness with which it declines can be adjusted de-
pending on the nature of the task, the similarity between
the distractors and the target, and the distance between
the distractors and the target (see Downing, 1988). This
facilitation can be applied to any region where it is needed,
of course, but not quickly, so that there is little to be gained
by deploying it if stimuli are simple and responses will
be fast without the facilitation.

6. What Shape Is the Region That Is Selected,
and How Much Flexibility Is There in
Adjusting This Shape?

A spotlight always has a circular shape, but the region
occupied by a visual object is often more complex. Mul-
tipart objects can have any configuration whatsoever,
and if a target object is surrounded or partially obscured
by distractors, it may be difficult to select a region that
includes the target and none of the distractors unless it is
possible to select regions of arbitrary shape. Some mod-
els suggest that there may be flexibility in the shape of
the selected area (Logan, 1996), but this possibility has
not been been explored much. In a study by Podgorny and
Shepard (1983), subjects first viewed a 3 � 3 grid with
four or five of the cells shaded. Next, a dot appeared, and
the subject judged whether or not the dot appeared in the
shaded area. Podgorny and Shepard calculated a “com-
pactness rating” for each pattern of shaded cells and
found that responses were faster when the shaded area
was more compact. In other words, subjects responded
more quickly when the shaded area was a simple shape,
such as a square or rectangle. This advantage might come
because it is harder to focus attention on an oddly shaped
region. Alternatively, the RT differences may not reflect
attentional processes. Rather than allocating their atten-
tion only to the shaded area, subjects may attend to the
whole grid, because the dot can appear anywhere within
it. The longer RTs for complex shapes may reflect the
higher demands on spatial memory and extra precision
required in localization of the dot.

C. W. Eriksen and St. James (1986) concluded that the
spotlight is probably circular or oval-shaped. As described
earlier, their subjects identified one target letter that ap-
peared along with seven distractor letters in a circle. The
target only appeared at a position that had been previ-
ously cued. In one of their experiments, they included

one condition in which half of the positions (all contigu-
ous) were cued and another condition in which all eight
were cued. Because performance was only slightly bet-
ter when half of the positions could be ruled out, they
concluded that the shape of the spotlight must make it
difficult to focus attention on only half of the circle. A
later study by Pan and C. W. Eriksen (1993) indicated
that subjects cannot attend to two noncontiguous target
object locations without processing intervening distrac-
tor positions, adding more evidence that the spotlight
does not have a complex shape.

In contrast to the C. W. Eriksen and St. James (1986)
study, an experiment by Juola, Bouwhuis, Cooper, and
Warner (1991) raises the possibility that attention is much
more flexible than a circular or oval-shaped spotlight. In
an experimental paradigm similar to that of Egly and
Homa (1984), they presented subjects with three con-
centric rings around fixation and cued one of them before
the presentation of a target letter at 1 of 24 candidate posi-
tions, 8 on each ring; all other positions were occupied by
distractor letters. They found that subjects responded more
quickly to the target when it appeared on the cued ring
(i.e., valid trials) than when it did on an uncued ring (i.e.,
invalid trials). This effect was observed for all three rings,
and the fact that it was observed for the largest and middle-
size rings argues against a spotlight (or zoom lens) model
of attentional allocation in which attention would be
stronger, or at least just as strong, at foveal locations than
at peripheral locations. Thus, Juola et al. argued that at-
tention can be allocated in a specific size and shape (i.e.,
a ring in this experiment). The data can also be explained
using a spotlight that scans locations around the cued ring
serially, although Juola et al. showed that their model of
attentional allocation accounted for more of the variance
in RT than did a model of serially scanning spotlight.

In order to consider the size and shape of the atten-
tional window, one must first assume that attention op-
erates by facilitating processing in a selected region of
the visual field. However, different selection methods are
possible, especially when the task does not involve at-
tending to a cued location. In some circumstances, atten-
tion might operate more by suppressing distractor infor-
mation than it does by enhancing target information.
Cepeda, Cave, Bichot, and Kim (1998) have investigated
how spatial attention is allocated when subjects search
for a target of a given color among distractors of another
color. To measure the allocation of attention in visual
space, they used the dual-task probing technique of Kim
and Cave (1995) and measured RT to small, postdisplay
black squares. To determine whether attention operates
by facilitation of the target location (as implied in the
spotlight metaphor) or by inhibition of distractor locations,
the probe was presented at blank locations between stim-
uli in addition to the usual target or distractor locations.
Comparing probe RTs at stimulus locations and blank lo-
cations is complicated by potential differences in mask-
ing, but Cepeda et al. devised stimuli to equalize mask-
ing across all locations. The entire screen was covered
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by a grid of horizontal and vertical lines, and target and
distractor stimuli were produced by changing the color
of line segments in four regions of the grid to the target or
distractor color. The subjects were instructed to determine
the orientation of the line segments of the target color.
On some trials, a probe appeared either at the location of
one of the search stimuli or at a location between two of
the search stimuli. In either case, the probe was surrounded
by lines from the grid, and a control experiment confirmed
that masking was equal at all locations. When the probe
appeared, subjects pressed a button.

Probes at target locations elicited faster responses than
did probes at distractor locations. More importantly,
probes at distractor locations elicited significantly slower
responses than did probes at blank locations. Thus, se-
lection in this search task was accomplished via the in-
hibition of distractor location information. This evidence
for attentional inhibition by Cepeda et al. (1998) is con-
sistent with the previously mentioned study by Cave and
Zimmerman (1997) showing attentional distribution dur-
ing a letter search reminiscent of flanking inhibition. Of
course, attention allocated in response to spatial cues may
still take the form of facilitation of the cued location.

In summary, there are at least some circumstances in
which attention takes the form of inhibition focused at
distractor locations. Further experiments are necessary
to find the conditions that determine whether attention
appears as focused facilitation, a ring of facilitation, fo-
cused inhibition, or some other complex spatial pattern.
If there are multiple selection mechanisms operating at
different processing levels to control different types of
interference and overload (Luck, Hillyard, Mouloua, &
Hawkins, 1996), then we might expect the spatial pattern
of attentional effects to vary considerably, depending on
which mechanism is triggered by the demands of the cur-
rent task. These questions about the shape of the selected
area lead to one final question: whether noncontiguous
regions can be selected simultaneously.

7. Can Two or More Separate Regions
be Selected At Once Without Selecting
the Area in Between?

Often, two different potential targets will be separated
by a distractor object, or a target object will be partially
obscured by a distractor. In these circumstances, it would
be useful to select two noncontiguous regions while ex-
cluding information from the area between them. In fact,
early studies by M. L. Shaw and P. Shaw (1977) and M. L.
Shaw (1978) presented accuracy and RT data, respectively,
suggesting the possibility that subjects simultaneously
allocate different amounts of attention to different loca-
tions in the visual field in order to optimize performance.
However, these data were also consistent with the selection
of only a single location on each trial, with the probabil-
ity of a location being selected on a given trial matching
the probability of target occurrence at that location.

This possibility led Posner et al. (1980) to try a mod-
ification of the basic cuing paradigm in which they cued

two different potential target locations. Each trial had a
primary cue that was valid on 65% of the trials and a sec-
ondary cue that was valid on 25%. The secondary cue
produced a benefit only when its location was adjacent to
the location of the primary cue. The authors concluded
that the facilitation from attention could not be split
across two noncontiguous regions. C. W. Eriksen and Yeh
(1985) tried a different cuing experiment in which subjects
searched for one of two target letters among distractor
letters, and they reached the same conclusion.

This conclusion is further supported by ERP evidence
presented by Heinze et al. (1994). Their subjects compared
two shapes that either were at two contiguous locations
or were separated by another shape. Spatial attention was
measured using the P1 component of event-related brain
potentials to probe stimuli that appeared after the stim-
uli to be compared. They found attentional enhancement
of the P1 component for probes appearing at locations
occupied by either of the targets to be compared and also
for probes at the location in between the two targets. They
concluded that the intervening region was selected along
with the two targets, although, as they point out, the P1
component is an indirect measure and may not reflect all
aspects of spatial attention.

In contrast to these studies, Castiello and Umiltà (1992)
used a different approach to demonstrate attention to
noncontiguous locations in a cuing paradigm, on the basis
of the assumption that the benefits of attention will be di-
minished when spread over a larger area. However, their
experiments, like other cuing studies exploring this
issue, leave open the possibility that subjects may attend
to one location on some trials and another location on
other trials, producing mean RTs that resemble a split of
attention (see also Egly & Homa, 1984; Juola et al., 1991).
Castiello and Umiltà (1992) argue against this strategy
by presenting the RT distributions and comparing vari-
ances between different conditions, but their evidence
does not completely exclude the possibility of attention
to different locations on different trials.

Kramer and Hahn (1995) proposed an explanation for
the discrepancy between the studies, indicating a single
attentional spotlight and those supporting split attention.
They suggested that some studies may have failed to find
evidence for split attention because stimuli in these
studies were presented as sudden onsets, which in some
circumstances will “automatically” capture attention
(Theeuwes, 1995; for a review, see Yantis, 1995). The at-
tentional capture of sudden-onset distractor stimuli may
make it difficult or impossible for subjects to maintain
their attentional focus on previously cued locations. To
test their hypothesis, Kramer and Hahn used an experi-
mental paradigm modeled after that of Pan and C. W.
Eriksen (1993), who used response competition to show
that subjects are unable to selectively ignore stimuli that
were located between two cued locations. Kramer and
Hahn cued (with boxes) two target locations separated by
two distractor locations. Subjects determined whether the
letters presented inside the two cue boxes were the same
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while ignoring intervening distractor letters. In one con-
dition, the letters were presented as sudden onsets; in the
other condition, they were revealed by the removal of
segments of a figure-eight premask (i.e., nononset con-
dition). As predicted, distractor letters interfered with per-
formance in the sudden-onset condition (as in Pan &
C. W. Eriksen, 1993) but not in the nononset condition,
leading Kramer and Hahn to conclude that subjects could
simultaneously attend to the two cued locations.

All of the above studies have used some form of loca-
tion cuing to investigate split attention. A recent study
by Bichot, Cave, and Pashler (1999) investigated, using
two different methods, subjects’ ability to simultane-
ously attend to multiple noncontiguous locations in vi-
sual search. In one set of experiments, subjects attended
to red digits presented in multiple frames with green dig-
its, similar to the paradigm used in Cave and Pashler
(1995). Accuracy was no better when red digits appeared
successively than when pairs of red digits occurred si-
multaneously, implying split attention to the two locations
simultaneously. Different tasks involving oriented grat-
ing stimuli produced the same result. Another experi-
ment demonstrated split attention with an array of spa-
tial probes, similar to one of the techniques used in the
studies by Kim and Cave (1995) and Tsal and Lavie
(1993). When the probe at one of two target locations was
correctly reported, the probe at the other target location
was more often reported correctly than any of the probes
at distractor locations, including those between the targets.
Together, these experiments provide strong converging
evidence that when two targets are easily discriminated
from distractors by a basic property, spatial attention can
be split across both locations. Perhaps these results are
not surprising when one considers Cepeda et al.’s (1998)
finding that, during a visual search, selection is primarily
mediated by suppression of information from distractor
locations. Furthermore, unlike in Kramer and Hahn (1995)
where location cuing was used, subjects were able to split
their attention even though all stimuli were presented as
sudden onsets. Apparently, the inherent featural differ-
ences between Bichot et al.’s targets and distractors were
robust enough to override the effects of sudden onset.
Overall, evidence from several studies suggests that at-
tention can be divided across noncontiguous locations,
but only under the right circumstances.

Whatever Attention Is, What Is It Doing?
There are still many more questions than answers

about the nature of visual attention and the validity of
the spotlight metaphor. There does seem to be a location-
based selection mechanism operating early in visual pro-
cessing. It probably requires the same amount of time to
shift between locations regardless of distance, and there
is little evidence that it affects the areas between its start-
ing point and its destination. The size of the region to be
selected can probably be adjusted up or down. Selecting
a larger area may result in some loss of resolution or ef-
ficiency in some tasks, but not in others. The selected area

is probably not sharply defined. Rather, there seems to
be a gradient of activation, strongest in the center or the
selected area and falling off toward the edges. There are
few clues as to whether the shapes of selected areas can
be adjusted; however, given their gradient nature, complex
shapes are probably not possible. Under some circum-
stances, attention is focused inhibition, rather than fo-
cused facilitation. Furthermore, it is sometimes possible
to select stimuli at two or more noncontiguous locations.

Further progress in understanding visual selection
will require that we formulate our questions carefully.
We must ask specific questions about what factors con-
trol selection and how they are manipulated. When does
location determine what information is selected? Do
other properties play a role in selection as well, and, if
so, under what circumstances? How is attention shifted
from one location to another? What is the relationship
between selection by location and selection by size or
scale? When is focused inhibition used rather than fo-
cused facilitation, and how is it directed?

Answers to these questions will provide important clues
to the role that visual selection plays in higher level vi-
sual processing. The most valuable payoff from study-
ing visual selection will be a more complete understand-
ing of visual cognition in general. Below are four different
conceptions of the spotlight’s role in visual processing.
These four explanations are not mutually exclusive. Fu-
ture research should be aimed at assessing these alterna-
tives (and possibly others not yet conceived).

Spotlight as attention window. One way to simplify
identification of a visual object is to identify the region
occupied by that visual object and to cleanly and com-
pletely separate information in this region from the rest
of the input. The spatial layout of that information can be
preserved as it is scaled to a standard size and shifted to
a standard location. This raw visual input can then be
passed on to higher level mechanisms to be analyzed and
identified. Such a selection mechanism provides a com-
putational advantage, because most complex visual pro-
cessing is limited to the small selected region, making it
unnecessary to duplicate hardware across all different lo-
cations in the visual field (Kosslyn & Koenig, 1992; Ols-
hausen et al., 1993). This mechanism is also appealing
because its role in visual processing is well defined, mak-
ing it easy to understand and implement. However, the
data indicate that the spotlight does not have the well-
defined edge that would be expected from such a simple
attention window. This explanation might be saved by
assuming that the spotlight is positioned imprecisely on
each trial, but such a poorly aimed spotlight seems of lit-
tle use in object recognition. Another alternative is to as-
sume that the output of the spotlight is fed into a pro-
cessing buffer that analyzes its center more thoroughly
and precisely than its edges. If these alternatives prove
untenable, and there is not an attention window with a
sharp edge separating selected from unselected informa-
tion, it implies that visual recognition is fairly robust and
does not require the complete elimination of interference
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from distractors. Even though the facilitation from an at-
tentional gradient may be weak and imprecise, in many
cases it may be enough to cause activation of a target rep-
resentation to inhibit activation of distractor representa-
tions in a winner-take-all competition.

Spotlight as distributed resource. C. W. Eriksen ac-
counts for his results by assuming that the spotlight works
by allocating processing resources over the selected areas
of the visual field. The concept of attention as a resource
to be allocated goes back to Kahneman (1973). If atten-
tion is allocated to a large area, then fewer resources can
be dedicated to any single location, and the entire area
will be processed somewhat less efficiently than if a
smaller area had been selected. Thus, spreading attention
over a large area entails a cost, even if no distractors ap-
pear within that area. This cost appears in the experiment
by Egeth and Shwartz (see Egeth, 1977) described in
Section 4, but not in LaBerge’s (1983) study.

Spotlight as filter. Obviously, visual processing be-
comes more difficult when more objects are present in
the visual field. A likely reason for the spotlight’s exist-
ence, and perhaps the only reason, is to block information
from distractor objects that would otherwise overload the
later stages of visual processing. If this were the spot-
light’s only mission, then we might expect to see its effects
only when distractors are present or at least expected by
the subject. Yet some of the earliest demonstrations of
the spotlight were in cuing experiments in which the tar-
get was a simple dot and almost no distracting stimuli
were present. Of course, subjects might be in the habit of
deploying the spotlight filter even in those situations in
which it is not necessary. On the other hand, filtering
might be useful in this task if scanning larger regions for
dots increases the probability of false alarms. Also, if the
spotlight is necessary for filtering and not resource allo-
cation, it becomes difficult to explain the cost associated
with large attended regions found by Egeth and Shwartz
(see Egeth, 1977). Because they used a letter discrimi-
nation task rather than simple dot detection, the chance
of false alarms seems much less. However, subjects do
not necessarily use their attention mechanism optimally,
especially in these artificial laboratory tasks. For instance,
when the target can appear within a large area, some sub-
jects may occasionally focus their attention out toward
the edge of the cued area.

If the main purpose of visual attention is to filter out
distractors, then the patches of distractor inhibition sug-
gested by Cepeda et al. (1998) should be very effective.
This strategy of selection will prevent distractors from
interfering with target processing but will not hamper the
detection of new stimuli that suddenly appear in the vi-
sual field. In most natural scenes, however, there are so
many distractor objects that most of the visual field may
be inhibited, producing a pattern that looks more like a
spotlight of facilitation. If this type of selection occurred
simultaneously in many visual maps representing the
input at different scales, it would produce an attentional
gradient (see Cave, in press, for details).

Spotlight for action. Regardless of whatever process-
ing limitations there might be in vision, there are obvi-
ous limitations on the type or responses that can be pro-
duced at any one time. For instance, gaze can only be
directed to a single location of the visual field. The bot-
tleneck in selecting a response has led many to suggest
that a principal role for attention is to reduce the influ-
ence of irrelevant information on motor actions (for a re-
view, see van der Heijden, 1990). This view is supported
by evidence from physiological studies (for a review, see
Desimone & Duncan, 1995) and behavioral studies (Cave
& Pashler, 1995; C. W. Eriksen & Hoffman, 1973). How-
ever, one should be careful not to confuse the concept of
“selection for action” with late selection theories of vi-
sual attention. In other words, even though selection plays
an important role in action, it does not have to be imple-
mented exclusively in late stages of brain processing in
areas that have strong motor characteristics. In fact,
neural evidence suggests that attentional effects are pre-
sent in nearly all visual or visual-related brain areas (for
reviews, see Duncan, Humphreys, & Ward, 1997, and
Maunsell, 1995). It appears that visual stimuli compete
for representation by neurons at multiple levels of visual
processing, possibly to influence motor output. Such
multilevel competition has been implemented in a recent
model of visual selection by Cave, Kim, Bichot, and
Sobel (1999).

Multiple attention systems. By pursuing the ques-
tions posed here about the nature of attention, we are col-
lecting evidence that will help us to distinguish from
among these different accounts of attention. A final con-
cern in this endeavor is the possibility of multiple atten-
tion systems. If visual processing involves a number of
separate stages, then each stage will have its own com-
putational limits and may have its own selection mecha-
nism or mechanisms. On the practical side, this means
that when comparing results from different experimental
paradigms, one cannot assume that the same selection
mechanism is at work in all of them. Thus, combining re-
sults across different experimental paradigms can be
tricky. On the theoretical side, we must remember that
once we assemble the full picture of selection in vision,
we may find that each of the accounts listed here is part
of the picture.
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NOTES

1. Hoffman and Nelson (1981) used an inconsistent mapping of stim-
uli to responses, which Schneider and Shiffrin (1977) claimed would
require controlled processing. Hoffman et al. (1983) used a consistent
mapping, which, according to Schneider and Shiffrin, should result in
automatic processing over time.

2. The object selection in Duncan’s (1984) and Lavie and Driver’s
(1996) experiments could also be explained by a mechanism capable of
selecting different locations in three-dimensional space, if subjects per-
ceive the two superimposed objects as being in different depth planes.
Lavie and Driver offer a detailed argument rejecting this explanation.

3. Both Larsen and Bundesen (1978) and Cave and Kosslyn (1989)
concluded that there was also a second, slower size scaling process that
was related to visual imagery and that came into play only when sub-
jects knew in advance what shape was likely to appear.

4. One might object that when subjects must respond to a probe that
can occur anywhere within a large area, as in Downing and Pinker’s
(1985) experiment, they must spread their spotlight out over a large area
in order to be able to detect it. There is an alternative, however. There
may be a simple preattentive mechanism that can detect any stimulus,
such as Downing and Pinker’s probe, that differs from its surroundings.
This preattentive mechanism would not actually identify what the stim-
ulus is but instead would direct the spotlight to that location.
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