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Abstract. Argument mining has recently become a hot topic, attracting
the interests of several and diverse research communities, ranging from
artificial intelligence, to computational linguistics, natural language pro-
cessing, social and philosophical sciences. In this paper, we attempt to
describe the problems and challenges of argument mining from a ma-
chine learning angle. In particular, we advocate that machine learning
techniques so far have been under-exploited, and that a more proper stan-
dardization of the problem, also with regards to the underlying argument
model, could provide a crucial element to develop better systems.

1 Introduction

Argumentation is a multi-disciplinary research field which studies debate and
reasoning processes, and spans across and ties together diverse areas such as logic
and philosophy, language, rhetoric and law, psychology and computer science.
Over the last decades, computational argumentation has come to be increasingly
central as a core study within AI [3], while some cognitive science theories indi-
cate that the function of human reasoning itself is argumentative [27]. Argumen-
tation started to become known even in the computational social sciences, where
agent-based simulation models have been proposed, whose micro-foundation ex-
plicitly refers to argumentation theories [26, 15]. This, together with the current
hype of big data and tremendous advances in computational linguistics, created
fertile ground for the rise of a new area of research called argumentation (or
argument) mining (AM).

The growing excitement in this area is tangible. The initial studies started to
appear only a few years ago in specific domains such as legal texts, online reviews
and debate [28, 38, 7]. In 2014 alone there have been no less than three interna-
tional events on argumentation mining.1 While research on this topic is gaining

1 The First ACL Workshop on Argumentation Mining, http://www.uncg.edu/cmp/
ArgMining2014/, SICSA Workshop on Argument Mining: Perspectives from Infor-
mation Extraction, Information Retrieval and Computational Linguistics http://

www.arg-tech.org/index.php/sicsa-workshop-on-argument-mining-2014/, and
the BiCi Workshop on Frontiers and Connections between Argumentation Theory
and Natural Language Processing, http://www-sop.inria.fr/members/Serena.

Villata/BiCi2014/frontiersARG-NLP.html
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visibility at major artificial intelligence and computational linguistics confer-
ences, major commercial players have also joined in, as IBM recently funded a
multi-million, multi-year cognitive computing project whose core technology is
AM.2 But what is AM and what makes it so popular?

The main goal of AM is to automatically extract arguments from generic
textual corpora, in order to provide structured data for computational models
of arguments and reasoning engines.

The self-evident application potential of AM is one reason for its growing
popularity. From an application perspective, AM could be considered in some
respects as an evolution of sentiment analysis: [20] state that, while the goal of
opinion mining is to understand what people think about something, the aim of
argumentation mining is to understand why, thus unveiling reasoning processes,
rather than just detecting opinions and sentiment. Besides, more or less ab-
stract computational argumentation models and theories now seem closer than
ever to the “real world” and the community seems eager to contribute to the
creation of significant domains where very expressive models and efficient algo-
rithms developed in recent years can be tested and applied. Another reason of its
rapid expansion is that AM poses a scientifically engaging challenge, especially
from a machine learning (ML) perspective. Indeed, AM is a difficult NLP task
that merges together many different components, such as information extrac-
tion, knowledge representation, and discourse analysis. This is also creating new
opportunities in the computational argumentation community. Advanced statis-
tical and subsymbolic reasoning methods have never been so tightly conjugated
with a discipline, whose roots are in symbolic AI.

Most notably, we see AM as a source of new opportunities for the formal
argumentation community, drawing a bridge between formal models and theories
and argumentative reasoning as it emerges from everyday life.

Due to the novelty of this research domain, at the present stage AM is not
a well-defined problem with clear boundaries. On the contrary, AM is rather a
broad umbrella for a new set of challenges where many different understandings
coexist and contribute towards a common yet underspecified objective. However,
there are already many interesting results, and we feel that time is ripe for
attempting an initial roadmap.

The aim of this article is thus to discuss achievements and challenges in AM
from an ML angle. Our ambition is to help making this new domain accessible
to scholars that do not necessarily have a computational argumentation back-
ground. For this reason, we will start by introducing models that, despite be-
ing well-known in computational argumentation, are crucial design choices that
greatly influence the ML problem formulation. We will then proceed to review
relevant ML techniques and discuss challenges that AM poses to ML research.

2 More about IBM Debating Technologies at http://researcher.watson.ibm.com/

researcher/view_group.php?id=5443
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2 Problem formulation

The discipline of argumentation has ancient roots in dialectics and philosophy, as
that branch of knowledge dedicated to the study and analysis of how statements
and assertions are proposed and debated, and conflicts between diverging opin-
ions are resolved [3]. Starting from the pioneering works by Pollock [33], Simari
and Loui [39], and Dung [12], among others, models of argumentation have also
spread in the area of AI, especially in connection with knowledge representation,
non-monotonic reasoning, and multi-agent systems research, giving rise to a new
field named “computational argumentation.”

The two main approaches in computational argumentation are called abstract
argumentation, and structured argumentation. The former is rooted in Dung’s
work, and it considers each argument as an atomic entity without internal struc-
ture. It thus provides a very powerful framework to model and analyze “attack”
relations between arguments, or sets of them, which may or may not be justi-
fied according to some semantics. The latter proposes an internal structure for
each argument, described in terms of some knowledge representation formalism.
Structured argumentation models are those typically employed in AM, as defin-
ing the structure of an argument is crucial, when the goal is to extract portions
of arguments from natural language.

Because there are many significant proposals for structured argumentation
[4], it is impossible to give a single formal, universally accepted definition of
structured argument. A simple and intuitive description of an argument is given
by Walton as a set of statements consisting in three parts: a conclusion, a set of
premises, and an inference from the premises to the conclusion [44]. Besides this
basic premise/conclusion argument model, other noteworthy models are due to
Tuolmin [43] and Freeman [14]. A rather comprehensive account of argumenta-
tion models under an argument analysis perspective is given by Peldszus and
Stede [32].

In the literature, conclusions are sometimes referred to as claims, premises are
often called evidence or reasons, and the link between the two, i.e., the inference,
is sometimes called the argument itself. An example of sentence containing a
claim is hereby shown (taken from the IBM corpus, described in Section 4):

Health risks can be produced by long-term use or excessive doses of anabolic steroids

while a premise supporting that claim is given by the following sentence (again,
taken from the same corpus):

A recent study has also shown that long term AAS users were more likely to have

symptoms of muscle dysmorphia.

The term argumentation has historically referred to the process of constructing
arguments and, since the advent of computational argumentation, to the process
of determining the set of justified conclusions of a set of arguments. However, ar-
gumentation mining and argument mining are often used interchangeably and in
a broad sense, as the field yet retains a strong element of conceptual exploration.
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The task of detecting the premises and conclusion of an argument, as found
in a text of discourse, is typically referred to as detection or identification [44].
More specific sub-tasks are claim detection and evidence detection [24].

Being this a young research domain, not only its definitions but also its
approaches and targets vary widely. Some research aims at extracting the ar-
guments from generic unstructured documents, which is a fundamental step in
practical applications [24], whereas other starts from a given set of arguments
and focuses on aspects such as the identification of attack/support [10] or entail-
ment [8] relations between them, or on the classification of argument schemes
[13] in the sense of Walton et al. [45].

In the next section we will review ML methods for the task of automatically
extracting arguments from text.

3 Methods

Since the emergence of the research area of argumentation mining, several method-
ologies have been developed to address this challenging, multi-faceted task. Due
to the complexity of the problem, which embraces many different concepts at
the intersection of artificial intelligence, computational linguistics, and knowl-
edge representation, all the proposed approaches have to deal with a variety of
strictly intertwined sub-tasks. This intrinsic heterogeneity makes argumentation
mining an extremely engaging application for machine learning, by involving as-
pects of natural language processing and understanding, information extraction,
feature discovery and discourse analysis. All the argument mining frameworks
proposed so far can be described as multi-stage pipeline systems, whose input is
natural, free text document, and whose output is a mark-up document, where ar-
guments (or parts of arguments) are annotated. Each stage addresses a sub-task
of the whole argumentation mining problem, by employing one or more machine
learning and natural language processing methodologies and techniques.

3.1 Argumentative sentence detection

A first stage usually consists of detecting which sentences in the input document
are argumentative, which means that they contain an argument, or part thereof.
This task is typically implemented by a machine learning classifier. A common
implementation consists of training a binary classifier, with the goal of simply
discarding propositions that are not argumentative, while a second classifier at
a later stage in the pipeline will subsequently be trained to distinguish among
various argument components (e.g., claims from premises). Alternatively, a single
multi-class predictor could be employed to discriminate between all the possible
categories of argument elements.

In both cases, two crucial issues within this step involve (1) the choice of
the classifier, and (2) the features to be used to describe the sentences. As
for the adopted machine learning classifiers, many works in the literature so
far have made attempts to compare several approaches, including Näıve Bayes
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classifiers [28, 30], Support Vector Machines (SVM) [28, 30], Maximum Entropy
classifiers [28], Logistic Regression [24], Decision Trees and Random Forests [41].
The obtained results are in some cases conflicting, as for example in [28] the SVM
model performs worse than Näıve Bayes, while in [41] the opposite happens. As
a matter of fact, the vast majority of the aforementioned approaches have been
based on classic, off-the-shelf classifiers, while all the effort has been focused
on the creation of a set of highly engineered features, sometimes also obtained
as the outcome of other external predictors [24]. It is therefore not surprising
that the key element for achieving good performance has shown to be the choice
of the features, rather than the machine learning algorithm: in fact, in several
cases, different classifiers trained with the same feature sets lead to very similar
performance.

Many works employ classical features for text representation, including bag-
of-words representations of sentences, word bigrams and trigrams, part-of-speech
information obtained with some statistical parser, information on punctuation,
verb tenses and the use of some pre-determined list of key phrases [28, 41]. An
example fed to the machine learning classifier is therefore a sentence, typically
represented as a vector x of k features x = {x1, . . . , xk}, where xj indicates the
value of the j-th feature. In the formalism of bag-of-words, also extended to
bigrams and trigrams, the j-th feature can indicate, for example, the presence,
within the sentence, of the j-th word (or bigram, or trigram) of the dictionary.
Yet, this classic and still widely used approach has the limitation that it does
not capture the semantic similarity between different words, but only counts
common terms in order to measure the similarity between two sentences. In this
sense, for example, two terms such as argue and believe are orthogonal, and
therefore they are as different as argue and eat. More advanced features try to
incorporate linguistic and semantic information on the most informative words
(typically verbs and nouns) in order to capture such similarities, by employing
onthologies such as WordNet [24]. Some additional features are also used to
mark the presence of certain syntactical descriptors, with the aim to detect
recurrent structural patterns, but these methods are prone to overfitting, as they
are typically well-suited for the corpus they have been constructed on. Even more
sophisticated features include sentiment analysis indicators, subjectivity scores
of sentences, dictionaries of keywords or keyphrases highly informative of the
presence of an argument [24]. Also in this case, the risk of obtaining methods
that are not able to generalize to different corpora is certainly not negligible,
and, as a matter of fact, almost no method so far has been extensively tested on
a variety of different corpora.

Another key problem within this context is whether it is convenient to build
systems that need to employ contextual information to detect argumentative
sentences. The approach developed at IBM Research in Haifa, as a part of the
Debater project, makes a strong use of the topic information (given in advance)
when attempting to extract arguments [24]. Also in other specific applicative
scenarios, as in the case of legal documents [28], features are very often highly
dependent on the domain. While the use of contextual information is certainly
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a crucial piece of information which is likely to provide significant advantages
in the performance of the system in those domains, it is worth remarking that
this is another element which could greatly limit the general applicability of the
system across different contexts.

In a recent work [25] we propose to overcome these issues by employing an
SVM based on structured kernels built upon constituency parse trees to identify
sentences containing claims. Basically, the similarity between the structure of
the parse trees is used in order to measure the similarity between sentences. In
this way, the rhetorical structure of sentences is automatically captured by the
implicit feature space, without the need of manually specifying the feature set,
and without resorting to explicit contextual information.

Previous work by Rooney et al. [36] also considers kernel methods for an
AM task. However, it only uses the sequence of parts-of-speech tags without
exploiting the powerful representation of parse trees. The authors use their own
tagging of the AraucariaDB (see Section 4).

3.2 Argumentative element detection

Once the non-argumentative sentences have been discarded by the first stage
of the pipeline, it is necessary to exactly detect the argumentative elements,
sometimes also called Argumentative Discourse Units (ADUs) [32]. Clearly, this
phase greatly depends on the underlying adopted argument model, since the AM
system must be capable of discriminating all the possible argumentative elements
in the considered model: for example, claims from premises in the case of the
premises/conclusion model, but also warrants, backings, qualifiers and rebuttals
when dealing with the Toulmin model. Due to its simplicity and generality, the
premises/conclusion model is usually adopted in the existing AM systems. Yet,
a recent work by Harbenal et al. [20] argues that different argumentation models
could be better suitable for different application domains. For this reason, they
employ the Toulmin model for the annotation of a corpus of web documents
collected from blogs, forums, and news.

Regardless of the considered argument model, in addition to the distinc-
tion amongst elements, a so-called segmentation problem has to be addressed
at this stage of the AM pipeline, since not necessarily a whole sentence exactly
corresponds to an argument element. Three different cases can in fact be distin-
guished:

1. only a portion of the sentence coincides with an argumentative element;
2. two or more argumentative elements can be present within the same sentence;
3. an argumentative element can span across multiple sentences.

For example, in tha case of claim, the following sentence (IBM corpus) falls
into the first category:

A significant number of republicans

assert that hereditary monarchy is unfair and elitist.
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where the annotated claim is highlighted in italics. An example of a premise
spanning more than a single sentence is given by the following case (still from
IBM corpus):

When New Hampshire authorized a state lottery in 1963, it represented a major shift

in social policy. No state governments had previously directly run gambling

operations to raise money. Other states followed suit, and now the majority of the

states run some type of lottery to raise funds for state operations.

Most of the existing methods assume only one of the above possibilities, and
they address the segmentation problem as a separate stage from the extraction
of argumentative sentences [28, 24].

However, different solutions could in principle be exploited, for example re-
sorting to structured output classifiers or to statistical relational learning mod-
els, which are capable of performing collective classification on a set of examples,
rather than considering each of them independently. This framework allows to
consider relationships and dependencies between examples and has shown to be
a crucial element in many machine learning tasks on structured data [16]. A
first step in this direction is observed in [18] and [31], where conditional random
fields are used to perform the segmentation task for argumentative elements.

Multi-class classification systems similar to the ones described in the previ-
ous section are typically employed to discriminate amongst different elements,
but sometimes they do not properly address the segmentation task [41]. In other
cases, clauses (sub-sentences) resulting from the parsing of a sentence are consid-
ered as boundaries [28], or maximum likelihood systems are employed to identify
the most probable boundaries of the argumentative elements [24].

3.3 Argumentative structure prediction

After the detection of the argumentative elements, a further stage in the pipeline
has the aim to predict links between arguments, or argument components. As
customary in machine learning, we speak in this case of prediction rather than
detection, because the target of the classification is not a specific portion of the
input document, but rather a connection (or link) between them. If the desired
output consists in finding the relations only between argumentative elements,
then the system will produce a sort of map of the arguments retrieved in the input
texutal document. Another possibility is also to infer the connections between
arguments, in which case support and attack relations have to be distinguished.
This second point is a very important step, as the output of the argumentation
mining system could be used as an input to a formal argumentation framework,
so that different semantics could be applied to identify sets of arguments with
desired characteristics.

As in the previous steps of the AM pipeline, even for structure prediction
the implementation choices strongly depend on the underlying argument model.
When considering a premises/conclusion model, for example, the task of infer-
ring connections between claims and premises can be seen as a link prediction
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problem within a bipartite graph. With a more complex model, such as the
Toulmin model, the link categories that can be predicted clearly grow, and more
fine-grained predictors have to been designed, in order to correctly predict the
connections between all the elements. It is also worth noting that some argu-
mentative elements can also be implicit within the original textual document:
this is the case, for example, of enthymemes, or even of implicit warrants in the
Toulmin model, corresponding to unsaid assumptions. Therefore, the argumen-
tative structure prediction phase should, in principle, be able also to detect such
implicit elements and add them to the model: from a machine learning point of
view, this is a highly challenging task, and currently no attempt has been made
in this direction. A possible reference model for constructing enthymemes was
proposed in [5].

In some cases, further simplifications can be modeled: in the work devel-
oped at the IBM Haifa Research Group, for example, premises (which they call
evidence) are labeled given a certain claim [1]. In this way, the information re-
garding the claim can be used when detecting the evidence, and therefore there is
no need to further predict the structure links, which are obtained (by definition)
when predicting the evidence. In [41], a claim-premise model based on the work
by Freeman [14] is adopted, and thus attack/support links between argumenta-
tive elements are predicted using a plain SVM binary classifier. In the context of
legal documents, [28] adopt a manually-constructed context-free grammar to pre-
dict relations between argumentative entities: this is a strongly domain-specific
approach, based on the common structures of legal texts, which could hardly
be applied to different applicative scenarios. Another quite popular approach is
based on Textual Entailment (TE) [6] and aims to understand whether between
two extracted argumentative elements there exists an entailment relation.

4 Corpora

It is quite obvious that the whole process of argument mining with machine
learning and AI techniques requires a collection of annotated documents, to be
used as a training set for any kind of predictor. Constructing annotated corpora
is, in general, a complex and time-consuming task, which requires to commit
costly resources such as teams of experts, so that homogeneous and consistent
annotations can be obtained. This is particularly true for argumentation mining,
as the identification of argument components, their exact boundaries, and how
they relate to each other can be quite complicated (and controversial!) even for
humans. Moreover, very often the existing data sets have been built with slightly
different goals or for some specific aim, and therefore they cannot always be used
within all machine learning approaches.

As an example, several annotated corpora have been constructed for the goal
of analyzing arguments and their relations: among those, it is worth mentioning
the collections maintained by the University of Dundee3, that aggregate many

3 http://corpora.aifdb.org/
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datasets–including, notably, AraucariaDB– with annotated argument maps, in
a variety of standardized formats, or the NoDE benchmark data base [9] which
contains arguments obtained from a variety of sources, including Debatepedia4

and ProCon5. Yet, due to the goal they were built for, these corpora lack the non-
argumentative parts which are necessary as negative examples for the training
of some kind of discriminative machine learning classifier.

Furthermore, most of the argumentation mining systems proposed so far
have been mainly used in pilot applications in specific domains only, where a
few annotated corpora exist. Law has been the pioneering application of argu-
mentation mining, and certainly among the most successful ones, with the work
by Mochales Palau and Moens [28] on the European Court of Human Rights
(ECHR) dataset for the extraction of claims and their supporting premises from
a collection of structured legal documents. More recently, also the Vaccine/Injury
Project (V/IP) [2] was carried out, with the goal of extracting arguments from a
set of juridical cases involving vaccine regulations. Unfortunately, these corpora
are not publicly available.

A new trend which is recently gaining attention is that of creating annotated
data sets from biology and medicine texts [19, 21]. This could be an extremely
important step towards building ontologies and knowledge bases describing the
links between either symptoms and diseases, or between genes and diseases, or
even to assist personalized medicine prescriptions.

Rhetorical, philosophical and persuasive essays represent another interesting
case study. The creation of a corpus from a collection of 19th century philosoph-
ical essays was proposed in [22]. A limited-scope but well-documented data set
was proposed by Stab and Gurevych [40] as a collection of 90 persuasive essays.
The topics covered are very heterogeneous, and annotations include premises,
claims and major claims (one in each essay for the latter). Due to the nature of
the data, and to the annotation guidelines, only a few sentences in the corpus
are non-argumentative. Being specifically designed for the analysis of persuasive
essays, this corpus would likely not be the most appropriate choice for a training
set, if the goal were to generalize to other kinds of data sources. These essays
are in fact annotated, besides claims and premises, also with “major claims”
(one per essay), that are highly domain-specific tags, being often detected by
employing dedicated features, such as the position of the sentence within the
essay.

A much larger data set is currently being developed at IBM Research [1],
starting from plain text in Wikipedia pages. The purpose of this corpus is to
collect context-dependent claims and evidence facts (i.e., premises), which are
relevant to a given topic. The data set currently covers 33 topics, for a total of
315 Wikipedia articles. The data set is large but also very unbalanced, as it con-
tains about 2,000 argumentative entities (claims or evidence) over about 40,000
sentences, and is therefore an extremely challenging benchmark. An approach

4 http://www.debatepedia.com
5 http://www.procon.org
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to context-dependent claim detection on this corpus was proposed in [24], while
a context-independent approach was applied in [25] for the same dataset.

Additional datasets were recently collected from online resources, includ-
ing online reviews, blogs, and newspapers. Two of them have been developed
by [37], for the task of extracting so-called opinionated claims: they consist
in 285 LiveJournal blogposts and 51 Wikipedia discussion forums, respectively.
Each dataset consists of 2,000 sentences. Another well-annotated corpus was de-
veloped by [20], to model arguments following a variant of the Toulmin model.
This dataset includes 990 instances, 524 of which are labeled as argumentative.
A final smaller corpus of 345 examples is annotated with finer tags. The au-
thors report the annotation procedure in detail, together with a review of the
inter-agreement evaluation procedures of other existing corpora.

Finally, data collected by web sources have been used also in [18], but unfor-
tunately they are not publicly available.

5 Challenges

The great excitement ongoing in the AM research field poses a variety of chal-
lenges and opportunities from the point of view of ML.

Owing to the only recent growth of the area, there is still a lack of gen-
eral agreement regarding the models which should be adopted to build an AM
system. Although one could argue that the intrinsic heterogeneous nature of
data sources and application domains makes it difficult to propose a single and
general model to be adopted in many contexts, yet we believe that some clar-
ifications should be made in order to pose guidelines for the constructions of
corpora. An attempt in this direction has certainly been made by the works
in [24, 20]. This process would bring a twofold benefit also on the ML side.
First of all, it would allow more appropriate comparisons between different algo-
rithms and techniques, as the same performance measurements could be applied
to compare different approaches. Secondly, such a framework would also help the
development of more general and context-independent methodologies, capable
of performing AM on different kinds of data sources, since a novel system could
be applied across different domains, exploiting what in ML is typically referred
to as transfer learning [29].

From a more technical point of view, it is clear that, up to now, ML method-
ologies so far have been applied in AM pipelines only as off-the-shelf black boxes,
while very often devolving upon sophisticated features the performance of the
whole systems. We believe that the time is ripe to move the ML contributions to
AM a step forward, by trying more advanced algorithms, or even by developing
specific approaches. Within this context, a crucial contribution will likely come
from statistical relational learning, a recent area of ML dedicated to handling
relational and structured data. The idea driving this research field is that re-
lations between patterns often represent crucial information to build classifiers
with high performance. When data is represented in a structured form, as it
happens with the sequentiality of text, or with the graphical structure of argu-
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ment maps, the potential of this kind of methodology is evident. Many of the
approaches developed within this field also exploit logic formalisms to describe
the domain of interest, thus allowing the embedding of background knowledge
in the form of predicates and logic clauses. The success of statistical relational
learning in relevant tasks somehow related to AM, such as link discovery in so-
cial and biological networks [17], information extraction and entity resolution
in textual corpora [11, 34], sequence tagging and sentence parsing [35] offers an
additional very strong motivation. Another area of machine learning which could
indeed contribute to AM is active learning, where the learning systems actively
asks for supervisions rather than being given in advance a fixed, static batch
of supervised data. Active learning approaches have shown interesting results
in several natural language processing applications [42] and thus they could be
successfully applied also to some steps in the AM pipeline, being particularly
useful when annotated data are hard to collect.

Last but not least, the AM community should certainly not ignore the huge
impact that deep learning is currently bringing within artificial intelligence. Mod-
els based on deep architectures have obtained breakthrough results on a wide
variety of applications, ranging from speech recognition and computer vision,
up to natural language processing and understanding (e.g., see [23] and refer-
ences therein). By dominating the ML scene in the last years, deep learning
approaches are with no doubt among the novel methodologies which could bring
decisive contributions to AM systems.

6 Conclusions

Argumentation mining represents a novel, exciting application domain for ma-
chine learning. Nevertheless, despite some promising initial results, there is still
a lot of work to be done, in order to exploit all the potential of ML approaches
within the AM community, and to build successful applications to be employed
as an input to formal argumentation frameworks.

While other surveys have been dedicated to the modeling aspect of the AM
tasks [32], this is the first step towards a more principled formulation of the
problem from the ML point of view. In particular, this paper represents a first
attempt to highlight challenges and opportunities for ML systems in this new
research field.

We argue that current approaches too often rely on methodologies that de-
mand a great deal of effort in the development of powerful but highly domain-
dependent features, and are thus difficult to generalize.

Moreover, we believe that a major obstacle to progress in AM is the lack of
a standardized methodology for annotating relevant corpora. We find that most
works define their own labeled corpora, hindering comparison between various
approaches on the same dataset and between the performance of approaches
across datasets.

We thus argue that a major effort should be put into the construction of
annotated corpora that meet the needs of ML algorithms. In particular, if (as
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we believe) identifying relations between different arguments and between dif-
ferent argument elements is a valuable output of prospective AM applications,
then corpora should contain all the necessary annotations. As a matter of fact,
argumentation structure prediction is, at the time of writing, the stage in the
AM pipeline that has produced least results.

Finally, the methods we reviewed mostly target homogeneous and domain-
specific data sources. An interesting direction could be developing AM techniques
capable of handling heterogeneous data sources, as well as relational and struc-
tured data.
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