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Computational Algorithms for Closed Queueing Networks with Exponential Servers
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Methods are presented for computing the equilibrium distribution of customers in closed queueing networks with exponential servers. Expressions for various marginal distributions are also derived. The computational algorithms are based on two-dimensional iterative techniques which are highly efficient and quite simple to implement. Implementation considerations such as storage allocation strategies and order of evaluation are examined in some detail.
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## Introduction

A queueing network is a collection of service facilities organized in such a way that customers must proceed from one facility to another in order to satisfy their service requirements. Expressions for the equilibrium distribution of customers in such networks have been obtained by Jackson [5] and by Gordon and Newell [4]. This paper examines some computational aspects of
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the basic equilibrium distributions as well as certain marginal distributions which can be derived from them.

The queueing networks being considered in this discussion are closed in the sense that neither arrivals nor departures are permitted; instead a fixed number of customers circulate through the network at all times. Following the notation of Gordon and Newell, consider a closed queueing network containing $M$ service facilities and $N$ circulating customers. Note that the state of such a network can be described by a vector $\underline{n}=\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \ldots, \mathrm{n}_{M}\right)$ where $n_{i}$ is the number of customers present at the $i$ th facility $\left(\sum_{i=1}^{M} n_{i}=N\right)$.

Assume that the service time for a customer at the $i$ th facility is given by an exponentially distributed random variable with mean $1 / \mu_{i}$, and also assume that the probability a customer will proceed to the $j$ th facility after completing a service request at the $i$ th facility is equal to $p_{i j}$ for $i, j=1,2, \ldots, M$. It then follows from Gordon and Newell [4, p. 258] that the equilibrium distribution of customers in the network is given by
$P\left(n_{1}, n_{2}, \ldots, n_{M}\right)=\frac{1}{G(N)} \prod_{i=1}^{M}\left(X_{i}\right)^{n_{i}}$,
where $\left(X_{1}, X_{2}, \ldots, X_{M}\right)$ is a real positive solution to the eigenvector-like equations
$\mu_{j} X_{j}=\sum_{i=1}^{M} \mu_{i} X_{i} p_{i j}, \quad 1 \leq j \leq M$,
and $G(N)$ is a normalizing constant defined so that all the $P\left(n_{1}, n_{2}, \ldots, n_{M}\right)$ sum to one. That is,
$G(N)=\sum_{\underline{n} \in S(N, M)} \prod_{i=1}^{M}\left(X_{i}\right)^{n_{i}}$,
where

$$
\begin{align*}
S(N, M) & =\left\{\left(n_{1}, n_{2}, \cdots, n_{M}\right) \mid \sum_{i=1}^{M} n_{i}\right. \\
& \left.=N \text { and } n_{i} \geq 0 \forall_{i}\right\} . \tag{4}
\end{align*}
$$

Note that the summation in eq. (3) is taken over all $\left({ }_{N}^{M+N-1}\right)$ possible system states $\left(n_{1}, n_{2}, \ldots, n_{M}\right)$.

The solution presented in eq. (1) is actually a special case of the results obtained by Jackson and by Gordon and Newell since it is assumed in (1) that a facility's mean service time is independent of the number of customers present. Networks containing facilities with load dependent service times have somewhat different computational aspects and will be treated in a separate section of this paper.

## Derived Distributions

A thorough analysis of a queueing network model often requires the evaluation of expressions that are dependent upon the basic distribution given in eq. (1). For example, it is sometimes necessary to obtain the probability that there are exactly $k$ customers present at the $i$ th facility. This probability can be expressed as

| Communications | September 1973 <br> of <br> the ACM |
| :--- | :--- |
| Volume 16 |  |
| Number 9 |  |

Communications
Volume 16
Number 9

$$
\begin{equation*}
P\left(n_{i}=k\right)=\sum_{\substack{n \in S(N, M) \\ \& n_{i}=k}} P\left(n_{1}, n_{2}, \ldots, n_{M}\right) . \tag{5}
\end{equation*}
$$

Rather than evaluating eq. (5) directly it is useful to first consider

\[

\]

It then follows immediately that

$$
\begin{align*}
P\left(n_{i}\right. & =k) \\
& =\frac{\left(X_{i}\right)^{k}}{G(N)}\left[G(N-k)-X_{i} \cdot G(N-k-1)\right] \tag{7}
\end{align*}
$$

where it is assumed that $G(n)$ is defined as zero for $n<0$.

Note that eq. (6) is of interest in its own right since, for $k=1$, it yields the probability that the $i$ th service facility is active (i.e. not idle). It also follows directly from eq. (6) that $E\left[n_{i}\right]$, the expected number of customers present at the $i$ th facility, is given by
$E\left[n_{i}\right]=\sum_{k=1}^{N}\left(X_{i}\right)^{k} \frac{G(N-k)}{G(N)}$.
Hence, once the values of $G(1), G(2), \ldots, G(N)$ have been calculated it is possible to use eqs. (1), (6), (7), and (8) to efficiently compute a number of potentially useful network characteristics.

## Computation of $\boldsymbol{G}(N)$

It has already been noted that the expression for $G(N)$ presented in eq. (3) involves the summation of $\left({ }_{N}^{M+N-1}\right)$ terms, each of which is a product of $M$ factors which are themselves powers of the basic quantities (i.e. the $X_{i}$ 's). Despite the apparently large number of arithmetic operations involved, there exists a simple iterative algorithm which computes the entire set of values $G(1), G(2), \ldots, G(N)$ using a total of $N \cdot M$ multiplications and $N \cdot M$ additions.

To derive this algorithm it is necessary to first define one auxiliary function. Assuming that $X_{1}, X_{2}, \ldots, X_{M}$ are given, let
$g(n, m)=\sum_{n \in S(n, m)} \prod_{i=1}^{m}\left(X_{i}\right)^{n_{i}}$.
Note that $G(N)$ as defined in eq. (3) is equal to $g(N, M)$ and, in fact, $g(n, M)=G(n)$ for $n=0,1, \ldots, N$.

Next observe that for $m>1$ and $n>0$

$$
\begin{align*}
g(n, m) & =\sum_{\substack{n \in S(n, m) \\
\& n_{m, 0}}} \prod_{i=1}^{m}\left(X_{i}\right)^{n_{i}}+\sum_{\substack{n \in \in\left(n_{n}, m\right) \\
\& n_{m}}} \prod_{i=1}^{m}\left(X_{i}\right)^{n_{i}} \\
& =g(n, m-1)+X_{m} \cdot g(n-1, m) . \tag{10}
\end{align*}
$$

Also,
$g(n, 1)=\left(X_{1}\right)^{n}$ for $n=0,1, \cdots, N$,
and
$g(0, m)=1 \quad$ for $m=1,2, \cdots, M$.
The iterative relationship specified in eq. (10), together with the initial conditions given in eq. (11), completely defines the algorithm for $g(n, m)$. The algorithm is represented schematically in Table I, which illustrates that each interior value of $g(n, m)$ is obtained by adding together the value immediately to its left and the value immediately above multiplied by the corresponding column variable (i.e. $X_{m}$ ). Observe that the leftmost column will be properly initialized if it is assumed that there is a column of zeros immediately to the left of that column at the start of the algorithm.

Note that the ultimate objective of the algorithm is to determine the value in the lower right-hand corner of the table since this corresponds to $g(N, M)=G(N)$. However the entire rightmost column is of interest since $g(n, M)=G(n)$ for $n=0,1, \cdots, N$. Thus the values of $G(n)$ for $n<N$ are natural by-products of the computation of $G(N)$.

Table I is slightly misleading since it creates the impression that it is necessary to store the entire $N$-by- $M$ matrix of values of $g(n, m)$ in order to obtain the values of interest in the rightmost column. In fact it is never necessary to store more than $N$ values at any given time provided the iteration begins with the cell in the upper left-hand corner of the table and proceeds by moving down one column at a time as indicated in Table II. Note that when the algorithm terminates, the final values of $C_{1}, C_{2}, \ldots, C_{N}$ will correspond precisely to the values in the rightmost column of Table I.

When implementing the algorithm as a subroutine it may be assumed that the $X_{m}$ 's are computed elsewhere and passed as parameters. The subroutine itself can then be extremely simple. All it need do is initialize the $C_{n}$ 's so that $C[0]=1$ and $C[n]=0$, for $n=1,2, \ldots$, $N$, and then carry out the following computation:

```
for m:= 1 step 1 until M do
for n:= 1 step 1 until N do
    C[n]:=C[n]+X[m]\timesC[n-1];
```

Note that each evaluation of $C[n]$ requires one addition and one multiplication. Since $C[n]$ is evaluated a total of $N \cdot M$ times during the course of the algorithm, $N \cdot M$ additions and $N \cdot M$ multiplications are required for the computation of $G(1), G(2), \ldots, G(N)$.

## Networks with Load Dependent Servers

It has already been mentioned that the networks considered thus far are actually a subset of the more general class of networks treated in [4] and [5]. In the more general case it is assumed that the service time for a customer being processed by the $i$ th service facility at a time when there are a total of $n_{i}$ customers present at
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that facility is given by an exponentially distributed random variable with mean $\left[a_{i}\left(n_{i}\right) \cdot \mu_{i}\right]^{-1}$. The networks considered in the preceding sections of this paper thus correspond to the case where $a_{i}(k)=1$ for all $i$ and $k$; in the discussion that follows it will instead be assumed that each $a_{i}$ is a completely arbitrary function subject only to the constraint that $a_{i}(k)>0$, for $k>0$.

Before presenting an expression for the equilibrium distribution of customers in such networks it is necessary to define one set of auxiliary functions.
Let
$A_{i}(k)= \begin{cases}1 & \text { if } k=0 \\ \prod_{j=1}^{k} a_{i}(j) & \text { if } k>0\end{cases}$
for $i=1,2, \ldots, M$.
It then follows from a minor extension to Gordon and Newell [4, p. 258] that the equilibrium distribution of customers in networks with load dependent servers is given by
$P\left(n_{1}, n_{2}, \ldots, n_{M}\right)=\frac{1}{G(N)} \prod_{i=1}^{M}\left[\left(X_{i}\right)^{n_{i}} / A_{i}\left(n_{i}\right)\right]$,
where the $X_{i}$ 's are defined by eq. (2) and the normalizing constant is defined in a manner analogous to eq.
(3) as
$G(N)=\sum_{\underline{n} \in S(N, M)} \prod_{i=1}^{M}\left[\left(X_{i}\right)^{n_{i}} / A_{i}\left(n_{i}\right)\right]$.
The computation of $G(N)$ is slightly more complex in this case. Again, it is useful to begin by defining an auxiliary function $g(n, m)$.

| Table I. Algorithm Operation |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $X_{1}$ | $X_{2}$ | $\ldots$ | $X_{m}$ | $\ldots$ | $X_{M}$ |
| 0 | 1 | 1 | $\cdots$ | 1 | $\ldots$ | 1 |
| 1 | $X_{1}$ |  |  |  |  |  |
| 2 | $\left(X_{1}\right)^{2}$ |  |  |  |  |  |
| 3 | $\left(X_{1}\right)^{3}$ |  |  |  |  |  |
| $\vdots$ | $\vdots$ |  |  | $g(n-1, m)$ |  |  |
|  |  |  |  | $\downarrow \cdot X_{m}$ |  |  |
| $n$ | $\left(X_{1}\right)^{n}$ |  | $g(n, m-1) \rightarrow g(n, m)$ |  |  |  |
| $\vdots$ | $\vdots$ |  |  |  | $g(N \cdot M)$ |  |


|  | $X_{1}$ | $X_{2}$ | ... | $X_{m}$ | $\ldots$ | $X_{M}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | $\ldots$ | 1 | . | 1 |
| 1 |  |  |  | $C_{1}$ |  |  |
| 2 |  |  |  | $C_{2}$ |  |  |
| 3 |  |  |  | $C_{3}$ |  |  |
| $\vdots$ |  |  |  | $\vdots$ |  |  |
| $n-1$ |  |  |  |  | $\leftarrow \mathrm{mo}_{\text {val }}$ | rece |
| $n$ |  |  | $C_{n}$ |  | $\leftarrow \text { ne, }$ | valu |
| $n+1$ |  |  | $C_{n+1}$ |  |  | $\begin{aligned} & \text { will b } \\ & -X_{m} . \end{aligned}$ |
| $\vdots$ |  |  | $\vdots$ |  |  |  |
| $N$ |  |  | $C_{N}$ |  |  |  |

Let
$g(n, m)=\sum_{\underline{n} \in S(n, m)} \prod_{i=1}^{m}\left[\left(X_{i}\right)^{n_{i}} / A_{i}\left(n_{i}\right)\right]$.
As before, $g(n, M)=G(n)$ for $n=0,1, \ldots, N$.
Next observe that for $m>1$

$$
\begin{align*}
g(n, m) & =\sum_{k=0}^{n}\left[\sum_{\substack{n \in S(n, m) \\
\& n_{m}=k}} \prod_{i=1}^{m}\left[\left(X_{i}\right)^{n_{i}} / A_{i}\left(n_{i}\right)\right]\right] \\
& =\sum_{k=0}^{n} \frac{\left(X_{m}\right)^{k}}{A_{m}(k)}\left[\sum_{\underline{n} \in S(n-k, m-1)} \prod_{i=1}^{m-1}\left[\left(X_{i}\right)^{n_{i}} / A_{i}\left(n_{i}\right)\right]\right] \\
& =\sum_{k=0}^{n} \frac{\left(X_{m}\right)^{k}}{A_{m}(k)} g(n-k, m-1) \tag{16}
\end{align*}
$$

It is also immediate from eq. (15) that
$g(n, 1)=\frac{\left(X_{1}\right)^{n}}{A_{1}(n)} \quad$ for $n=0,1, \ldots, N$,
and
$g(0, m)=1 \quad$ for $m=1,2, \ldots, M$.
Equations (16) and (17) play the same role in defining the algorithm for the evaluation of eq. (15) that eqs. (10) and (11) do in the case of eq. (9). That is, eq. (17) defines the initial values of $g(n, m)$ and eq. (16) defines the basic iterative step.

Table III provides a schematic representation of the algorithm for the load dependent case. A simple visual comparison with Table I illustrates the greater complexity of the load dependent algorithm. To compare the complexity of the two algorithms on a more quantitative basis, note that the computation of a particular value of $g(n, m)$ in Table III will require $n$ additions, $n$ divisions and $2 n$ multiplications if the computation is

carried out as follows:
$Y:=1$;
$g[n, m]:=g[n, m-1] ;$
for $k:=1$ step 1 until $n$ do
begin $Y:=Y \times X[m]$;
$g[n, m]:=g[n, m]+g[n-k, m-1] \times Y / A[m, k]$
end;
Each complete column of $N$ values of $g(n, m)$ thus requires $N(N+1) / 2$ additions, $N(N+1) / 2$ divisions and $N(N+1)$ multiplications. It then follows that the evaluation of all $M$ columns of Table III requires $M N(N+1) / 2$ additions and divisions and $M N(N+1)$ multiplications, which is a total of $2 M N(N+1)$ arithmetic operations.

In contrast the evaluation of all $M$ columns in Table I requires only $M \cdot N$ additions and $M \cdot N$ multiplications as has already been demonstrated. Thus, when eq. (16) is used in place of eq. (10) to evaluate $G(N)=$ $g(N, M)$, the total number of required arithmetic operations increases by a factor of $N+1$.

The initialization procedure for the leftmost column in Table III is almost identical to the procedure used in Table I. That is, the leftmost column in Table III will be properly initialized if it is assumed there is a column containing a one followed by $N$ zeros immediately to the left of that column at the start of the algorithm. Thus the only difference is the requirement in Table III that the top entry in the initializing column be a one.

The storage allocation policy depicted in Table III is clearly not adequate in the case of Table III since it is necessary to save the entire set of values in column $m-1$ until the final value in column $m$ has been calculated. However, if the algorithm computes all $N$ values in column $m$ before attempting to compute any values in column $m+1$, it will never be necessary to store more than two columns of information at any time (i.e. the current working column and the column to its left). The implementation of the Table III algorithm with such a two-column storage allocation policy is entirely straightforward and is presented in [2].

## Derived Distributions in the Load Dependent Case

Expressions for the marginal distribution of customers at each service facility are more difficult to obtain in the load dependent case. It is useful to begin by considering the marginal distribution of customers at the $M$ th facility.

$$
\begin{align*}
P\left(n_{M}=k\right) & =\sum_{\substack{n \in S(N, M) \\
-\Delta_{M}=k}} P\left(n_{1}, n_{2}, \ldots, n_{M}\right) \\
& =\sum_{\substack{n \in S(N, M) \\
\& n_{M}=k}} \frac{1}{G(N)} \prod_{j=1}^{M}\left[\left(X_{j}\right)^{n_{j}} / A_{j}\left(n_{j}\right)\right]  \tag{18}\\
& =\frac{\left(X_{M}\right)^{k}}{A_{M}(k)} \frac{g(N-k, M-1)}{G(N)}
\end{align*}
$$

where $g(N-k, M-1)$ is defined by eq. (15). Note that the values of $g(N-k, M-1)$ for $k=0,1, \ldots, N$ will all be available at the completion of the algorithm
depicted in Table III if the previously discussed twocolumn storage allocation policy is employed. Hence it is possible to compute the marginal distribution of customers at the $M$ th facility with little additional effort.

The marginal distribution of customers at any other service facility can be obtained by permuting the order in which the service facilities are numbered so that the facility of interest is designated as the $M$ th facility and by then applying the algorithm to the permuted sequence. In such cases it is possible to stop at column $M-1$ since $G(N)$ is already known and the other values in the $M$ th column do not appear in eq. (18).

If the $i$ th service facility is load independent (i.e. if $a_{i}(k)=1$ for $\left.k=1,2, \ldots, N\right)$ then eqs. (6) and (7) are directly applicable and there is no need to resort to a permutation of eq. (18) to compute $P\left(n_{i}=k\right)$. Moreover, if the service facilities are indexed so that facilities $1,2, \ldots, S$ are all load independent, then the values of $g(n, m)$ for $m \leq S$ can be computed using the simpler algorithm of Tables I and II. Thus the more complex algorithm of Table III need only be applied to columns $S+1, S+2, \ldots, M$. Since many networks of interest contain at least a few load independent servers, these final two observations are often quite helpful in practice.

## Additional Considerations

The algorithms and formulas that have been presented thus far are fairly general in nature and are applicable to a large class of queueing networks. There are, however, many other more specialized expressions which sometimes have to be evaluated during the analysis of particular network models.

For example, it may be necessary to determine the probability that two service facilities are active at the same time. If service facilities $i$ and $j$ are load independent, the reasoning used to derive eq. (6) can clearly be extended to show that
$P\left(n_{i} \geq 1 \& n_{j} \geq 1\right)=X_{i} X_{j} \frac{G(N-2)}{G(N)}$.
In addition to the mathematical insight that they may provide, equations such as (19) are often essential for computational purposes since the large number of floating point additions involved in the direct evaluation of expressions such as

$$
\sum_{\substack{n \in S(N, M) \\ \& n_{i} \geq 1 \\ \& n_{j} \geq 1}} \frac{1}{G(N)} \prod_{k=1}^{M}\left(X_{k}\right)^{n_{k}}
$$

may introduce unacceptable levels of error in the final result. The same comment is clearly applicable to many of the other equations that appear in this paper. Thus the techniques which have been presented can not only increase the speed of computation but also eliminate the need for a detailed error analysis in cases where the feasibility of the computation is in doubt.
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Fig. 1. Central server model of multiprogramming.
$N$ Circulating Markers (Programs)


Example. Queueing networks are well suited for representing the overall behavior of multiprogrammed computer systems. For example, the central server model illustrated in Figure 1 can be used to study the behavior of fixed partition systems operating under a constant backlog. The interpretation of Figure 1 is straightforward: circles represent system processing elements such as $1 / 0$ devices and the cpu, rectangles indicate the location of queues, and the $N$ markers moving about the network correspond to the programs running on the system.

In this model each program's behavior is characterized by an alternating sequence of cpu processing intervals and $\mathrm{I} / \mathrm{o}$ processing intervals with each interval possibly preceded by a queueing delay. When a program terminates, its marker enters the NEW PROGRAM path and then immediately returns to the cpu queue to represent the first processing request of the next program executing in that partition. The rate of flow of markers in the NEW PROGRAM path thus corresponds to the throughput of the system being modeled.

The amount of processing time per request for the $i$ th system processor is assumed to be an exponentially distributed random variable with mean $1 / \mu_{i}$, and the probability that a program will request service from the $i$ th system processor after completing a cpu processing interval is $p_{i}$ where $\sum_{i=1}^{M} p_{i}=1$.

Central server networks can thus be analyzed using the techniques of Jackson [5] and Gordon and Newell [4]. In terms of the Gordon and Newell notation used in the first section:

$$
\begin{array}{ll}
p_{1 j}=p_{j} & 1 \leq j \leq M \\
p_{i 1}=1 & 2 \leq i \leq M \\
p_{i j}=0 & 2 \leq i \leq M \text { and } 2 \leq j \leq M
\end{array}
$$

The equations in (2) then become
$\mu_{1} X_{1}=\mu_{1} X_{1} p_{1}+\sum_{i=2}^{M} \mu_{i} X_{i}$,
$\mu_{i} X_{i}=\mu_{1} X_{1} p_{i}$
$2 \leq i \leq M$.
By (21),
$X_{i}=\mu_{1} X_{1} p_{i} / \mu_{i}$
$2 \leq i \leq M$.
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Applying eq. (6) and the fact that $X_{1}=1$, the cpu utilization of the system is $P\left(n_{1} \geq 1\right)=G(N-1) /$ $G(N)$. Thus the cpu utilization for $1,2,3$, and 4 levels of multiprogramming is $1 / 4,4 / 11,11 / 26$ and $26 / 57$, respectively.

Through suitable variation of network parameters, the central server model and its extensions can be used to study such issues as optimal load balancing for peripheral processors [1], the trade-off between fault rate and level of multiprogramming in virtual memory systems [3], and the trade-off between buffer size and level of multiprogramming for certain types of $1 / 0$ devices [2]. The model has also proven useful in predicting specific performance levels in actual systems [6].
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