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Abstract 

For 116 countries from 1965 to 1985, the lowest quintile had an average growth 

rate of real per capita GDP of -1.3%, whereas the highest quintile had an average 

of 4.8%. We isolate five influences that discriminate reasonably well between the 

slow-and fast-growers: a conditional convergence effect, whereby a country grows 

faster if it begins with lower real per-capita GDP relative to its initial level of 

human capital in the forms of educational attainment and health; a positive effect 

on growth from a high ratio of investment to GDP (although this effect is weaker 

than t,hat reported in some previous studies); a negative effect from overly large 

government; a negative effect from government-induced distortions of markets; and 

a negative effect from political instability. Overall, the fitted growth rates for 85 

countries for 1965-85 had a correlation of 0.8 with the actual values. We also find 

that female educational attainment has a pronounced negative effect on fertility, 

whereas female and male attainment are each positively related to life expectancy 

and negatively related to infant mortality. Male attainment plays a positive role in 

primary-school enrollment ratios, and male and female attainment relate positively 

to enrollment at the secondary level. 

Growth rates vary enormously across countries over long periods of time. 

Figure 1 illustrates these divergences in the form of a histogram for the 

growth rate of real per capita GDP for 116 countries from 1965 to 1985.l 

*We have benefited from comments by Zvi Griliches, Allan Meltzer, Michael Sarel, 
Andrei Shleifer, and Nancy Stokey. The research by Barro was supported by a grant from 

the National Science Foundation. 

t Correspondence to: Robert J. Barro, Department of Economics, Harvard University, 

Littauer Center, Cambridge, MA 02138 

‘The GDP data are the purchasing-power adjusted values reported by Summers and 

Heston (1988). 
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The mean value is 1.7% per year, with a standard deviation of 2.2. The 
maximum growth rate is 8.6% per year (for Singapore) and the minimum 
is -5.0% per year (for Kuwait). The lowest decile comprises 12 countries 
with growth rates below -0.64% per year, and the highest decile consists of 
the 12 with growth rates above 4.35% per year. For quintiles, the poorest 
performing 23 places have growth rates below 0.023% per year, and the best 
performing 23 have growth rates above 3.2% per year. 

The difference between per-capita growth at -1.3% per year - the average 
for the lowest quintile - and growth at 4.8% per year - the average for the 
highest quintile - is that real per-capita GDP falls by 23% over 20 years 
in the former case and rises by 161% in the latter. Thus, for example, two 
low-growth countries, Sudan and Jamaica, fell from levels of real per-capita 
GDP in 1965 of $729 and $1807 (1980 U.S. dollars), respectively, to levels in 
1985 of $540 and $1725. Over the same period, two high-growth countries, 
Botswana and Korea, rose, respectively, from $530 and $797 to $1762 and 
$3056. Thus, even over periods as short as 20 years, the variations in growth 
rates made dramatic differences in the average living standards of a country’s 
residents. 

The key challenge for economists is to understand why growth outcomes 
differ so much and, hopefully, to use this knowledge to recommend policy 
changes that would increase the chances of the lagging countries to perform 
better. This challenge defines the objectives of this paper and our ongoing 
research. 

We build in this work on previous cross-country empirical analyses to 
isolate major determinants of growth rates for about 100 countries from 1965 
to 1975 and 1975 to 1985. We then summarize these results in a framework of 
“sources of growth” to show how the explanatory variables for the countries 
in the lowest quintile of growth rates differ systematically from those in the 
highest quintile. We describe our findings in terms of five key determinants 
of growth: 1. A conditional convergence effect, whereby a country grows 
faster if it begins with lower real per-capita GDP relative to its initial level 
of human capital in the forms of educational attainment and health; 2. A 
positive effect on growth from a high ratio of investment to GDP (although 
this effect is weaker than that reported in some previous studies); 3. A 
negative effect from overly large government, represented by the ratio of 
government consumption (exclusive of defense and education) to GDP; 4. 
A negative effect from government-induced distortions of markets, proxied 
by the black-market premium on foreign exchange; and 5. A negative effect 
from political instability, represented by the propensity toward revolutions. 
Overall, the fitted growth rates for 1965-85 that are derived from these five 
influences have a correlation with the actual growth rates of about 0.8; in 
particular, knowledge of these explanatory variables goes a long way toward 
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determining whether a country ends up in the low- or high-growth group. 
The final sections of the paper provide preliminary evidence on the de- 

terminants of fertility, health (measured by life expectancy and infant mor- 
tality), and school enrollment. Our results confirm the key role of female 
education in generating reductions in fertility and, hence, population growth. 
We also find that female and male attainment are each positively related to 
life expectancy and negatively related to infant mortality. Male attainment 
plays a positive role in primary-school enrollment ratios, and male and fe- 
male attainment relate positively to enrollment at the secondary level. We 
plan to explore these relationships further in future research, especially to 
detail the linkages between the fertility/health/school-enrollment effects and 
our results about the determinants of economic growth. 

A. Losers and winners from 1965 to 1985 

The left section of Table 1 shows the growth rates of real per-capita GDP 
from 1965 to 1985 for the 23 countries in the lowest quintile of growth rates. 
This group contains 16 countries in Sub-Saharan Africa; 5 in Latin America 
(El Salvador, Jamaica, Nicaragua, Guyana, and Venezuela); and 2 in the 
Mideast (Iraq and Kuwait). 

The left part of the table is based on the purchasing-power adjusted GDP 
data reported in the Penn-World Table version 4 by Summers and Heston 
(1988). The selection of the lowest quintile is, however, similar if one relies 
on two alternative (and somewhat independent) sources of data: the updated 
version 5 figures from Summers and Heston (1991) or the World Bank data 
(which are based only on own-country information on real output). 

The Summers and Heston version 5 data, used for the center columns 
of Table 1, indicate that 17 out of the 24 countries in the lowest quintile of 
growth rates are in Sub-Saharan Africa-most of these are also on the Sum- 
mers and Heston version 4 list. The Summers and Heston version 5 data add 
Argentina, Peru, Afghanistan, and Papua New Guinea, and eliminate El Sal- 
vador, Jamaica, Venezuela, and Iraq. (Data on Afghanistan are unavailable 
in Summers and Heston version 4.) 

The World Bank figures, used in the right part of Table l? have 14 of the 22 
slowest growers in Sub-Saharan Africa. Haiti, Afghanistan, and Bangladesh 
are added here to the Summers and Heston version 4 selections. (Note that 
data on Guyana and Iraq are unavailable in the World Bank source that we 
used.) 

Table 2 provides a parallel treatment of winners, that is, the 23 coun- 
tries in the upper quintile of growth rates. The list based on Summers and 
Heston version 4 includes five countries in Sub-Saharan Africa (Botswana, 
Cameroon, Gabon, Lesotho, and Rwanda); one in North Africa (Tunisia); 
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Table 1: 
Countries in Lowest Quintile of Growth Rates 

Summers-Heston v. 4 Summers-Heston v. 5 World Bank 

Growth Growth Growth 

Country Rate Country Rate Country Rate 

Angola -.025 Angola -.028 Angola -.021 

Benin -.009 Benin -.004 Cent. Afr. Rep ,000 
Cent. Afr. Rep -.003 Cent. Afr. Rep. -.004 Chad -.022 

Chad -.033 Chad -.016 Ghana -.014 

Ethiopia -.002 Gambia -.OlO Liberia -.005 

Ghana -.021 Ghana -.012 Madagascar -.014 

Guinea** ,000 Guinea** .ooo Mauritania .003 

Liberia -.006 Liberia -.008 Niger -.020 

Madagascar -.Oll Madagascar -.018 Senegal -.003 

Mozambique** -.025 Mauritania -.002 Sudan .003 

Senegal -.003 Mozambique** -.029 Tanzania ,002 

Somalia -.006 Niger -.007 Uganda -.027 

Sudan -.015 Senegal -.004 Zaire -.012 

Togo -.006 Sierra Leone -.008 Zambia -.Oll 

Zaire -.019 Sudan ,002 El Salvador ,000 

Zambia 

El Salvador 

Jamaica 

Nicaragua 

Guyana** 

-.019 Zaire 

-.004 Zambia 

-.002 Nicaragua 

-.005 Argentina 

-.003 Guyana** 

-.Oll 

-.022 

-.018 

.OOl 

-.005 

Haiti ,001 
Jamaica ,000 
Nicaragua -.008 

Venezuela -.011 

Afghanistan* -.003 

Venezuela -.030 Peru ,001 

Iraq** -.006 Afghanistan* -.003* 

Kuwait -.050 Kuwait -965 

Bangladesh .002 

Kuwait -.062 

Papua New Guinea ,000 

*Data are unavailable in Summers-He&on v. 4. 

**Data are unavailable from World Bank. 

Note: Growth rates refer to real per-capita GDP from 1965 to 1985. Summers-Heston v. 

4 are the purchasing-power adjusted data from Summers and Heston (1988). Summers- 

Heston v. 5 are the purchasing-power-adjusted data from Summers and Heston (1991). 

World Bank values are own-country real growth rates from the World Bank data files, as 

provided by Ross Levine. 



three in Latin America (Barbados, Brazil, and Ecuador); eight in East Asia 
(Hong Kong, Indonesia, Japan, Korea, Malaysia, Singapore, Taiwan, and 
Thailand); and six members of the OECD (Austria, Cyprus, Greece, Malta, 
Norway, and Portugal). 

The composition of the fast-growers list is similar if the alternative data 
sources are used. Summers and Heston version 5 adds Algeria, Congo, Egypt, 
China, and Syria, and eliminates Barbados, Ecuador, Austria, and Norway. 
(Note that data on China are unavailable in Summers a.nd Heston version 
4 or from our World Bank data.) The World Bank list includes Burundi, 
Egypt, Saudi Arabia, Finland, and Italy, but not Cameroon, Gabon, Lesotho, 
Rwanda, Ecuador, and Austria. (Note that the World Bank data exclude 
Taiwan.) 

We focus now on the low- and high-growth lists as designated by the 
Summers and Heston version 4 data set.’ In particular, we try to isolate 
some of the factors that determine growth and thereby affect the probability 
of a country turning out to be a slow- or fast-grower. 

Tables 3 and 4 provide a preliminary overview of the prospects for this 
enterprise. The first column of each table indicates whether the country is 
in the regression sample for growth that we use later: 14 of the 23 low- 
growth countries are included for 1965-75 and 15 of the 23 for 1975-85, 
whereas 20 of the 23 high-growth countries are included for 1965-75 and 22 
of the 23 for 1975-85. The fitted values for 1965-75 and 1975585 show how 
much of the growth rates purport to be explained by the decadal regressions. 
Numbers shown in parentheses are for countries that were not included in 
the regressions; these fitted values are based on estimates of missing data on 
one or more explanatory variables. 

For the 20-year period, 1965-85, the average growth rate for the slow- 
growers is -.013 per year, and the average of the fitted values is -.002 per year. 
In contrast, for the fast-growers, the average growth rate is .048 per year, and 
the average of the fitted values is .039 per year. (It should not be surprising 
that the residuals for the slow-growers are typically negative, whereas those 
for the fast-growers are typically positive; after all, the groups were selected 
based on the extreme outcomes for growth rates.) The typical fast-grower 
grew by 6.1 percentage points per year more than the typical slow-grower, 
and 4.1 percentage points of this gap was captured on average by the fitted 
values. Hence, the fitted values show a wide difference between the slow- 
and fast-growers, and it is worthwhile to assess the factors that underlie the 

‘We use version 4 of Summers and Heston rather than version 5 because we were 
already set up with the earlier figures throughout the analysis and because a comparison 

with some of the regressions that used the later figures showed little change in the results. 

We also experienced some minor problems with bugs in version 5, such as errors in the 

data for the United States. These difficulties have apparently been eliminated in a later 

version, 5.5, which should be available soon. 
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Country 

Botswana 

Cameroon 

Gabon 

Lesotho 

Rwanda 

- 

Growth Growth Growth 

Rate Country Rate Country Rate 

,060 Algeria ,036 ,087 

.034 

.044 

,046 

.040 

Botswana 

Cameroon 

Congo 

Egypt 

Gabon 

Lesotho 

Rwanda 

Tunisia 

Brazil 

.077 

,039 

,049 

,052 

Botswana 

Burundi 

Congo 

Egypt 
Tunisia 

,034 

,050 

.036 

.036 

Tunisia ,040 

Barbados ,044 

Brazil ,043 

Ecuador ,033 

Hong Kong ,061 

,041 Barbados .033 

,060 Brazil ,037 

,038 Hong Kong ,066 

,034 Indonesia .045 

.035 Japan ,052 

Indonesia ,048 China* ** ,051 Korea ,068 
Japan ,051 Hong Kong ,056 Malaysia .046 
Korea ,067 Indonesia ,049 Saudi Arabia ,034 
Malaysia ,048 Japan ,045 Singapore .080 
Singapore .086 Korea ,061 Thailand .044 

Taiwan** ,058 Malaysia ,041 Cyprus ,057 
Thailand ,041 Singapore .068 Finland ,034 
Austria .032 Syria .037 Greece .039 
Cyprus ,042 Taiwan** .060 Italy .034 
Greece .037 Thailand ,037 Malta ,077 

Malta ,068 Cyprus 

Norway ,036 Greece 

Portugal ,035 Malta 

Norway ,036 

Portugal ,040 

Portugal 

,041 

,035 

,060 

,037 - 

Table 2: 
Countries in Lowest Quintile of Growth Rates 

Summers-Heston v. 4 Summers-Heston v. 5 World Bank 

*Data are unavailable in Summers-Heston v. 4. 

**Data are unavailable from World Bank. 

Note: See Table 1. 
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differences in the fitted growth rates between the two groups. (For all 85 
countries that are included in the regressions for 1965-75 and 1975585, the 
correla.tion between the actual and fitted growth rates for 1965-85 is 0.81.) 

Tables 3 and 4 also show projected growth rates for 1985595. The average 
of these projected values for the slow growers is 0.008 per year and that for 
the fast growers is 0.033 per year. In other words, the model predicts that 
the average gap between the two groups will decline from 6.1 percentage 
points in 1965 to 1985 to 2.5 percentage points in 1985 to 1995. Thus, 
the classification into slow- and fast-growers, based on data for 1965-85, is 
predicted to attenuate but to persist to a significant extent.3 

B. Setup of the empirical analysis of growth rates 

We study in this section the empirical determinants of growth, that is, we 
provide the regression results that underlie the fitted values and projections 
contained in Tables 3 and 4. We use a sample of 95 countries, listed in the 
appendix, which provide a wide array of experiences from developing to devel- 
oped countries. The included countries were determined by the availability 
of data.4 We study growth rates over two decades, 1965-75 and 1975-85. 
Thus, our panel data set includes a limited amount of time-series variation. 

The basic empirical framework relates the real per-capita growth rate to 
two kinds of variables: first, initial levels of state variables, such as the stock 
of physical capital and the stock of human capital in the forms of educational 
attainment and health; and second, control or environmental variables (some 
of which are chosen by governments or private agents), such as the ratio of 
government consumption to GDP, the ratio of domestic investment to GDP, 
the fertility rate, the black-market premium on foreign exchange, changes in 
the terms of trade, measures of political instability, the amounts of political 
freedom and civil liberties, tariff rates, and so on. 

One of the state variables that, we use is the measure (or measures) of 
school attainment constructed by Barro and Lee (1993); a sketch of these data 
appears below. We use standard U.N. numbers on life expectancy at birth 
to represent the initial level of health. The available data on physical capital 

3Ea.sterly, et al. (1993) argue t,hat growth rates for individual countries do not persist 

very much over time. For the 85 countries that were included in our growth regressions 

for both deca.des, the correlation of the growth rate for 1965575 with that for 1975585 is 

0.44. The correlation of the projected value for 1985-95 with the growth rate for 1965585 

is 0.42. 

4The only country with available data that we omitted from the regressions is Kuwait. 

We thought that this country-with a reported real per-capita GDP of $40,700 in 1965 

and $14,900 in 1985, a population of only 473,000 in 1965 and 1,712,OOO in 1985, a strong 

reliance on oil, and the subject of a large flow of immigrants-was too unusual to include. 

The regression results are, however, insensitive to the inclusion of Kuwait in the sample. 
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seem unreliable, especially for developing countries and even relative to the 
measures of human capital, because they depend on arbitrary assumptions 
about depreciation and also rely on inaccurate measures of benchmark stocks 
and investment flows. As an alternative to using the limited data that are 
available on physical capital, we assume that, for given values of schooling and 
health, a higher level of initial real per-capita GDP reflects a greater stock 
of physical capital per person (or a larger quantity of natura,l resources). 
Therefore, for given values of the contemporaneous determinants of growth, 
we write a function for the per capita growth rate in period t, Dy,, as 

DY, = F(yt-I, et-l, LI;. . .), (1) 

where yt_l is initial per capita GDP, et_1 is initial schooling per person, /L_~ is 
a measure (life expectancy) of the typical person’s health, and . . . denotes the 
array of control and environmental influences that are being held constant. 

If there are diminishing returns to reproducible factors, as in the usual 
neoclassical growth model for a closed economy (Solow [1956], Cass [1965], 
and Koopmans [1965]), th en an equiproportionate increase in ~~-1, e,_l, and 
ht_l would reduce Dy, in equation (1).5 However, a number of theories, 
summarized in Barro and Sala-i-Martin (1993, Ch. 5), suggest important 
influences on growth from imbalances between physical and human capital. 
A high ratio of human capital (et_1 or ht_l in equation[l]) to physical capital 
tends to induce rapid growth in physical capital and output. This situation 
applies, for example, in the aftermath of a war that destroys primarily phys- 
ical capital. Other theories have stressed the positive influences of human 
capital on the ability to absorb new technologies; hence, Dy, would rise with 
et_l and ht_* on this count. Thus, although the influence of yt-1 on Dyt in 
equation (1) would be negative, the effects of et_l and hi-1 are likely to be 
positive. 

In the basic regression that we consider below, the control and envi- 
ronmental variables are the ra.tio of’ real gross domestic investment to real 
GDP, denoted I/Y; th e ratio of government consumption (measured net of 
spending on defense and education) to GDP, denoted G/Y; the black-market 
premium on foreign exchange; and the country’s average number of revolu- 
tions per year. We take account of the likely endogeneity of t.hese variables 
by using lagged values a.s instruments. 

In the neoclassicad growth model, the effects of the control and environ- 
mental variables on the growth rate can be ascertained from their influences 

‘Note that the omitted variables, denoted by .._ in the equation, determine the steady- 
state level of output, per “effective” worker in the neoclassical growth model of a closed 
economy. A change in any of these variables, such as the saving rate, affects the growth 
rate for given values of the state variables. But we assume for now t,hat these other 
variables are held constant. 
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on the steady-state position. For example, a higher value of I/Y raises the 
steady-state ratio of output t.o effective worker; the growth rate, Dy,, ac- 
cordingly tends to rise for given values of the state variables. In the long 
run, the level of output per effective worker is higher, but the growth rate 
returns to its steady-state value (given in the standard models by exogenous 
technological progress). However, if the adjustment to the new steady-state 
position takes a long time - as seems to be true empirically - then the 
effect of a variable like I/Y on the growth rate lasts for a long time. 

We assume that G/Y includes expenditures that do not directly affect 
productivity, but that entail distortions of private decisions. These distor- 
tions can reflect the governmental activities themselves, including effects from 
political corruption, and also involve the adverse effects from the associated 
public finance. A higher G/Y therefore leads to a lower steady-state level 
of output per effective worker and, hence, to a lower growth rate for given 
values of the state variables. Although the effect of G/Y on the growth rate 
is temporary, it can again last for a long time if the rate of convergence to 
the steady state is low. 

We view the black-market premium on foreign exchange as a proxy for 
market distortions, whether due to exogenous government policies or to re- 
actions to external shocks, such as changes in the terms of trade. (The 
black-market premium is also a desirable variable because it is objectively 
measurable and widely available.) Thus, we anticipate that a higher black- 
market premium, like other governmental distortions, lowers the steady-state 
level of output per effective worker and therefore reduces the growth rate for 
given values of the state variables. 

We view an increase in political instability, represented, say, by the 
propensity to experience revolutions, as equivalent to a decline in the security 
of property rights. As with an increase in tax rates or other governmental 
distortions, the worsening of property rights tends to lower the steady-state 
level of output per effective worker and, consequently, reduce the growth rate 
for given values of the state variables. 

C. The data on educational attainment 

The figures on educat,ional attainment are the ones that we assembled pre- 
viously (Barr0 and Lee [1993]). Briefly, these data begin with census/survey 
information on schooling of the adult population (aged 25 and over6) by 

‘The restriction to age 25 and over was dictated by the available data, but is unfortunate 

because much of the labor force in developing countries consists of younger persons. The 

main error, in comparison with, say, the attainment of the population aged 15 and over 

would be in the timing of changes in years of schooling for countries that are experiencing 

rapid changes in school-enrollment ratios. 

13 



sex and level. The seven levels are no-schooling, incomplete and complete 
primary, incomplete and complete secondary, and incomplete and complete 
higher. The data are, however, more plentiful at the four-way classification 
that does not distinguish incomplete from complete education at each level. 

The census information fills about 40% of the possible cells for a panel 
data set that consists of over 100 countries observed at 5-year intervals from 
1960 to 1985. We use information on adult illiteracy to expand the coverage 
of the no-schooling category beyond this 40% figure. The remaining cells are 
filled at the four-level classification by a perpetual-inventory method. This 
method treats the census values as benchmark stocks and uses lagged values 
of school-enrollment ratios to measure the flows of persons into the various 
categories of attainment. This procedure introduces errors because the en- 
rollment ratios are well-known to be unreliable; for example, the available 
data are mainly gross figures that overcount school repeaters. Our use of 
census figures does, however, minimize the reliance on the enrollment num- 
bers. The breakdown into incomplete versus complete attainment at each 
level is based on the limited information that is available about completion 
percentages. 

The data on school attainment at the various levels are used to measure 
the average years of attainment by sex for each country and each date (at 
five-year intervals). This construction takes account of the variations across 
countries in the typical duration of primary and secondary schools. We 
should stress, however, that the data do not take account of differences in 
the quality of schooling across countries or over time. The information on 
quality for the broad sample that we are using is limited; data are available 
only on pupil-teacher ratios and public spending on education. 

D. Regression results for growth rates 

1. A basic regression 

Table 5 contains the regression results for the growth rate of real per-capita 
GDP. For the basic formulation, 85 countries are included for 1965-75 and 
95 countries for 1975-85. Column 1 estimates by the seemingly-unrelated 
(SUR) technique. This procedure allows for country random effects that are 
correlated over time. Note, however, from the table that the correlation of 
the residuals from the growth-rate equations across the two time periods is 
small. We discuss later estimation by instrumental procedures. 

The variable log(GDP) is an observation for 1965 in the 1965-75 regres- 
sion and for 1975 in the 1975-85 regression. The estimated coefficient, -.0264 
(s.e. = .0030), h s ows the tendency for conditional convergence that has been 
reported in previous studies, such as Barro (1991a). The convergence is con- 
ditional in that it predicts higher growth in response to lower starting GDP 
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Table 5: 
Regressions for Growth Rate of Real Per Capita GDP, part 1 

Est. method 

log( GDP) 

(1) 
SUR 

-.0264 

(2) (3) (4) (5) (6) 
INST INS’I INST INST INST 

(Inst. for low high 
revolution) income income 

-.0255 -.0239 -.0255 -.0254 
(.0030) (.0035) 

-.~0229 

(.0038) 

.0150 
(.0042) 

-.OlOY 
(.0047) 

.0733 
(.0150) 

.084 
(.030) 

-.151 
(.035) 

-.0245 
(.0090) 

-.0158 
(.0113) 

(.0078) (.0052) (.0035) 

Male second. 
school 

Female second. 
school 

log(life exp.) 

.0134 .0138 
(.0041) (.0042) 

.0234 
(.0104) 

.0089 

(.0048) 
.0136 

(.0043) 

-.0084 -.0092 
(.0045) (.0047) 

-.0270 
(.0217) 

-.0047 
(.0050) 

-.0061 
(.0050) 

.0727 .0801 
(.0132) (.0139) 

.0850 
(.0242) 

.0049 

(.0268) 
.0806 
(.0139) 

l/Y .120 .077 
(.020) (.027) 

.071 
(.051) 

.137 
(.038) 

.076 
(.029) 

G/Y -.170 -.155 
(.026) (.034) 

-.148 
(-052) 

-.086 
(.050) 

-.157 
(.035) 

log( 1 +black- 
mkt. prem.) 

revolutions 

-.0279 -0304 
(.0048) (.0094) 

-.OlSl 
(.0091) 

-.0786 
(.0188) 

-.0311 
(.0094) 

-.0171 -.0178 
(.0082) (.0089) 

-.0199 
(.0159) 

-.0188 
(.0120) 

-.0164 
(.0090) 

.ooo 
(.021) 

-.021 
(.024) 

.47 (68) .56 (41) .56 (44) .56 (85) 

.57 (94) .53 (48) .58 (47) .57 (95) 

-.02 .15 .20 .12 

Male higher 
school 

Female higher 
school 

R2 (no. obs.) 

serial corr. 

.57 (85) .56 (85) 

.58 (95) .56 (95) 

.09 .13 
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Table 5 continued 

Regressions for Growth Rate of Real Per Capita GDP, part 2 

Est. method 

log(GDP) 

Male second. 

school 

Female second. 

school 

log(life exp.) 

I/Y 

G/Y 

log( 1 +black- 

mkt. prem.) 

revolutions 

Growth of male 

second. school 

Growth of fem. 

second. school 

Male secondary 

enrollment 

Female secondary 

enrollment 

log( FERT) 

(.0035) 

.0199 

(.0048) 

(7) 

-.0162 

(.0054) 

.0903 

(.0148) 

.073 

(.027) 

INST 

-.145 

(.033) 

-.0276 

(.0091) 

-.0187 

(.0087) 

.289 

(.121) 

-.0247 

-.453 

(.193) 

(.0036) 

.0133 

(.0043) 

-.0080 

(8) 

(.0050) 

.0829 

(.0157) 

.079 

(.028) 
-.157 

(.034) 

INST 

-.0310 

(.0094) 

-.0187 

(.0090) 

-.0252 

(.0036) 

.0135 

(.0042) 

-.0102 

(.0048) 

(9) 

.0701 

(.0157) 

.063 

(.028) 

-.160 

(.034) 

-.0303 

INST 

(.0097) 

-.0168 

(.0090) 

-.0258 

(.0035) 

.0139 

(.0042) 

-.0095 

(.0047) 

.0781 

(10) 

(.0148) 

.075 

(.027) 

-.160 

(.034) 

-.0306 

(.0095) 

INST 

-.0178 

(.0089) 

-.0257 

(.0036) 

.0119 

(.0043) 

.0094 

(.0048) 

.0666 

(.0160) 

(11) 

.052 

(.029) 
-.151 

(.035) 

-.0280 

(.0098) 

-.0164 

INST 

(.0092) 

-.0258 

(.0034) 
.0112 

(.0042) 

-.0072 

(.0047) 

.0643 

(.0148) 

.082 

(12) 

(.026) 

-.155 

(.033) 

-.0332 

(.0091) 

-.0132 

(.0087) 

INST 

-.0253 

Growth rate of 

population 

Change in pop. 
share under 15 

R2 (no. obs.) 

serial corr. 

.58 (85) .56 (85) .54 (84) .56 (85) .53 (84) 

.57 (95) .56 (93) .57 (95) .56 (95) .57 (95) 
.12 .13 .17 .13 .20 

.0072 

(.0117) 

-.0119 

(.0162) 

-.0088 

(.0064) 

-.090 

(.200) 

-.0238 

(.0118) 

.57 

(38) 
-.185 

(.075) 

.59 (85) 

.56 (95) 
.lO 
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Table 5 continued 
Regressions for Growth Rate of Real Per Capita GDP, part 3 

Est. method 

log(GDP) 

(13) (14) (15) (16) (17) (18) 
INST INST INST INST INST INST 
-.0250 -.0278 -.0268 -.0253 -.0257 -.0260 

Male second. 
school 
Female second. 
school 
log(life exp.) 

I/Y 

G/Y 

log( 1 +black- 
mkt. prem.) 
revolutions 

(.0051) (.0035) 
.0113 .0119 

(.0048) (.0044) 
-.0088 -.0057 
(.0054) (.0050) 
.1102 .0791 

(.0217) (.0142) 
.054 .085 

(.043) (.026) 
-.167 -.149 
(.048) (.033) 
-.0224 -.0326 
(.0174) (0091) 
-.0182 -.0136 
(.0157) (.0089) 

(.0038) 
.0090 

(.0044) 
-.0052 
(.0047) 
.0712 

(.0148) 
.078 

(.028) 
-.131 
(.037) 
-.0332 
(.0087) 
-.0163 
(.0087) 

Tariff rate 

(0035) 
.0157 

(.0040) 
-.OlOO 
(.0045) 
.0685 

(.0145) 
.076 

(.026) 
-.176 
(.033) 
-.0324 
(.0098) 
-.0190 
(.0082) 
-.048 
(.076) 

(.0035) 
.0136 

(.0042) 
-.0089 
(.0047) 
.0798 

(0139) 
.077 

(.027) 
-.158 
(.034) 
-.0260 
(.0099) 
-.0159 
(.0090) 

(.0035) 
.0139 

(.0042) 
-.0094 
(.0047) 
.0803 

(.0140) 
.078 

(.028) 
-.155 
(.034) 
-.0315 
(.0094) 
-.0182 
(.0092) 

.061 
(.072) 

-.0070 
(.0026) 
.0077 

(.0030) 

Growth rate of 
terms of trade 
Political 
freedom 
Civil 
liberties 
Wardum 

Wartime 

Sub-Saharan 
Africa 
Latin America 

East Asia 

R2 (no. obs.) 

serial corr. 

.57 (72) .49 (40) .59 (84) .55 (85) .56 (85) 

.64 (80) .56 (54) .56 (94) .57 (95) .56 (48) 
.Ol .03 .12 .12 .13 

-.0036 
(.0033) 

.004 
(.015) 

-.0116 
(.0051) 
-.0087 
(.0037) 
.0040 

(.0057) 
.57 (85) 
.60 (95) 

.lO 
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per person only if the other explanatory variables (some of which are highly 
correlated with GDP per person) are held constant. The magnitude of the 
coefficient implies that convergence occurs at the rate of 3.1% per year.’ 

The school-attainment variable that turns out to be positively related to 
subsequent growth is years of male secondary schooling (observed in 1965 
and 19’75, respectively). The estimated coefficient, 0.0134 (s.e. = 0.0041), 
means that an additional year of secondary schooling raises the growth rate 
by 1.34 percentage points per year. (The mean of male secondary schooling 
was 0.73 years (s.d. = 0.69) in 1965, and 1.05 (s.d. = 0.94) in 1975.) 

A puzzling finding, which tends to recur, is that the initial level of female 
secondary education enters negatively in the growth equations; the estimated 
coefficient is -0.0084 (s.e. = 0.0045). One p ossibility is that a high spread 
between male and female secondary attainment is a good measure of back- 
wardness; hence, less female attainment signifies more backwardness and 
accordingly higher growth potential through the convergence mechanism. 

We measure life expectancy at birth by an average of values prevailing 
over the five years prior to the start of each decade: 1960-64 in the first case 
and 1970-74 in the second. (The results are essentially the same if the values 
reported for 1965 and 1975 are used instead.) The variable is entered in the 
form log(life expectancy). This variable is highly significant in the growth 
regressions: the estimated coefficient is 0.0727 (s.e. = 0.0132). The mean of 
the life-expectancy variable was 3.99 (s.d. = 0.21) in 1965, corresponding to 
a mean life expectancy of 55.4 years (s.d. = 11.7), and 4.05 (s.d. = 0.20) 
in 1975, or a mean life expectancy of 58.7 years (s.d. = 11.2). Therefore, in 
the 1965-75 equation, a one-standard-deviation increase in life expectancy is 
estimated to raise the growth rate by 1.5 percentage points per year. 

It seems likely that life expectancy has such a strong, positive relation 
with growth because it proxies for features other than good health that re- 
flect desirable performance in a society. For example, higher life expectancy 
may go along with better work habits and a higher level of skills (for given 
measured values of per capita product and years of schooling). 

The ratio of real gross domestic investment to real GDP, I/Y, is entered 
into the regressions as a decade average for 1965-75 and 1975-85, respec- 
tively. (The data are from Summers and Heston [1988].) The estimated co- 
efficient is significantly positive, 0.120 ( s.e. = 0.020), as is typical of growth 
regressions. Th e size of the coefficient means that a rise in I/Y by 10 per- 
centage points raises the growth rate by 1.2 percentage points per year. (The 
mean of I/Y was 0.19 (s.d. = 0.09) in 1965 and 0.20 (s.d. = 0.07) in 1975.) 
Even if the decade average of I/Y were regarded as exogenous with respect 

7The formula for the convergence coefficient /3 is (1 - e-fiT)/T = .0264, where T = 10 

years is the observation interval, and .0264 is the magnitude of the estimated coefficient; 

see Barro and Sala-i-Martin (1992). Th’ f IS ormula implies p = ,031 per year. 
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to the growth rate (see below), it is difficult to use the estimated coefficient 
to infer a rate of return on capital. Some assumptions about depreciation 
are required for this calculation. 

The variable G/Y is the average over each decade of the Summers and 
Heston (1988) ratio of real government consumption to real GDP less the 
ratio of nominal spending on defense and noncapital expenditures on edu- 
cation to nominal GDP.’ (We do not have deflators available for spending 
on defense and education.) The elimination of expenditures for defense and 
education was made because these outlays are not properly viewed as con- 
sumption; in particular, they are likely to have direct effects on productivity 
or the security of property rights. 

The estimated coefficient of G/Y, -0.170 (s.e. = 0.026), is significantly 
negative. The mean of G/Y was 0.10 (s.d. = 0.06) in 1965-75 and 0.11 
(s.d. = 0.06) in 1975-85. Thus, a one-standard-deviation increase in G/Y is 
associated with a fall in the growth rate by 1.0 percentage points per year. 
It seems likely that the estimated effect on growth is so strong because the 
G/Y variable proxies for political corruption, as well as for direct effects of 
nonproductive public expenditures and taxation. It would, of course, be nice 
to have a direct measure of corruption. 

The variable log( 1 +BMP), w h ere BMP is the black-market premium on 
foreign exchange, ’ is measured as an average for each decade. The estimated 
coefficient is significantly negative, -0.028 (s.e. = 0.005). This variable takes 
on the value zero for some countries (24 out of 85 for 1965-75 and 22 out 
of 95 for 1975-85) and has an overall mean of 0.15 (s.d. = 0.20) in the first 
decade and 0.23 (s.d. = 0.36) in the second. Thus, a one-standard-deviation 
increase in the BMP variable in the first deca.de is estimated to reduce the 
growth rate by 0.6 percentage points per year. 

The revolution variable is the average number of successful and unsuccess- 
ful revolutions per year over the full sample, 1960-85.” We view this variable 
as representing the probability of revolution; in this sense, it influences prop- 
erty rights and thereby affects the incentive to invest in various activities. 
The variable averaged over the full sample turns out to have more explana- 
tory power for growth than the average for each decade entered separately 
into each decadal equa.tion. This result may indicate that the true probabil- 
ity of revolution is roughly consta,nt over time for an individual country-in 
this case, the longer average would be bettIer than the decadal figure as an 

sThe data on defense spending are from issues of International Monetary Fund, Gov- 

ernment Finance Statistics, and SIPRI Yearbook. The educational spending numbers are 

from issues of UNESCO, Statistical Yearbook. 

gThese dat,a are from Wood (1988). 

“The data are described in Banks (1979) and cover the period 1960-85 for most coun- 

tries. If a country’s observations were missing for part of the period, t,ypically for the early 

years, then we used t,he average of the numbers for the years that were available. 
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estirnate of the probability in each decade. 
The estimated coefficient of the revolution variable is significantly nega- 

tive, -0.0171 (s.e. = 0.0082). For many countries, the variable takes on the 
value zero (27 out of 85 in the first decade and 30 out of 95 in the second). 
Overall, the mean of the variable is 0.15 (s.d. = 0.18). Thus, a one-standard- 
deviation increase in the revolution propensity is associated with a decline 
of 0.3 percentage points per year in the growth rate. It is, of course, likely 
that the revolution probability responds to economic outcomes, that is, that 
the variable is endogenous to growth (see Londregan and Poole [1990]). We 
consider later an instrumental estimate of this coefficient. 

The regressions also include different constant terms for each decade. One 
notable result is that the excess of the constant for the first period over that 
of the second period is 0.014 with a t-value of 5.4. Thus, for given values 
of the explanatory variables, the estimated growth rate for 1975-85 is lower 
than that for 1965-75 by 1.4 percentage points per year.li 

2. Instrumental estimates 

The regression in column 2 of Table 5 is the same as that in column 1 
except that lagged values of some of the explanatory variables are used as 
instruments. The instruments are the five-year lag of log(GDP) (the 1960 
value in the first decade and the 1970 value in the second) and the averages of 
I/Y, G/Y, and log(l + BMP) d uring the five years preceding each decade. 
The absence of serial correlation in the residuals of the growth equation 
suggests t.hat these lagged variables would be good instruments in the present 
context. 

The use of an earlier value of log(GDP) as an instrument lessens the ten- 
dency to overestimate the convergence effect because of measurement error in 
GDP. The use of a lagged value of I/Y as an instrument would tend to lower 
the estimated coefficient on I/Y if there is reverse causation from growth to 
investment opportunities and, hence, to the investment ratio. The variable 
G/Y may be negatively related to contemporaneous growth from the mechan- 
ical effect whereby an increase in Y lowers G/Y for given G. Wagner’s law ~ 
the idea that government spending is a luxury good - would go the other 
way, but Wagner’s Law does not actually hold for government consumption 
as defined. (It holds well for transfers and educational spending.) The use of 
the lag of G/Y as an instrument, should eliminate these problems. Finally, it 
is possible that the black-ma.rket ljremium would relate negatively to growth 
and thereby bias downward the estimated coefficient of the log(1 + BMP) 

‘IThe mean growth rate for each decade depends also on the mean values of the re- 

gressors. For the 85 countries that were included in the regressions for both decades, the 

average growth rate in the first period exceeded that in the second period by 1.7 percentage 

points per year. 
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variable. The use of the lag of log( 1+ BMP) as an instrument should correct 
this problem. 

The system in column 2 of Table 5 uses the starting values of school 
attainment and life expecta,ncy as their own instruments. This procedure 
seems satisfactory because these variables are predetermined. The revolution 
variable is also used as its own instrument in column 2 (see below). 

A comparison of columns 1 and 2 shows that the changes in the coef- 
ficient estimates are minor overall. The main change is a reduction in the 
estimated coefficient of I/Y from 0.120 (s.e. = 0.020) to 0.077 (s.e. = 0.027). 
Thus, it is likely that the effect of investment on growth is overstated in 
the SUR regression of column 1 because of reverse causat,ion from growth to 
the propensity to invest. For subsequent purposes, we use the instrumental 
estimates. 

Column 3 of the table uses the average number of revolutions per year 
in the preceding five years (1960-64 f or the first decade and 1970-74 for 
the second) as instruments for the revolution variable. This change has 
little effect on the results, including the point estimate of the revolution 
coefficient, but does necessitate a significant reduction in the sample size 
due to missing data on revolutions in the early part of the sa,mple (see n. 
10 above). Reverse causation would be important for revolutions, but the 
linkage is likely to be more from the level of income to the propensity to revolt 
than from the growth rate to this propensity. Therefore, it is conceivable 
that economic adversity would promote revolutions, and yet the estimated 
coefficient of the revolution variable would not be seriously biased in the 
specification of column 2. In order to avoid the substa,ntial falloff in the 
number of observations, we therefore return in the subsequent analysis to the 
specification in which the revolution variable is used as its own instrument. 

Columns 4 and 5 of Table 5 show the results when the countries with 
1965 per capita GDP below the median ($1350 in 1980 prices) are sepa,rated 
from those above the median. Some differences show up from a comparison 
of the two columns; for exa,mple, the schooling and life-expectancy variables 
have coefficients with larger magnitude for the poorer countries? whereas the 
reverse holds for the investment ratio and the black-market premium. The 
most striking observation, however, is the degree of similarity between the 
two sets of coefficients, despite the great difference in average levels of real 
per capita GDP between the two groups ($693 versus $3758 a.t the start of 
t,he first decade and $926 versus $5087 at the start of the second decade). 
For example, the estimated coefficient on initial log(GDP) is -0.0239 (s.e. = 
0.0078) for the poorer countries and -0.0255 (s.e. = 0.0052) for the richer 
countries. Thus, the estimated rates of conditional convergence are about 
the same for the two groups. A likelihood-ratio test for the hypothesis that 
all eight coefficients are the same between the two groups is not rejected at 
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the remarkably high p-value of 0.96. This result strongly supports the idea 
of incorporating a broad range of country experience in a single empirical 
model. 

3. Additional explanatory variables 

Columns 6-S of Table 5 include additional measures of educational attain- 
ment. Column 6 shows that the initial values of male and female attainment 
at the higher level are each insignificant for growth. (The same holds for 
initial attainment at the primary level.) Theories that rely on discoveries 
of new kinds of goods as a driving force for technological progress, such as 
Romer (1990), predict a strong role for human capital in the form of higher 
education. It is not surprising tha.t this kind of basic innovation - the type of 
techno1ogica.l progress that would most likely be linked to college education - 
would be unimportant for most countries, which tend to adopt leading tech- 
nologies rather than invent fundamentally new things. The higher-education 
variables are still insignificant, however, if the sample is limited to countries 
with initial values of real per capita GDP above the median or even to a 
group of 21 developed countries. 

Column 7 adds the contemporaneous growth rate of male and female 
secondary schooling over each decade. l2 These variables, rather than the 
initial levels of schooling that, we discussed before, would appear in standard 
growth-accounting exercises. The exogeneity of the growth rates of attain- 
ment can be questioned, although they are largely predetermined by prior 
years of school enrollment. In any event, the results in column 7 use the 
growth rates of attainment as their own instruments. 

The estima.ted coefficient of the growth rate of male secondary schooling 
is significantly positive, 0.29 ( s.e. = 0.12), a notable achievement since some 
previous growth-accounting exercises with different measures of schooling 
for a broad group of countries fail to find this kind of positive effect (see, 
for example, Benhabib and Spiegel [1992]). On the other hand, the growth 
rate of female secondary attainment enters negatively, -0.45 (s.e. = 0.19). 
Note that the coefficients of the initial levels of secondary attainment remain 
positive for males and negative for females; in fact, these coefficients each 
rise in magnitude from the values shown in column 2. We do not have a 
convincing story to explain the apparently negative growth effect from an 
increase in female attainment. 

“The variable for the first decade is 0.1 log [(l+ secondary attainment in 1975)/(1 + 

secondary attainment in 1965)] an d analogously for the second decade. The inclusion of the 

1 avoids problems with very low levels of secondary attainment. The specification means 

that individuals are effectively endowed with skills equivalent to one year of secondary 

schooling before they start secondary school. 
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Column 8 shows the results when male and female secondary-school en- 
rollment ratios (from issues of UNESCO, Statistical Ye,&&) are added to 
the basic regressions. These variables have been frequently used by previous 
researchers who did not have access to data on stocks of school attainment. 
The main point of column 8 is that the school-enrollment ratios are insignif- 
icant, whereas the measures of starting stocks of attainment enter in about 
the same way as in column 2. 

Columns 9-11 enter U.N. measures of fertility and population growth, 
variables that have a negative effect on the steady-state level of output per 
effective worker in the neoclassical growth model. This effect is strengthened 
in models that introduce time costs of having and raising children. Thus, 
the usual view is that higher fertility and population growth would lower the 
growth rate of per ca.pita GDP for given values of the explanatory variables 
that we have already considered. 

Column 9 includes the total fertility rate, the bypical woman’s prospec- 
tive number of live births over her lifetime. The form used is the log of the 
average of fertility rates over each decade, and this variable is used as its 
own instrument. The estimated coefficient is negative, but marginally in- 
significant. Column 10 adds the growth rate of population over each decade 
to the basic regressions. This va.riable is also entered as its own instrument. 
The estimated coefficient is negative, but less significant than the fertility 
variable. 

These results differ from those in other studies because the life-expectancy 
variable is already included in t,he equa.tions. The log of life expectancy 
at the start of each period is negatively correlated with the log of average 
fertility over the period (-0.83 in the first decade and -0.86 in the second) and 
population growth (-0.63 in the first period a.nd -0.75 in the second). If life 
expectancy is omitted from the regressions, then the fertility variable and the 
growth rate of population have significantly negative coefficient estimates. 

Column 11 includes simultaneously the fertility variable and the growth 
rate of population, with life expectancy Aso present, in the equations. The es- 
timated coefficient on the log of avera.ge fertility is now significantly negative, 
whereas that on the population growth rate is positive and marginally in- 
significant. For given fertility, a higher popuia.tion growth ra,te signals higher 
net, immigration or lower mortality, elements that would plausibly be posi- 
tively related to growth. (Population growth would, however, also depend 
on age structure and the ages at which mothers typically have children.) 

Column 12 includes as an alternative demographic variable the change in 
the share of the population that is under age 15 (from [J.N. data). An increase 
in this share tends to lower the per-capit#a. growth rate partfly because of the 
increase in t,he number of persons of nonworking age and partly because the 
work effort, of adults would be directed more t,oward child-rearing. (These 
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effects ha.ve been stressed by Sarel [1992].) This population-share variable is 
significantly negative in the regressions. Also, when this variable is included, 
the fertility and population-growth variables are insignificant, as is a variable 
that measures the change in the share of the population aged 65 and over.13 

Lee (1992) t’ es lmated growth equations that included a measure of tariff 
rates on capit,al goods and intermediate products. The tariff rate was in- 
teracted with an economy’s na,tural openness, which depends on area and 
dist,ance from other markets. The idea is that an economy that would natu- 
rally be more open - because it is small or near to other markets -- suffers 
more when interna.tional trade is distorted. Column 13 of Table 5 includes 
Lee’s ta.riff-rate va.riable, which is observed only for the single year 1980 for 
each country. The variable serves as its own instrument. The estimated co- 
efficient is negative, but insignificant. (The sample is a,lso much smaller than 
before becuase of the limited availability of Fhe tariff-rate data.) 

It is frequently argued that countries, especially developing countries that 
export mainly primary products, are substantially affected by shocks to the 
terms of trade. The theoretical effects from changes in the terms of trade on 
GDP - as opposed to real national income or consumption - are, however, 
ambiguous. For example, if a drop in the relative price of a country’s principal 
export leads to no change in physical production, then GDP would not change 
(although t,he country would be worse off). GDP would fall if the country 
responded to the shock by lowering production, but it is conceivable that a 
worsening of the terms of trade would have the opposite impact. In any event, 
the effects on GDP growth depend on the responses of domestic production 
to the changed incentives implied by the shift in the terms of trade. One 
likely influence, for example, is that, an increase in the relative price of oil - 
an import for most countries - would reduce the production of goods that 
use oil as an input. 

We have computed the growth rate of the ratio of export prices (or export 
unit values) to import prices (or import unit values) over the two decades. 
1965-75 and 1975-85. The data, from International Financial Statistics, 

are limited to about, half the countries in the sample. This terms-of-trade 
va.riable is ent,ered and used as its own instrument in collm~n 14 of Table 
5. The estimated coefficient is positive, but insignificant. (Note that the 
number of observations falls to 40 in the first decade and 54 in the second.) 
We think, however, that the analysis of growth effects from changes in the 
terms of trade warrants further exploration with more and better data. 

‘“l’he old-age variable has, however, two offsettiug effects. First, if the older people do 

not work, then an increase in the fract,ion of the population that is elderly would tend to 

lower the per-capita growth rate. But, second, an increase in the old-age fraction would 

signal an improvement in health (for a given starting value of life expectancy), and this 

change is likely to be positively correlated with the growth rate. 
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We have included government-policy variables that relate to consumption 
spending, market distortions, and political stability. Governments can also 
influence economic performance by altering various individual rights, such 
as freedom of speech and the press, freedom to run for office and vote, and 
so on. Gastil (1987) p rovides measures of these kinds of civil liberties and 
political rights in the form of subjective indexes for each country from 1 (most 
freedom) to 7. (This source unfortunately does not provide good measures 
of economic freedom or property rights.) We use here the average of the 
indexes for political rights and civil liberties for each country from 1973, the 
earliest year available, to 1985. 

In an earlier study (Barr0 [1991b]), the political-rights variable was in- 
significantly related to growth, once a group of other explanatory variables 
was held constant. That conclusion still applies in the present setting. 
Since the measures of political rights and civil liberties are highly correlated 
(0.96 for the 94 countries with dat)a that are also included in the growth 
regressionsr4), it is not surprising that the index of civil liberties also turns 
out to be insignificant if it is added to the basic growth regression. We 
were surprised to find, however, that the two variables are each statistically 
significant if they a,re entered simultaneously into the growth regressions, as 
shown in column 15 of Table 5. The politJical-freedom variable is significantly 
negative, meaning that more freedom is good for growth, whereas the civil- 
liberties variable is significantly positive, meaning that more liberties are bad 
for growth. If the two indexes of freedom rise by the same amount, then the 
net effect on growth is roughly zero, a result that is consistent with prior 
findings. 

It is unclear what effects are picked up in the sample by the differential 
between political rights and civil liberties. One might argue that political 
freedoms hold governments in check, whereas civil liberties promote transac- 
tion costs. But we do not find any clear linkage between the political freedom 
variable and the observable measures of government activit,y that we used 
in the regressions: the government-consumption ra,tio, the black-market pre- 
mium, and the revolution propensity. (If more political freedom had negative 
effects on these variables, then we would have found it plausible that more 
freedom also had negative effects on unobservable components of government 
intervention.) We therefore claim only that the results on political freedom 
and civil liberties are an interesting topic for further research. 

We have already discussed the growth effects of revolution, which we took 
as a measure of domestic political stability. Economies are also affected by 
wars with other countries. Our only data on external wars comes from two 
measures previously constructed by Barro (1991b): WAR.DUM, a dummy 

14The two variables have nearly the same means: 3.77 for civil liberties and 3.82 for 

political rights in the sample of 94 countries. 
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variable for countries that participated in at least one external war over the 
period 1960-85, and WARTIME, an estimate of the fraction of time over 
1960-85 that the country was involved in an external war. Neither of these 
variables measures the seriousness of the wars (reflected, for example, in 
expenditures, casualties, or destruction of property) or the outcomes. For 
the 85 countries in the 1965-75 sample, WARDUM has a mean of 0.39 and 
WARTIME a mean of 0.058. For the 95 countries in the 1975-85 sample, the 
means are 0.37 and 0.055, respectively. 

Column 16 of Table 5 includes the variable WARDUM, entered as its own 
instrument. The estimated coefficient is negative, but insignificant. Column 
17 includes the variable WARTIME, also entered as its own instrument. The 
estimated coefficient of this variable is roughly zero. We think, however, that 
our failure to find important growth effects from external wars involves the 
poor quality of our data, rather than the unimportance of war. 

Finally, column 18 includes regional dummy variables for Sub-Saharan 
Africa, Latin America, and East Asia. For the countries included in the 
regressions, the average per-capita growth rate from 1965 to 1985 in Sub- 
Saharan Africa was 1.2 percentage points below that of the overall mean, 
whereas that in Latin America was 1.0 percentage points below the mean, 
and that in East Asia was 3.2 percentage points above the mean. Significant 
coefficients on the dummies indicate that the model does not adequately 
explain the systematic variation in growth rates across these regions. 

The estimated coe@cients of the African and Latin American dummies 
are significantly negative, -.0116 (s.e. = .0051) and -.0087 (s.e. = .0037), 
respectively. The estimated coefficient of the East Asian dummy is positive 
but insignificant, .0040 ( s.e. = .0057). Thus, although the African and Latin 
American dummies are smaller and less significant than in some previous 
research, such as Barro (1991a), the results indicate that the model still does 
not fully explain why the countries in Sub-Saharan Africa and Latin America 
experienced below-average growth rates. We return t,o this issue in the next 
section. The model does capture the high average growth rates in East Asia. 

E. Sources of growth for slow- and fast-growers 

The basic equation in column 2 of Table 5 is the source of the fitted values 
for 1965-75 and 1975-85 for the slow- and fast-growers that are shown in 
Tables 3 and 4. The projected growth rates for 1985595 come from the same 
estimated model, where the values of the explanatory variables are those 
applying in 1985 for log(GDP) and secondary schooling and as a.verages for 
1980-84 for G/Y, I/Y, and log(life expectancy). The revolution variable 
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takes on the same value as in the regression samples.15 We already noted 
that the fitted values for 1965-75 and 1975-85 explain a substantial part of 
the observed differences in per-capita growth rates between the slow- and 
fast-growers. Therefore, although the remaining residual errors in individual 
country growth rates are a.lso substantial, it is worthwhile to examine the 
differences in the explanatory variables that generate the differences in the 
fitted growth rates. 

We can break down the fitted and projected values of growth rates into 
the contributions from each of the eight explanatory variables that appear 
in the basic model shown in Table 5, column 2. This exercise provides a, 
form of “growth accounting” in which the determining variables are, unlike 
the growth rates of factor inputs, arguably exogenous infiuences. One ob- 
servation from this exercise is that the fitted growth rates depend on the 
combined influence of several factors, rather than from one or two key el- 
ements. To bring out some general tendencies, however, we combine the 
results into regional groups of slow- or fast-growing countries in Table 6. 
The contributions of the explanatory variables to the fitted growth rate are 
averaged for six groups. For the slow-growers (from Table 3), we examine 
14 Sub-Saharan-African countries and 5 Latin-American countries. For the 
fast-growers (from Table 4), we consider four Sub-Saharan-African countries, 
three Latin-American countries, eight East-Asian countries, and six OECD 
countries. 

To ease the presentation, Table 6 combines the contributions from the 
initial values of log(GDP), male and female secondary schooling, and life 
expectancy into a net convergence effect. That is, this variable shows the 
contribution to the fitted growth rate (as a deviation from the sample mean) 
for initial per-capita GDP, when conditioned on the initial values of human 
capital per person. The table shows separately the contributions to the fitted 
growth rate from the investment ratio, I/Y, the government consumption 
ratio, G/Y, t,he black-market premium va.riable, and the revolution variable. 
The sum of the individual contributions gives the fitted growth rate (as a 
deviation from the sample mean), as shown in the next-to-last column of the 
table. The final column shows the actual average growth rate for the group 
(also as a difference from the sample mean). 

Begin with the 14 slow-growing Sub-Saharan-African countries in the pe- 
riod 1965-75. The net convergence effect is close to zero, that is, the positive 
effect on growth from low initial income is roughly canceled on average by 

15The projected growth rates, but not the deviations of these projections from sample 

means, depend also on the constant term. We used the average of the constants estimated 

for 1965-75 and 1975-85 to const,ruct, the forecasted growth rates shown in Tables 3 and 

4. The subsequent discussion deals with deviations from means and therefore does not, 

depend on the constant term. 
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the nega,tive effects from low secondary-school atta.inment and low life ex- 
pectancy. The negative value for fitted growth of -0.023 then reflects the 
contributions from low investment (-O.OOS), high government consumption 
(-O.Oll), moderate distortions as reflected in the black-market premium vari- 
able (-0.002), and an adverse effect from poitical instability as represented 
by the revolution variable (-0.003). Th e average of the actual growth perfor- 
mance, -0.028, is somewhat worse than that indicated by the fitted value. 

In the 1975585 decade, the net convergence term switches to positive ter- 
ritory (O.OOS), b asically because levels of per capita GDP fell in the previous 
decade in relation to secondary attainment and life expectancy. The negative 
contributions from I/Y and G/Y are about the same as in the previous pe- 
riod (and the contribution from revolutions is the same by construction), but 
the black-market premium term becomes more adverse (-0.009). This change 
likely reflects an increase in governmental distortions, possibly triggered by 
adverse movements in the terms of trade (which we have not held constant). 
In any event, the fitted growth-rate term is now -0.022, which is well above 
the actual value of -0.039 (all in relation to sample means). 

This failure to explain the extent of the poor growth performance in the 
slow-growing African countries in 1975585r6 is the source of the significance 
of the African dummy variable in the regressions discussed before (Table 
5, column 18). A likely reason for the underestimate of the extent of the 
adversity is that the variables included to measure governmental distortions 
and political instability - G/Y, the black-market premium, and revolutions 
- understate these difficulties in Africa. A better measure of terms-of-trade 
shocks - entering partly as a direct effect on growth and partly as a stimulus 
to bad government policies - might also help in this context. 

The clearest contrast for the group of 14 slow-growing Sub-Saharan- 
African countries is the group of 8 fast-growing East-Asian economies. Table 
6 shows that the contribution from the net convergence term is substantially 
positive (0.016) for the East-Asian group in 1965-75. In other words, the 
initial levels of real per-capita GDP were low on average relative to the lev- 
els of secondary atta.inment and life expectancy. The other four terms are 
also positive: 0.002 for I/Y, 0.006 for G/Y, 0.003 for the black-market pre- 
mium, and 0.001 for revolutions. Thus, there were favorable growth effects 
from moderately high investment, markedly low government consumption, a 
lack of distortions as indicated by a low or zero black-market premium, and 
the presence of political stability as reflected in a low propensity to revolt. 
These factors therefore all operate in the direction opposite to that in the 

16As mentioned before, it is not surprising that countries selected for low (or high) 
growth rates tend also to have negative (or positive) residuals on average. The observations 
about the slow-growing Sub-Saharan-African countries still hold qualitat,ively, however, if 
we consider all of Sub-Saharan-Africa as a group. 
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slow-growing African countries. Overall, the fitted growth rate for the eight 
East-Asian fast-growers in 1965575 is 0.028, compared with the actual value 
of 0.031. 

For 1975585, the contribution from the net convergence term for the East- 
Asian countries falls to 0.008, because GDP rose in relation to the levels of 
secondary attainment and life expectancy. Three of the other terms become 
more favorable, however. The contributions are now 0.006 from I/Y, 0.010 
from G/Y, and 0.006 from the black-market premium. That is, in 1975-85, 
the East Asian economies had even greater positive contributions to growth 
from high investment, low government consumption, and absence of distor- 
tions as reflected in a low or zero black-market premium. The overall fitted 
growth rate of 0.030 is below the actual value of 0.042 (see n.16 above). 

Finally, the projected growth rates for the eight East-Asian countries 
in 1985-95 continue the previous trend: the net convergence effect becomes 
smaller (-O.OOl), but the other terms maintain or enhance their contributions. 
Consequently, the projected growth rate for 1985-95, relative to the sample 
mean, is still the high value of 0.023. 

Another natural comparison is between the group of 14 slow-growing 
Sub-Saharan-African countries and the group of 4 fast-growing Sub-Saharan- 
African countries. Table 6 shows for 1965-75 that the 14 African slow-growers 
differ from the 4 fa.st-growers most clearly in the net convergence term, which 
is -0.002 for the former group and 0.022 for the latter.17 That is, the fast- 
growers have particularly low values of initial GDP in relation to their levels 
of secondary schooling and life expectancy. The fast-growers also get better 
contributions from I/Y (-0.004 versus -0.006), G/Y (-0.006 versus -O.Oll), the 
black-market premium (0.000 versus -0.002), and revolutions (0.002 versus 
-0.003). In other words, the fast-growers have less tendency to have big 
governments, distortions, and political instability, and have somewhat higher 
investment ratios. Basically similar conclusions apply for the 1975-85 period. 

Two of the African fast-growers, Botswana and Lesotho, are neighbors 
or enclaves of South Africa, and the adjacency of this developed country 
could provide spillover benefits, such as ready access to capital and skilled 
managers, which would spur economic growth. Chua (1993) has made this 
point and has provided some empirical support for its importance. This 
idea could explain, for example, why the average residual for Botswana for 
1965-85 is 0.034 and that for Lesotho is 0.017.” 

i7The convergence term for Rwanda, one of the fast-growers, would be too high if its 

true real per-capita GDP for 1965 were greater than the remarkably low reported value 

of $152 (1980 US. prices) compared with $244 in 1960 and $268 in 1970. If Rwanda is 

excluded from the group of fast-growing Sub-Saharan-African countries, then the mean 

contribution from the net convergence effect falls from ,022 to .015 for 1965-75, from ,010 

to ,007 for 1975585, and from ,004 to ,000 for 1985595. 

lsAn alternative view is that Botswana grew rapidly because of its natural resources, 
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A possible counter claim is that other neighbors of South Africa, such 
as Mozambique, have not performed we11.l’ Mozambique appears on the 
slow-growers list in Table 3 with growth rates relative to the sample means 
of -0.038 in 1965-75 and -0.053 in 1975-85. The remarkable thing, howver, 
is that the residuals for Mozambique are strongly positive: 0.021 and 0.032, 
respectively. For example, in 1965-75, the contributions to the fitted growth 
rate are -0.024 for net convergence, -0.009 for I/Y, -0.007 for G/Y (estimated 
from the mean behavior for Sub-Saharan-Africa because of missing data), 
-0.004 for the black-market premium, and -0.015 for revolutions. Thus, a pos- 
sible interpretation is that, if not for the proximity of South Africa, Mozam- 
bique might have grown at 6 percentage points per year below the mean 
rate (of 2.9% per year) in 1965-75 instead of only 4 percentage points below. 
Similarly, in 1975585, it might have grown at 8 percentage points per year 
below the mean rate (of 1.3% per year) instead of only 5 percentage points 
below. 

Table 6 also allows a. comparison between five slow-growing and three 
fast-growing Latin-American countries (see Tables 3 and 4).20 For 1965-75, 
the main differences are the greater contributions from the net convergence 
term and the black-market premium for the fast-growers. In 1975-85, the 
net convergence effects are similar for the two groups, but the fast-growers 
do better in terms of higher investment, substantially smaller consumption, 
and much lower distortions as proxied by the black-market premium. For 
1985595, the net convergence term for the slow-growers is larger than that 
for the fast-growers: 0.002 versus -0.007. Nevertheless, the inferior positions 
of the other variables result in an average projected growth for the slow- 
growers (in relation to the sample mean) of -0.029 compared to -0.002 for the 
fast-growers. 

Especially noteworthy are the contributions from the black-market pre- 
mium for the slow-growers of -0.010 in 1975-85 and -0.016 in 1985-95. These 

effects proxy for a remarkable degree of market distortion in the slow-growing 

Latin-American countries. The significance of the Latin-American dummy 

in the growth-rate regressions (Table 5, column 18) likely reflects the failure 

especially diamonds, and similarly that Gabon - another African fast-grower - did well 
(until 1986) because of its oil. Natural resources do not appear, however, to be a key 
determinant of economic growth in a broad sample of countries. In particular, if these 
resources were the key to growth, then the relatively poor performances of Zaire and 
Nigeria would be hard to explain. (Nigeria is not in the regression samples because of the 
lack of census data on educational attainment.) 

lgAnother enclave of South Africa, Swaziland, has a positive residual of 0.014 in the 

growth regression for 1975-85, but is missing data and was therefore not included in the 

regression for 1965-75. Another neighbor, Zimbabwe, has a residual of 0.004 for 1965-75, 

but -0.004 for 1975-85. 

2”Note, however, that two of the fast-growers, Brazil and Ecuador, had notably high 

growth rates only in the 1965575 period. 
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of the explanatory variables that we have been able to measure to capture 
fully the extent of the market distortions in this region. 

Finally, Table 6 includes the group of six fast-growing OECD countries. In 
1965-75, the net convergence effect is positive (0.005), because the relatively 
high levels of initial per-capita GDP are more than offset by the relatively 
high values of secondary attainment and life expectancy. The other main 
positive contributions to growth are from high investment (0.008) and low 
distortions as reflected in low or zero black-market premia (0.004). Overall, 
the fitted growth rate is 0.020 above the sample mean, compared with an 
actual value of 0.016. 

In 1975-85, the net convergence term for the six OECD countries remains 
at 0.005. The contribution from investment declines, but that from low dis- 
tortions (small or zero black-market premia) rises slightly to 0.005. Overall, 
the fitted growth rate is now 0.017 above the sample mean, compared to an 
actual value of 0.025. 

For 1985-95, the rise in GDP in relation to schooling and life expectancy 
reduces the net convergence term for the six OECD countries to -0.005. This 
change lowers the average projected growth rate for the six OECD countries 
to 0.008 above the sample mean. 

F. Determinants of fertility, health, and school enrollment 

The results presented thus far are somewhat disappointing in terms of demon- 
strating an important role for educational attainment in the growth pro- 
cess. The secondary attainment of males has a significantly positive effect on 
growth rates, but that of females has a puzzling negative effect. Also, attain- 
ment at the primary and higher levels does not have significant explanatory 
power for growth. 

This section provides a preliminary analysis of the influences of educa- 
tional attainment on the quantity and quality of children, where quantity is 
measured by the fertility rate and quality by schooling and two health in- 
dicators, infant mortality and life expectancy at birth. Previous discussions 
of these kinds of linkages in developing countries appear in Behrman (1990) 
and Schultz (1989). Bhalla and Gill (1992) have some preliminary findings 
for a panel of countries. 

1. Fertility 

The first column of Table 7 shows an estimated model for the fertility rate. 
We use a system of two equations with a wide spacing in time; the variables 
are observed in 1965 and 1985. In column 1, the coefficients (aside from 
constants that are not shown) are constrained to be the same for each period. 
Estimation is by the seemingly-unrelated (SUR) technique, that is, the panel 
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estimation allows each country to have random effects that are correlated 
over time. 

The dependent variable is the log of the total fertility rate, observed 
in 1965 and 1985. In 1965, the mean of the dependent variable was 1.60, 
corresponding to a fertility rate of 5.0, and in 1985 the mean was 1.31, or a 
fertility rate of 3.7. 

The independent variables are real per-capita GDP (from Summers-Weston 
[1988]), the total y ears of female and male school attainment (from Barro 
and Lee [1993]), the log of life expectancy at birth, and the infant-mortality 
rate (from the U.N.). These variables are also observed in 1965 and 1985. 
The specification includes a linear and squared term for each regressor, that 
is, log(fertility) is allowed to respond nonlinearly to the contemporaneous 
values2r of income, schooling, life expectancy, and infant mortality. The re- 
sults provide strong evidence for nonlinear effects; for example, the p-value 
for a test of the joint significance of the five squared terms in column 1 is 
0.00. 

The terms in brackets in the tables indicate the p-values for the joint sig- 
nificance of the linear and squared term for each of the independent variables. 
Therefore, the results shown in column 1 indicate that fertility depends sig- 
nificantly on the five pairs of explanatory variables that have been included. 

For income, the linear term of 0.69 (s.e. = 0.25) and squared term of 
-0.053 (s.e. = 0.017) are each significantly different from zero. This con- 
figuration of coefficients means that fertility initially rises with income, but 
subsequently falls. The implied breakpoint is at a real per-capita GDP of 
$665 per year (in 1980 U.S. dollars); hence, only the very poor countries 
operated in the range in which more income - for given values of the other 
explanatory variables - meant more fertility. The fraction of countries in- 
cluded in the regressions that were in this range was 25% in 1965 and 21% 
in 1985. 

An interpretation of these results is that at very low incomes - observed 
for 20-25% of the countries, many of which are in Sub-Saharan Africa - the 
Malthusian effect dominates, and more income leads to more children (for 
given education, life expectancy, and infant mortality). For the majority of 
countries, the effect of more income on fertility is negative. This relation can 
reflect the increased value of time of parents (for given levels of educational 
attainment), a substitution of quality of children for quantity as income rises, 
and increased knowledge about birth control. 

The estimated effect on fertility from female years of schooling involves 
the linear term, -0.119 (s.e. = 0.040), and the squared term, 0.0121 (s.e. 
= 0.0040). Hence, fertility is estimated to be negatively related to female 

21The fits improve somewhat if lagged values of the explanatory variables are also entered 
into the regressions, but the general nature of the results does not change. 
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schooling when the average years of attainment are below 4.9 years, but 
the relation thereafter becomes positive. The fractions of the sample that 
fall below the break point were 81% in 1965 and 59% in 1985. Thus, the 
negative portion of the relation between fertility and female schooling applies 
for developing countries, in which women have traditionally been the main 
rearers of children. The relation in this range would reflect the increased value 
of alternative uses of time for women and perhaps also the women’s increased 
awareness of birth control. It is surprising, however, that the estimated 
relation between fertility and female schooling is positive for high values of 
schooling. 

For male attainment, the linear term is 0.155 (s.e. = 0.044) and the 
squared term is -0.0145 (s.e. = 0.0042). The implication is that fertility 
initially rises with male education, but then declines when the average years 
of schooling exceed 5.3. The fraction of the countries that fall below this 
critical value was 69% in 1965 and 52% in 1985. The positive portion of 
the relation between male schooling and fertility can derive from an income 
effect. Since males in developing countries presumably spend a small fraction 
of their time in child-rearing, the substitution effect on fertility from a higher 
value of male time would not be important. 

The results indicate that female and male education have very different 
effects on fertility. In less-developed countries, more female schooling lowers 
fertility, whereas more male schooling raises it. These relations appear to 
reverse for countries with high levels of education. 

Fertility choice would also depend on life expectancy and infant mortality. 
Higher life expectancy makes children more attractive, but also implies that 
a smaller number of births is required to generate a given number of children 
who survive to adulthood. Similarly, a higher infant-mortality rate makes 
child creation more costly ~ which deters fertility - but also raises the 
number of births required to achieve a given number of survivors. 

For life expectancy, the estimated coefficients in Table 7, column 1 - 
14.5 (s.e. = 5.9) on the linear term and -1.88 (s.e. = 0.76) on the squared 
term - imply that the effect on fertility is positive at low life expectancy, 
but becomes negative when life expectancy exceeds 47 years. The fractions 
of countries with life expectancy below this number was 31% in 1965 and 
12% in 1985. Thus, the pattern, except for the countries with the lowest life 
expectancy, is for higher life expectancy to be associated with lower fertility. 

For the infant-mortality rate, the estimated coefficients are 7.2 (s.e. = 
2.5) on the linear term and -25.7 (s.e. = 10.7) on the squared term. The 
implication is that higher mortality is associated with higher fertility if the 
mortality rate is less than 14.0%, a condition that holds for 74% of the sample 
in 1965 and 96% in 1985. Thus, the typical pattern in recent years is that 
lower infant mortality - like higher life expectancy - goes along with lower 
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fertility. 
The fit of the regressions can be gauged by the R2 values for each of the 

periods: 0.81 for 1965 (81 countries) and 0.89 for 1985 (89 countries). The 
residual errors retain substantial positive correlation even over the 20-year 
span: the first-order serial correlation coefficient for the residuals is 0.58. 

The panel regressions reported in column 1 of Table 7 combine cross- 
sectional and time-series information. We can divide this information into 
cross-sectional observations, say data for each country on levels of variables 
for a single year or for sample averages from 1965 to 1985, and time-series 
observations, say data on the first differences of variables for 1985 relative 
t,o 1965. The latter procedure corresponds to fixed-effects estimation of the 
panel (if we continue to use only the observations in 1965 and 1985). 

Column 2 shows estimates of the equation for fertility from the cross- 
section of data on levels of variables for 1985,” and column 3 shows the 
estimates from first differences of the data for 1985 relative to 1965. The 
coefficients (including the constants, which are not shown) are allowed to 
differ across the two equations. The system is, however, estimated by the 
SUR technique, which allows for correlation of the error terms across the 
equations. In this form, the random-effects model of column 1 amounts 
to the restricted case of the specification in columns 2 and 3 in which the 
coefhcients of the explanatory variables (other t,han the constants) across the 
two equations are constrained to be the same. 

Cross-sectional estimates can cause problems because of omitted-variable 
bias, and the introduction of fixed effects (in this case, for countries) are 
sometimes thought to alleviate this problem. The time-series estimates, 
which correspond to the first differences of t,he data, can also cause prob- 
lems, however. For example, measurement errors are exacerbated, especially 
because the timing of relationships is not precisely known and because the 
short-term fluctuations in income and other variables may have different ef- 
fects from the longer-run changes. Confidence in the results increases if the 
cross-sectional and t,ime-series data provide sirnilar results.23 Thus, we are 
particularly interested in tests of the hypothesis that the coefficients esti- 
mated for the cross-section in column 2 are the same as t,hose estimated for 
the time series in column 3. 

The results for fertility shown in columns 2 and 3 of Table 7 are broadly 
similar, although the point estimates naturally differ, a.nd the estimated co- 

‘“The results are essentially the same if we use the averages of values for 1965 and 1985 
instead of just the values for 1985. We used the values for 1985 so that the estimates 
shown in column 1 correspond exactly to the restricted form in which the cross-sectional 
and time-series estimates have the same coefficients. 

2”Tlle coincidence between the cross-sectional and time-series results does not, of course, 
guarantee the absence of problems. For example, the bias due to omitted variables could 
happen to be the same in the cross-section and the time series. 
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efficients tend to look less significant than those estimated in column 1. A 
likelihood-ratio test of the hypothesis that all t en coefficients in columns 2 

and 3 are the same indicates that the hypothesis of equality would not be 
rejected at conventiona. significance levels: the p-value is 0.26. We did not 
anticipate this result, because our earlier estimates that used the data on 
fertility and the other variables at five- or ten-year intervals rejected the 
hypothesis. In other words, it is only when we use the long-term first differ- 
ences at the 20-year interval that we find similarity between the time-series 
and cross-sectional estimates. Data observed more frequently are no doubt 
affected much more by problems of timing, distinctions between temporary 
and permanent changes, measurement error, and so on. 

2. Infant mortality and life expectancy 

Columns 4-9 of Table 7 view infant mortality and life expectancy as en- 
dogenous variables to be determined by income and education. For example, 
higher income would lead to improved nutrition, sanitation, and health care, 
and would thereby tend to reduce infant mortality and raise life expectancy. 
Similarly, greater education of parents ought to improve the health outcomes 
of children. Our initial expectation was that this linkage would be greater for 
female education than for male, again because the mothers are more likely to 
be involved with child-rearing. An offsetting force, however, is that greater 
educational attainment, may motivate parents, especially females, to shift 
a.ttention away from children and toward market activities, a response that 
could weaken or reverse the positive relation between schooling and child 
health. 

The random-effects, panel estimates shown in column 4 of Table 7 imply 
that infant mortality is significantly related to income and to female and 
male schooling. The nonlinear effects are unimportant for income and fe- 
male education; in particular, infant mortality is negatively related to per 
capita GDP and to female years of attainment throughout the sample range. 
For male schooling, the effect switches from negative to positive when male 
schooling reaches 6.6 years. The fraction of countries below the critical point 
was 85% in 1965 and 69% in 1985. It is unclear what effect is picked up 
by the positive relation between infant mortality and male education for the 
countries with high levels of school attainment. 

Columns 5 and 6 report the separate estimates for cross-sectional and 
time-series data. In this case, the test of the hypothesis of equal coefficients 
is rejected; the p-value is 0.00. Our inference is that the estimated coefficients 
for infant mortality are less likely than those for fertility to represent some 
kind of causal influence from the independent variables on the dependent 
variable. 

For life expectancy, the results from random-effects, panel estimation in 
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column 7 are broadly similar to those for infant mortality in column 4. Life 
expectancy is significantly related to income and to female and male school- 
ing. The nonlinear effects are again unimportant for income and female edu- 
cation; in particular, life expectancy is positively related to per-capita GDP 
and to female years of attainment throughout the sample range. For male 
schooling, the effect switches from positive to negative when male schooling 
reaches 6.5 years, that is, about the same point at which the switch occurs for 
infant mortality. It is again puzzling that life expectancy would be negatively 
related to male education for countries with high levels of schooling. 

3. School-enrollment ratios 

Tables 8 and 9 report preliminary findings about the determinants of school- 
enrollment ratios at the primary and secondary levels. We examine here 
the dependence of a current gross school-enrollment ratio (the number of 
children enrolled at each level divided by the population of persons of the 
designated school age) on income and levels of educational attainment. The 
effects of the school-attainment variables in these equations represent the 
relation between the stock of education of adults (aged 25 and over) and 
the current flow of education in t#he sense of the enrollment ratios for the 
school-age population. We would like to interpret these relations in terms 
of the impact of parental schooling on children’s choices of schooling, but 
the aggregate data limit these possibilities. In addition, the enrollment-ratio 
data are notoriously bad (see Barro and Lee [1993]) and tend especially to 
overstate the flow of schooling at the primary level in developing countries. 

The equations for primary-school enrollment in Table 8 use the same 
nonlinear form that we estimated for infant mortality and life expectancy in 
Table 7. In the present case, however, the nonlinear effect may just capture 
the overstatement of primary enrollment in developing countries and the con- 
sequent tendency of all the numbers to approach 100% or higher by the end 
of the sample. 24 In any event the random-effects, panel estimates in column 
1 of Table 8 indicate that femile primary enrollrnent is significantly positively 
related to income and male school attainment for most of the sample range. 
The estimated effects become negative (probably because of the way the data 
on primary enrollment age generated) at the upper ends of the variables. The 
estimated effect of female attainment is also positive throughout most of the 
range, but these coefficients are only marginally significant (p-value = 0.08). 
The hypothesis that the cross-sectional and time-series coefficients are the 
same would not be rejected at usual significance levels; the p-value is 0.21 

Z4The reported enrollment ratios can exceed 100% because of repeaters and other atten- 
dees whose age falls outside of the designated range for the schooling level. We truncated 
all values that were reported above 100% to 100%. 
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Table 8: 
Regressions for Primary-School Enrollment Ratios 

dep. var. 

method 

log(GDP) 

(1) (2) (3) (4) (5) (6) 
female female female male male male 

primary primary primary primary primary primary 

SUR SUR SUR SUR 

panel cross-sect. first-diff. panel cross-sect. first-diff. 

1965, 1985 1985 1985-1965 1965, 1985 1985 1985-1965 

.57 [.OO] .45 [.05] .53 [.12] .63 [.OO] .51 [.Ol] .80 [.OO] 

(.17) (.19) (.26) (.15) (.18) (.24) 

log(GDP) -.035 -.029 -.034 -.039 -.032 -.052 

squared (.Oll) (.013) (.017) (.OlO) (.012) (.016) 

Female ,058 [.08] ,093 [.Ol] -.OlO [.35] -.027 [.48] -.043 [.33] -.037 [.43] 

schooling (.027) (.032) (.039) (.025) (.030) (.035) 

Female 

school sq. 

-.0035 

(.0027) 

-.0050 

(.0033) 

-.0028 

(.0040) 

.0032 

(.0025) 

.0049 

(.0031) 

,149 [.OO] 

(.039) 

.OOll 

(.0036) 

Male 

schooling 

,119 [.OO] 

(.030) 

,101 [.07] 

(.042) 

,089 [.05] 

(.039) 

,101 [.OO] 

(.027) 
.034 [.59] 

(.036) 

Male -.0080 -.0077 -.0055 -.0076 -.Olll -.0034 

school sq. (.0028) (.0037) (.0038) (.0026) (.0035) (.0034) 

means of 

dep. var. 

0.77 

0.86 

0.86 0.131 0.86 

0.93 

0.93 0.087 

R2 (no. .76 (86) 

obs.) .73 (91) 

.72 (91) .42 (83) .59 (86) 

.44 (91) 

.86 (92) .26 (83) 

serial 

carrel. 

.29 .29 

test for 

eaual coeffs. 

p=o.o4 p=O.O6 

Notes: The dependent variable for columns l-3 is the gross primary-enrollment ratio for 

females. That in columns 4-6 is the gross primary-enrollment ratio for males. See the 

notes to Table 7 for additional information. 



Table 9: 
Regressions for Secondary-School Enrollment Ratios 

dep. var. 

method 

log(GDP) 

(1) (2) (3) (4) (5) (6) 
female female female male male male 

secondary secondary secondary secondary secondary secondary 

SUR SUR SUR SUR 

panel cross-sect. first-diff. panel cross-sect. first-diff. 
1965, 1985 1985 1985-1965 1965, 1985 1985 1985-1965 

,121 ,124 ,105 .118 ,116 ,057 

(.016) 

Female 

schooling 

.039 
(.Oll) 

Male 

schooling 

.018 

(.012) 

(.017) (.031) 

,036 ,052 

(.013) (.021) 

,020 ,014 

(.014) (.017) 

0.51 0.28 

89 (87) .31 (80) 

(.020) (.022) 

-.Oll -.029 

(.014) (.016) 

.057 .077 

means of 0.26 

dep. var. 0.51 

(.036) 

.Oll 

(.024) 

,013 

(.014) (.OlS) (.020) 

0.35 0.54 0.22 

0.54 

R” (no. 

obs.) 

.80 (86) 

.89 (87) 

.63 (86) .81 (87) .07 (80) 

.81 (87) 

.35 serial 

carrel 

test for 

.16 

p=o.99 p=o.12 
equal coeffs. 

Notes: The dependent variable for columns l-3 is the gross secondary-enrollment ratio for 

females. That in columns 4-6 is the gross secondary-enrollment ratio for males. See the 

notes to Table 7 for additional information. 
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(see columns 2 and 3). 
For male primary enrollment in column 4, income and male schooling 

are significant, and the effects are again positive throughout most of the 
sample range. The effects of female attainment are insignificant here. The 
hypothesis of equality of the cross-sectional and time-series coefficients would 
not be rejected at conventional significance levels; the p-value is 0.18 (see 
columns 5 and 6). 

Overall, the biggest surprise in the results in Table 8 is that male school 
attainment looks more important than female attainment in the determina- 
tion of the primary enrollment ratios, even of females. We had anticipated 
that the schooling of women - that is, of mothers - would be especially 
important for the schooling decisions of children. This effect does not show 
up, however, in the aggregate primary-school enrollment ratios. 

Table 9 shows regressions for secondary-school enrollment ratios. Since 
the nonlinear terms were unimportant, we report only the results in lin- 
ear forms. The estimates shown in columns 1 and 4 indicate that, aside 
from income, female attainment is the key determinant of female enrollment, 
whereas male attainment is the key determinant of male enrollment. The 
hypothesis that the cross-sectional and time-series coefficients are the same 
is not rejected at usual levels (p-values of 0.99 and 0.12, respectively). Nev- 
ertheless, the positive links between enrollment and attainment by sex could 
reflect the influences of omitted variables that make places more or less con- 
ducive to female or male schooling, respectively. 

G. Summary and conclusions 

Differences in growth rates across countries are large and relate systematically 
to a set of quantifiable explanatory variables. One element of this set is a net 
convergence term, the positive effect on growth when initial real per-capita 
GDP is low relative to the starting levels of secondary-school attainment 
and life expectancy. Growth depends negatively on a group of variables 
that reflect distortions and the size of government, the ratio of government 
consumption to GDP, the black-market premium on foreign exchange, and 
the frequency of revolutions. Growth depends positively on the ratio of gross 
investment to GDP, but not as strongly as in some previous studies. 

This set of explanatory variables discriminated reasonably well between 
the countries that grew slowly on average from 1965 to 1985 - for example, 
the 23 countries in the lowest quintile of growth rates - and those that grew 
quickly - such as the 23 countries in the highest quintile. Although the 
tendency to grow slowly or quickly attenuated over time, there was enough 
persistence so that the projected growth rates for 1985-95 had a correlation 
of over 0.4 with the actual growth rates for 1965-85. 
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Successful positive analysis of economic performance is a prerequisite for 
the design of policies that would improve a country’s well-being. Thus, an 
important objective is to use our results in the determinants of economic 
growth to construct useful policy recommendations, especially for the slow- 
growing, developing countries that were the focus of much of our discussion. 

Many economists jump readily from regression results to policy propos- 
als, although valid inferences of this type are difficult to make. For example, 
the observation that investment ratios and growth rates are positively re- 
lated - even when lagged investment ratios are employed as instruments in 
the growth-rate regressions - does not imply that investment has supernor- 
mal returns that warrant government subsidies or additional public projects. 
Similarly, the positive effects on growth from initial human capital in the 
forms of educational attainment and health do not necessarily mean that 
governments are underinvesting in education and health. We think that the 
safest policy implications that can be drawn at this point from our results in- 
volve the harmful effects on growth from distortions of markets (represented 
in the regressions by the black-market premium variable) and from exces- 
sive government spending on consumption items. The results also support 
the idea that political instability is harmful for growth, although the pol- 
icy implications are unclear beca.use we do not provide instruction on how 
governments could enhance political stability. 

Secondary-school attainment plays a significant role in the growth regres- 
sions, but a less important one than life expectancy. Preliminary research 
shows more important influences of schooling on choices of the quantity and 
quality of children, effects that should impact on growth in the long run. 
In particular, female attainment relates inversely to fertility, and female 
and male attainments relate negatively to infant mortality and positively 
to life expectancy. We also find that male attainment plays a positive role in 
primary-school enrollment ratios, whereas male and female attainment each 
relate positively to enrollment at the secondary level. 

We plan to investigate further the role of school attainment, especially 
of women, in the determination of fertility (and hence, population growth), 
health, and schooling of children. Then we shall consider how these channels 
of effect relate to economic growth, in particular to the behavior of growth 
rates that we isolated in the empirical work in the present paper. 

43 



Appendix Table 

List of Countries Included in Growth-Rate Regressions 

57. Haiti 

58. Honduras 

59. Jamaica 

60. Mexico 

61. Nicaragua 

95. Nepal 

97. Pakistan 

98. Philippines 

100. Singapore 

101. Sri Lanka 

Algeria 

Benin 

Botswana 

Cameroon 

Central Afr. Rep 

3. 

4. 

7. 

9. 

12. Congo 

13. Egypt* 
16. Gambia* 

17. Ghana 

21. Kenya 

62. Panama 102. Syria 

65. Trinidad & Tobago* 103. Taiwan 

66. United States 104. Thailand 

67. Argentina 106. Yemen (N. Arab)* 

68. Bolivia 107. Austria 

22. Lesotho 

23. Liberia 

25. Malawi 

26. Mali 

28. Mauritius* 

69. Brazil 

70. Chile 

71. Colombia 

72. Ecuador 

73. Guyana* 

108. Belgium 

109. Cyprus* 

110. Denmark 

111. Finland 

112. France 

74. Paraguay 

75. Peru 

77. Uruguay 

78. Venezuela 

81. Bangladesh 

113. Germany 

114. Greece 

117. Ireland 

118. Italy 

120. Malta 

31. Niger 

33. Rwanda 

34. Senegal 

36. Sierra Leone* 

38. South Africa 

39. Sudan 

40. Swaziland* 

41. Tanzania 

42. Togo 

43. Tunisia 

84. Hong Kong 

85. India 

86. Indonesia 

87. Iran 

88. Iraq 

121. Netherlands 

122. Norway 

124. Portugal 

125. Spain 

126. Sweden 

44. Uganda 

45. Zaire 

46. Zambia 

47. Zimbabwe 

49. Barbados* 

89. Israel 

90. Japan 

91. Jordan 

92. Korea 

94. Malaysia 

127. Switzerland 

128. Turkey 

129. United Kingdom 

131. Australia 

133. New Zealand 

50. Canada 

51. Costa Rica 

53. Dominican Republic 

54. El Salvador 

56. Guatemala 

Note: The countries indicated are included in the growth-rate regressions. Those marked 

with an asterisk are included for 1975-85 but not for 1965-75. The numbers shown are 

those in the Barro-Lee panel data set (to be distributed at a future date). 
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