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We consider a principal-agent model to examine the effectiveness of responsibility centers, in
particular cost or profit centers. We show that rather than contracting with each agent directly, the
principal can create equally powerful incentives by setting up a responsibility center structure. The
principal contracts with only the ‘manager’ of the center and delegates contracting with other agents
and coordinating their activities. The principal then must monitor some measure of financial
performance such as the center’s cost or profit. We also find that responsibility centers dominate
direct contracting with the agents when communication is limited.

1. Introduction

Responsibility centers are a common feature of large organizations.! Familiar
types of responsibility centers are profit centers, cost centers, and investment
centers. Common to the different types of responsibility centers is that certain
decisions are delegated to the center’s management with instructions to optimize
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some financial performance variable like cost, profit, or revenue. For example,
a cost center is often given an exogenous production (or service provision)
target. The center’s manager has discretion over ‘internal’ decisions, e.g., produc-
tion assignments within the center, input sourcing, and make-or-buy decisions.
The general objective for the manager of a cost center might be to minimize
a given measure of cost. Often, the center’s performance is evaluated on the basis
of cost achieved, and managerial rewards such as cash bonuses, promotions, and
dismissals are tied to this performance measure.

We analyze a formal model of responsibility centers and compare them to
other organizational arrangements. We consider a team production setting
including a principal and two agents. Each agent’s production cost is known
only to that agent. As a consequence, the principal incurs certain agency costs.
We show that responsibility centers can be an effective means of economizing on
these agency costs.

We model a responsibility center as an organizational unit that comprises the
two agents.? The principal contracts with only one of the agents, say agent 1,
who may be viewed as the ‘manager’ of the center. Agent 1, in turn, contracts
with agent 2 and thereby determines the allocation of production within the
center. This arrangement amounts to a three-tier hierarchy involving delegation
of contracting. We model a cost center as an arrangement wherein the principal
verifies the delivery of some aggregate output without observing the agents’
individual contributions. In addition, the principal monitors the cost incurred
by the center and uses this variable to create incentives for agent 1. We find that
a cost center can provide optimal incentives for the agents if the organization’s

aggregate output level is fixed exogenously. The key to this result is that by

monitoring the cost incurred by the center, the principal can affect agent ls
incentives so that agent 1 will internalize the principal’s objective in determining
production assignments.

Our analysis also shows that the incentive scheme for agent 1 can be linear in
the observed cost. Effectively, agent 1 will bear a fraction of all cost overruns
relative to some cost target. We establish an explicit formula for the optimal
cost-share parameter in terms of the underlying agency characteristics. Finally,
we find that under certain conditions there is no need to disaggregate the costs
incurred by the center. The principal is no worse off by conditioning agent 1’s
performance evaluation on aggregate cost rather than on the individual line items.

It follows from the Revelation Principle that a responsibility center (more
generally, any three-tier hierarchy) can at best replicate the performance of an
optimal revelation mechanism.® The latter mechanism can be viewed as two-tier

2The agents themselves may be individuals or organizational subunits. In our analysis, they are
taken to be primitive building blocks of the organization design problem.

3 A general version of the Revelation Principle is given in Myerson (1982). Consider any mechan-
ism in which agents report selected pieces of information, possibly to other agents (rather than the
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organizations in which all agents simultaneously report their entire information
to the principal. All decisions are then determined according to a comprehensive
contract (a ‘grand contract’) to which the principal is committed. One implica-
tion of the Revelation Principle is that as long as one accepts its assumptions
a responsibility center arrangement can never emerge as superior to the central-
ized two-tier arrangement corresponding to an optimal revelation mechanism.*

To generate a demand for responsibility centers we remove the assumption of
unlimited, costless communication. Management textbooks generally assert
that decision making is delegated within firms because communication of
relevant information is costly.> We incorporate the idea of costly communica-
tion by requiring that agents communicate their information by selecting mes-
sages from a message set that is not large enough to permit full revelation of all
private information. This notion appears to be fairly descriptive. Frequently,
decisions and incentive schemes are based on internal accounting numbers such
as product cost reports or divisional income statements that condense large
amounts of information into a few numbers. We do not, however, explicitly
model the nature of underlying communication, contracting, or information
processing costs. Instead, we explore the implications of an exogenous limitation
on the size of the message sets.

When communication is limited, a three-tier hierarchy will have a flexibility
advantage over the centralized two-tier arrangement. Agent 1 can use the exact
information about his own environment when allocating the production tasks
between agent 2 and himself. In contrast, in a centralized mechanism, the
principal has to base those decisions on ‘coarse’ reports of agents 1 and 2. At the
same time, it will no longer be possible for the principal to align agent 1’s
incentives with his own preferences. Even when the principal monitors the cost
(or profit) of the center, there will be a ‘control loss’ when agent 1 assigns
production to agent 2. This control loss emerges because of limited communica-
tion between the principal and agent 1. Under certain conditions, we find
that the flexibility gain outweighs the control loss, generating a demand for

principal) and possibly in a sequential rather than simultaneous fashion. Furthermore, suppose that
the organization’s decisions are delegated to different agents. Corresponding to any equilibrium of
this mechanism there exists a revelation mechanism in which the principal commits himself to
‘mimic’ the equilibrium behavior of the agents in their original mechanism. As a consequence, agents
will find it in their interest to reveal their information truthfully and the decisions made by the
principal will be the same as in the equilibrium of the original mechanism.

“The Revelation Principle has also made it difficult to explain the emergence of cost allocation
schemes [see, for instance, Baiman and Noel (1985) and Rajan (1988)] or transfer pricing mechan-
isms [see, for example, Amershi and Cheng (1990), Christensen and Demski (1990), Ronen and
Balachandran (1988), and Vaysman (1992)].

5To cite just one such viewpoint, Ralph Cordiner (1956), a former president of GE, states: ‘Unless
we could put the responsibility and authority for decision making close to the scene of the problem,
where complete understanding and prompt actions are possible, the company would not be able to
compete . ..
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a responsibility center vis-a-vis a centralized two-tier hierarchy. Hence, respons-
ibility centers become a means of economizing on agency costs when there are
constraints on communication for contracting purposes.

The problem of delegation has been addressed in previous research on

management control; see, for instance, Demski, Patell, and Wolfson (1984),
Demski and Sappington (1987), Melumad and Reichelstein (1987), Penno (1988),
and Ramakrishnan (1990).° These papers study the effectiveness of alternative
delegation arrangements for organizations involving a single agent. However, in
single-agent settings it is impossible to explore the issue of delegated contracting
that seems essential to the understanding of responsibility centers.
In the context of team production, these authors explore the value of making
one agent the ‘boss’. As in our model, Alchian and Demsetz assume that the
principal can observe only the aggregate output. Unlike the present model,
however, Alchian and Demsetz assume that each agent observes the other
agent’s production contribution in addition to his own. Furthermore, the setting
considered by Alchian and Demsetz (1972) is one of complete information and
therefore issues of communication do not arise.

Another relevant strand of literature is the economics of hierarchies. Cremer
(1979), Geanakaplos and Milgrom (1985), Marschak and Reichelstein (1992),
and Radner (1990) study the question of how to arrange agents in a hierarchy or,
more generally, in a network mechanism. These papers emphasize the issues of
communication and information processing in organizations. How should the
agents interact to solve a given problem in the shortest possible time and/or with
minimal communication requirements? All of these studies ignore motivational
issues. Agents are assumed to carry out their instructions faithfully and hence
there is no need for contracting and incentives.”

The main precursor of the present paper is Melumad, Mookherjee, and
Reichelstein (1991) (hereafter referred to as MMR).® The paper studies contrac-
tual hierarchies and exhibits a performance loss associated with three-tier
hierarchies relative to two-tier hierarchies. The contractual settings in MMR are
similar to the ones in the present paper, except that the principal does not
monitor the payments that agent 1 makes to agent 2. Agent 1 may then be
viewed as a ‘prime contractor’, whose reward is the difference between the
amount he is paid by the principal and what he pays his ‘subcontractors’. The

6See Baiman (1990) for a recent survey of this literature.

7Calvo and Wellisz (1978) consider hierarchical organizations in which agents need to supervise
their subordinates in order to alleviate moral hazard problems. In their model, however, there is no
coordination issue. All information is publicly known, and the agents’ production processes are
independent of one another.

8 Another related paper is McAfee and McMillan (1992), who examine the performance loss
associated with multi-tier hierarchies.
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analysis in MMR does show that the principal can mitigate the control loss
associated with a three-tier hierarchy by monitoring agents’ individual produc-
tion contributions, as determined by agent 1. Monitoring payments rather
than physical quantities has the general advantage that the former can be
aggregated across different layers of the organization. For our present model,
though, it remains an open question as to what form of monitoring is more
effective.

The remainder of this paper is organized as follows. Section 2 presents the
model. In section 3 we consider a setting where the total output is determined
exogenously and the only issue is how to distribute production between the two
agents. First, in subsection 3.1 we analyze the two-tier arrangement correspond-
ing to an optimal revelation mechanism. In Theorem 1 we show that the
performance of the optimal revelation mechanism can also be attained by a cost
center. Limited communication is introduced in subsection 3.2. The main result
(Theorem 2) is that with limited communication a cost center dominates a cen-
tralized, two-tier arrangement. In section 4 we study settings where the total
output is determined endogenously. For those settings we establish results
similar to those of Theorems 1 and 2 if one expands the notion of responsibility
center from cost to profit center. We conclude in section 5 suggesting directions
for future work.

2. The model

The basic scenario considered in this paper involves a principal (head-
quarters) and two agents (departmental managers). Each agent i produces
an output a; that belongs to a set A4; of possible output choices. For simplicity,
we shall assume that A; is an intervai of reai numbers, though the reader
may check that several of our results will continue to hold if A; were discrete
or multi-dimensional. For any combination of (a;,a;), the principal
receives a monetary benefit B(a;,a,). Production of a;e€ A; involves a
known and observable cost ¢;(a;), which we think of as a payment to external
suppliers. In addition, production of g; € A; requires an unobservable cost
D;(a;, 6;) borne by agent i. The magnitude of this cost depends on the state of
agent i’s production environment. This state is represented by the random
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to agent i.

Throughout our analysis, we assume that the variables 6; are drawn indepen-
dently from prior probability distributions F;(f;) with density functions f;(6;).
Agents can be compensated for the costs they incur by a transfer payment x;.
Depending on the organizational structure, this payment can be made by the
principal or by another agent. Finally, all parties are assumed to be risk-neutral.
Agent i maximizes the expected value of x; — D;(a;, 6;), while the principal
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maximizes the (expected) difference between his gross benefit B(a,, a;) and the
payments made to the agents and the external suppliers.®

Though the above model amounts to a standard adverse selection problem, it
may be useful to sketch a number of alternative interpretations of the model.
One natural setting is that of team production, where the agents produce
components for a system. The variable a; could then represent quantity or
quality characteristics of agent i’s contribution. The two agents may produce
their components simultaneously or sequentially. For instance, a, may refer to
an intermediate product that agent 2 transfers to agent 1. Agent 1 then converts
this intermediate good into the final output B(a,, a,). Another interpretation of
our model is that the agents’ physical production contributions are fixed, but
that a; measures the time it takes agent i to complete his job (since g; is a ‘good’,
it measures the reduction in delivery time relative to some benchmark).!° In this
case, if the agents carry out their production sequentially, the benefit function
takes the special form B(a,, a,) = B(a, + a;), i.e., the benefit to the principal
depends on the aggregate time taken by the two agents to deliver the product.
Essential to the different interpretations of our model is that for a given level of
final output the agents’ contributions are substitutes.

The cost D;(a;, 0;) can be interpreted as disutility associated with the mana-
gerial effort needed to produce a; in state 6;.'' The payment x; then represents
a bonus to compensate the agent for his disutility. Alternatively, one can
interpret x; — D;(0;, a;) as ‘slack’. To cover certain expenses, an agent is given
a budget x;. The amount D;(6;, a;) represents the actually needed expenses,
while the residual (i.e., the slack) can be spent on items from which the agent
derives personal utility.'?

Our model also applies to contracting situations outside the firm. Consider,
for example, a situation in which a government hires one firm, labeled agent 1, to
supply a system. For simplicity, suppose the system is acquired under a fixed-
price contract except for a major component which is procured under a cost-
based contract.!®> This component could either be supplied by agent 1 or by

9We note that the external suppliers play no particular role in the contracting process. They have
been introduced only to illustrate certain aggregation results (see the corollary to Theorem 1).

19Harrison, Holloway, and Patell (1989) discuss performance evaluation schemes based on
delivery time in the semiconductor industry.

1 Though the model presented here is one of adverse selection only, it also applies to settings
involving asymmetric information and moral hazard. Suppose agent i produces a; according to
a production function a; = ¢(w;, 8;), where w; denotes ‘effort’. To exert effort level w;, agent i incurs
an unobservable cost V;(w;). Provided that ¢(-,-) is monotone increasing in w;, we can eliminate the
effort variable by defining D;(a;, 8;) = Vi(t(a;, 6;)) where ¢(t(a;, 6;), ;) = a;.

12Thijs interpretation underlies the work of Antle and Eppen (1985). See also McAfee and
McMillan (1992) and the references contained therein.

13Generally, the government uses cost-based contracts if there are substantial uncertainties
regarding project costs and the contractor’s ex ante cost calculation is not considered reliable.
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agent 2, who would become a subcontractor. Let T be a target cost for this
component, and let T — a; be the actual cost as verified by the government
auditors. Hence, g; represents the cost reduction that firm i achieves, provided it
is the supplier. In this context, D;(a;, 0;) measures the value of foregone project
‘perks’, such as expanded purchases of equipment or excessive tests and experi-
mentation. This interpretation is similar to the one in Laffont and Tirole (1986).

In the derivation of our results below, we invoke some of the following
assumptions;

A.1": D;(a;, 6;) is increasing in both variables; the function 82 D;(a;, 6;)/0a;00; is
nonnegative and (weakly) increasing in 6;.'*

A.l: Dia;, 6;) = L;(0;) K;(a;), with L;(6;) increasing and convex. We may then
choose the units for g; so that K;(-) becomes the identity function, i.e.,
Di(a;, 0;) = Li(6;) a;.

A2': Fi(6;)/1;(8;) is increasing in 6;.
A2: (Li(6;)/L;y(8,))- (Fi(6:)/f:(0,)) is increasing in 6;.

Assumptions A.1" and A.2’ are standard in adverse selection models [see, for
example, Guesnerie and Laffont (1984)]. The ‘single-crossing’ condition
02D;(a;, 6;)/0a;06; = 0 implies that higher types will be asked to produce less
output a;, since the marginal cost of producing a; increases everywhere as 0;
increases. Assumption A.2' says that the ‘inverse hazard rate’ of the distribution
F;(+) has to be increasing in 8;. It is well known that this condition is satisfied for
many of the commonly considered probability distributions. The significance of
this condition and the condition that d2D;(a;, 6;)/0a;00; be increasing in 6; is
that one can solve for the optimal incentive mechanism by recognizing only the
local incentive compatibility constraints. It turns out that the solution obtained
will then also be globally incentive compatible.

The multiplicative separability assumption in A.1 will simplify parts of our
analysis since it implies that the cost of producing a; increases uniformly for
higher types. Finally, the significance of assumption A.2 is that linear compensa-
tion schemes will be optimal in our model. A sufficient condition for A.2 to be
satisfied is that the inverse hazard rate of F;() is increasing (i.c., A.2' holds) and
that the function L;(-) is log-convex [i.e., the function (In°L;)(8;) is a convex
function]. Obviously, though, it is possible for A.2 to hold even though one of
the two ratios is not monotone increasing.

14From here on, we shall refer to a function as ‘increasing’ whenever it is weakly increasing.
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In the subsequent analysis, we invoke assumptions A.1’ and A.2" to character-
ize the solution to the centralized contracting problem with unlimited commun-
ication. In order to obtain our results regarding responsibility centers, however,
we rely on the stronger assumptions A.1 and A.2.

3. Centralized contracting versus cost center

3.1. Unlimited communication

We first consider the special setting where the level of desired output is fixed
exogenously at some level B. The only issue then is the distribution of produc-
tion assignments between the two agents. This setting is natural for the study of
cost centers, where the cost target is given and the task for the center is to
produce this output at minimum cost.

The Revelation Principle implies that the performance of an optimal revel-
ation mechanism provides an upper bound for the performance attainable under
any organizational arrangement. A direct revelation mechanism specifies the
two agents’ production assignments and compensation payments for all con-
ceivable Teports made U_y the agernts COi‘iCéi‘i‘iiﬁg the realization of their cost
variables 6;. Subsequently, the principal verifies that each agent delivers the
production assignment specified by the mechanism. Formally, the principal
chooses {a;(0,, 0,), x;(8,, 6,)} so as to solve the following centralized contract-
ing problem:!3

2
P.1 min Z Eglei(ai(61, 02)) + x;:(04, 60,)],
ai(61,02) i=1
xi(81,602)

subject to: for all ;€ @;, 1 <i <2,
(i) 6 € argmax Ey,[x;(0;, 6;) — Di(ai(6;, 6,), 6,)],
9;

(i) Eg,[x:i(8;,0;) — Di(a;(6, 6;),0:)] =0,
(i) B(a;(0:,0,),a,(6,,6,) =B

15We adopt the notation Eo[+] = f j[ 1dF,(6,)dF,(8,) and Ey,[] = J[ 1dF,(6)).

81 62
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The first constraint in P.1 is the incentive constraint requiring that truthful
reporting by both agents constitutes a Bayesian Nash equilibrium.'® Constraint
(ii) represents a participation constraint, where each agent’s outside opportunity
payoff is normalized to zero. The interpretation of this constraint is that each
agent has to decide whether or not to enter into a contract gfter learning the
realization of his cost variable 8;. Alternatively, the constraint may reflect
a situation where agents receive their information after contracting, but cannot
be prevented from quitting ex post.'” The third constraint says that the produc-
tion assignments must attain the fixed benefit B.

Previous research has obtained the following characterization for the solution
to P.1. For any production policy {a; (8;, 8;), a;(8;, 6,)} that the principal may
choose, the ‘local’ incentive compatibility and participation constraints fully
determine the compensation payments for each agent. To see this, define the
expected utility payoff of type 6; of agent i to be

ry6;)= Ee, [x:(0;, 0;) — Di(a;(0;, 6:), 6:)]1. (1

In order for §; to have an incentive to report truthfully, I'; (6;) must be at least as
large as what 6; could obtain by claiming to be type §; + 48,

Ii(6;) = I'i(0; + 460;) + Eg,[Di(a;(0;, 0; + 46;), 0; + 40;)

— Di(ai(8;, 6; + 46,), 8,)1.

g AN =¥y Vi

Letting 46; — 0, we obtain
0
riy6;)>= — Ey, @Di(ai(ej, 6:),6:) |.

The reverse inequality follows from the fact that type 8; + 46, must be discour-
aged from reporting to be type 6;, and hence

ri@)= — Ee,»[%D:(ai(@j, 6,), 0;)], @

or equivalently,
o—i -
Ii(6,) - [(8) = E, [ |55 D@, r)er . ©)

0:

16 An alternative formulation is to require that truthful reporting be a dominant strategy for each
agent. As shown in Mookherjee and Reichelstein (1992), the dominant strategy and Bayesian
formulations yield the same expected payoff to the principal in the present model.

17See Melumad (1989) for a discussion of agency models involving quitting.
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Eq. (3) shows that type 8; will earn an informational rent, i.e., his utility payoff
will exceed the minimum amount given by the participation constraint (zero in
our model). Higher-cost types will earn lower rents and for an optimal mechan-
ism the participation constraint will be binding for the worst type, that is,
I';(6;) = 0.1® Combining egs. (1) and (3), we obtain

8;
Eg, [x:(6;, 6:)]1 = Eej[Di(ai(ejaei)z ;) + Jr Di(ai(gjet)et)dt}- 4
0

o
06,

Eq. (4) shows that, given a production schedule {a,(6,,#,),a;(8,,0,)}, the
payments to the agents are fully determined by the local incentive constraints
(46; was taken to be small in the above argument) and the participation
constraints. This result is sometimes referred to as the revenue equivalence
theorem.'® We note that the magnitude of the agents’ rents depends on the
production assignments chosen. The second term on the right-hand side of (4)
can be integrated by parts, resulting in

F;0;) ©
Ey[x:(8;, 0:)] = E¢[Di(ai(0;, 0;), 0)+f(9) D(a (6, 6:),6,)].
Let
Fi(6,) 0 -
D (al,0)+f(—0 a_B,Dl( I’Hi)=hi(ai59i)'

This function is usually referred to as agent i’s ‘virtual cost’: the sum of the
agent’s production cost and an informational cost which is required to prevent

misrepresentation of private information. Ignoring the global incentive con-
straints, the optimization problem in P.1 can then be restated as

2
min Z Eq [ei(ai(01, 02)) + hi(a;, 0:)], )]

ay(-), ax(1)i=1

181f the function a,(6);, t) were constant and equal to @ on the interval [#;, 8], the rent expression
in (3) would amount to I';(9;) = D;(a,8;) — D;(a, 6;) (i.e., type 6; would have to be paid the cost of the
highest-type 6; in order to tell the truth). In general, though, an agent’s rent will be smaller since the
principal can induce the agent to self-select by procuring less output from higher-cost types.

19This term has been coined in the auction literature. Myerson (1981) and others have shown that
any two auction mechanisms, which in equilibrium involve the same allocation rules for selling the
object to a particular bidder, must yield the same expected revenue for the principal.

10
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subject to
B(ay(0,,0,),a,(6,6,)) > B.

The problem in (5) can be solved pointwise. For each environment (6, 8, ), the
optimal production assignments satisfy

2
min Y, [eia;) + hi(a;, 6:)1, (6)

ay,ai=1
subject to

B(al, az) > B_

Assumptions A.1’ and A.2’ ensure that the virtual cost h;(a;, 0;) is increasing in
both arguments. As a consequence, the functions a;(6;, ), which solve (6), will be
monotone decreasing in ;. It can be shown [see, for instance, Guesnerie and
Laffont (1984)] that the resulting mechanism is also globally incentive-compat-
ible and hence we have characterized the solution to P.1. We shall refer to the
production assignments solving P.1 [or the minimization problem in (6)] as the
second-best production assignments.

Before we turn to our study of cost centers, it will be useful to consider the
following hierarchical contracting arrangement. The principal first communi-
cates and contracts with agent 1 who, in turn, communicates and contracts with
agent 2. If in the subcontract agent 2 agrees to produce a,, agent 1 has to
produce the residual quantity a,, so that B(a,, a,) = B.2° The principal only
verifies delivery of the (exogenously fixed) output B. He does not monitor the
terms of the contract between agent 1 and agent 2, nor does he observe the
production contributions a; made by the two agents. Such an arrangement is
consistent with the general notion that higher-level contracts in the organization
are expressed in terms of aggregates without specifying contingencies for all
lower-level decisions. Upon delivery of the output B, the principal pays agent 1,
who then pays agent 2 and the external suppliers ‘out of his own pocket’.
Thus agent 1 becomes a residual claimant, while the principal pays a fixed
price. Depending on his type 6,, agent 1 will choose an incentive scheme

20This setup is related to that of Demski and Sappington (1989) who study a three-tier hierarchy
where a supervisor can generate, at a personal cost, information about his subordinate’s environ-
ment. Under certain conditions, the principal wants to condition the supervisor’s compensation on
the worker’s performance measure.

11
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for agent 2 {a,(6;10,), x,(0,(6, )} which solves

min Ey,[D,(a,(0:16,),6,) + x,(0216,)

x3 (), a(*)
+ e1(a1(0:16,)) + ez(az(0;10,))1],

subject to the incentive and participation constraints for agent 2 and the
requirement that B(a,(6,6,), a,(0,]8,)) > B. Using again the fact that in any
incentive compatible mechanism agent 2’s expected payment must equal his
expected virtual cost, agent 1’s problem amounts to the pointwise minimization
problem:

2 3
min { Y ela) + Dy(ay, 0,) + hz(az,Oz)}, U

(@, a) Li=1
subject to
B(a,,a,) > B.

Comparison of (6) and (7) shows that the three-tier hierarchy involves a distor-
tion of the production assignments: Agent 1 imputes too low a cost for himself,
since he takes into account D, (-, -) rather than h; (-, -). As a consequence, agent
1’s production contribution will be too large relative to the second-best produc-
tion assignments. This reflects the monopoly power commanded by agent 1 in
the delegated contracting arrangement. We subsequently refer to this distortion
as the ‘control loss’. The principal’s expected cost will increase since production
assignments chosen according to (7) cannot at the same time minimize the
objective function in (6), which represents the principal’s expected payments to
the agents and the external suppliers.?!

To further illustrate the control loss associated with the above three-tier
hierarchy, we consider the following example, which will also be useful at later
stages of the analysis.

Example: Consider a situation where the agents’ production contributions are
perfect substitutes, and B(a) = a, + a», B = 1. Assume the two agents are ex
ante symmetric, i.e., F1(-) = F,(-) = F(*) and D;(a;, 8;) = 8;- a;. Virtual cost

21The proof of this claim is a direct consequence of theorem 3.1 in MMR (1991). The proof relies
on the assumption that the functions e;(-) and B(-,") are differentiable.

12
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can then be expressed as

hi(ai, 0;) = a;-a(8;) where «(6;)=6; + %

Suppose, in addition, that e;(a;) = p-a;, i.e., for each unit of a; the external
suppliers are paid a constant price of p. As a consequence, the payments of the
external suppliers play no role in the allocation of production assignments.

For this example, the minimization program in (7) is linear in a; and a,.
Hence, agent i will be assigned to produce the entire amount if and only if
a(8;) < a(8;). Equivalently,

a,(0,8,)=1 ifandonlyif 6,=>0,,

ie., the agent with the lower cost realization will be assigned the entire produc-
tion responsibility.

In the three-tier hierarchy, on the other hand, agent 1 chooses a; and a, in
order to minimize a, -6, + a,-«(8,). An elementary way of verifying this claim
is to note that, in the subcontract, agent 1 makes agent 2 a take-it-or-leave-it
offer to produce a, = 1 for a fixed price P. This price is chosen to maximize
agent 1’s expected payoff: P- F(P) + 6, (1 — F(P)). The first-order condition
then requires that P satisfies 6, = P + F(P)/f(P) or P = a~'(8,). Hence, the
allocation rule under this three-tier hierarchy involves

a:(0,,0,)=1 ifand onlyif 6,>a"1(8,).

The resulting production assignments are inefficient whenever 6, > 0, >
o~ ¥(#,) (the hatched region in fig. 1). Within this region, agent I refuses to iet
agent 2 be the producer, despite agent 2 being the lower cost supplier.

Our notion of a cost center is similar to the three-tier hierarchy just described,
except for additional monitoring by the principal. Again, the principal first
contracts with agent 1 and delegates to him the task of determining the
production contributions a, and a, via the subcontract with agent 2. In contrast
to the previous three-tier arrangement, however, agent 1 no longer pays agent
2 and the external suppliers out of his own pocket. Instead, agent 1 is given
authority to make these payments from the principal’s account (i.e., he is given
‘check writing’ authority). Naturally, the principal can monitor the account
balance,

c=eq(ar) + ey(az) + x3,
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Fig. 1. Production assignments in two- and three-tier hierarchies. §; is agent i’s production cost and

92

Agent 1

y Agent 2

a~1(-) is the inverse virtual cost.

which is the sum of all observable costs that agent 1 has control over. The cost
¢ can be used to evaluate agent 1’s performance. Formally, the principal offers
agent 1 a menu of contracts taking the form {x, (8, ¢)}. Thus, if agent 1 reports
6, in the first stage and subsequently incurs cost ¢, he will be paid x,(6,, c)
(provided he delivers the target output B). For any report 0, to the principal,
type 8, of agent 1 designs an incentive contract {a,(6,|0,, 6,), x,(6,16,,0,)}

for agent 2, solving:

o (61)

04

P2 max E,, [xl(al’ c(0,16,, 51 )) — Dy(a,(0,16,, 51), 0],

ag(-), az(*)
x2()

subject to: for all 8,,

()  6;eargmax {x;(0:16;,8;) — D1(a1(6,/6,8,),0,)},
~2

() x2(62161,81) — D2(62(6:16,,6,),6,) 2 0,

(ili) B(a1(0,16,,0,),a,(6,10,,6,)) = B,

(iv) C(92|91,§1)E91(611(92|91,‘91))‘i‘ez(az(ezwl,el))

+x2(92|01,§1).

14
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Let c(8,,0,)=c(0,16,,0,) and let F(91|x1(§1,c)) denote the value of the
optimization program P.2,, [induced by the scheme x, (6,, ¢)]. The principal’s
problem in the cost center arrangement then becomes:

P2 min Eg[c(0y, 0;) + x,(01, c(8y, 0,:)}],

xg ()

subject to: for all 6,

(i) I'(0;]x1(61,¢)=0.

We are now in a position to state our first result which shows that a cost center
can provide the same incentives as the optimal revelation mechanism.

Theorem 1. Given assumptions A.l1 and A.2, a cost center arrangement can
replicate the performance of the optimal revelation mechanism in P.1.

Proof. See a

M. a

ppendix.
r

The proof of Theorem 1 amounts to showing that one can construct a com-
pensation scheme x;(f,, ¢), which induces agent 1 (the manager of the cost
center) to implement the second-best production assignments. Consider incen-
tive schemes linear in the observed aggregate cost c,

x1(81,¢) = b(8,) — f(0:) (c — c*(6:1)). )

The contracts in (8) are sometimes referred to as budget-based schemes.?2
Through his message 6,, agent 1 selects a cost target c*(f;), a cost share

........................
structed such that, if agent 1 reports his information 6, truthfully, the expected
cost equals ¢*(6,) and therefore the expected budget variance is zero. Hence,
b(0,) becomes the expected payment to agent 1. We note that agent 1’s incentive
to ‘control’ the center’s cost hinges entirely on the choice of §(6,). For f =0,
agent 1 would delegate all production to agent 2, while § = 1 would make agent
1 the residual claimant and, as argued above, induce agent 1 to distort the
production assignments. Consider, however, the following cost-share parameter

228ee, for example, Kirby, Reichelstein, Sen, and Paik (1991).
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with a value intermediate between zero and one:

1 L7(6,) Fy(6y)
6,) =142 210 9
poy O =1+ ey e ®)

ﬁ(el) =

We note that in light of A.2, the function f(8,) is decreasing in 8. This is
sufficient for a menu of linear contracts to be incentive compatible. Given an
incentive scheme of the form shown in (8), suppose agent 1 reports truthfully [for
an appropriate choice of b(-) and ¢*(-), this will turn out to be his best
response]. Subsequently, agent 1 seeks to solve

max  Eg,[b(6,) — B(81) (c(6y, 02) — c*(6,)) — L1(61) a,(64,60,)],

ay (+),az2(°)

subject to the four constraints listed in P.2g,,. Once agent 1 has reported his
private information, b(#,) and c*(#,) are ‘sunk’ and his objective function
effectively reduces to

min  E,,[B(0:) c(01,0;) 4+ Li(01) a,(6,,6,)].

a1 (v),az()

Dividing this objective function by the constant (8, ) shows that agent 1 will
be induced to choose production assignments that minimize the expected value
of ¢+ [L(8,)/B(6,)] a,. Given the formula for f(6;) in (9), we find that
[L1(6,)/B(61)] ay = hy(0y, a;y), which equals agent 1’s virtual cost. Since this
virtual cost is multiplicatively separable, we shall write (with a slight abuse of
notation) h;(a;, 6;) = hi(6,)-a;, where h;(8;) = L;(6;) + [Fi(6:)/f:(6:)]1Li(6:).
Any incentive compatible contract {a,(6,), x,(6,)} for agent 2 has to satisfy
Eg,[x2(02)] = Eg,[h2(0;) a,(02)]. Since ¢ = e;(a;) + ez2(az) + x;, it follows
that type 0, of agent 1 will choose the production assignments a,(6,]0,),
a;(0,]0,) so as to minimize

2
E02|:{ Y eia;(6,16,)) + hz(ez)'az(92|01)} + h1(91)'a1(02|01):|,
i=1
(10)
subject to
B(a;(8,10,),a2(6,19,)) > B.

Again, this problem can be solved pointwise. For any given (6, ,), agent 1 will
choose a; and a, so as to minimize Zf= ,[ei(a;) + hi(0;)-a;] subject to

16



COLUMBIA BUSINESS SCHOOL

B(ay, a;) > B. Comparison with (6) shows that the resulting production assig-
nments are exactly the ones that the principal would have chosen in the
grand-contracting problem P.1. Thus, agent 1 will internalize the principal’s
objective function precisely. To check that the principal’s expected cost is indeed
minimized by the cost center arrangement, recall that the principal’s expected
cost is given by

Eo[x1(61,¢(0210:1)) + c(02161)]1,

where

2

c(0216,) = Z €;(a;(6,10,)) + hy(0,)-a,(6,10,),

i=1

and {a,(0,10,), a,(6,]6,)} denotes a solution to (10) [or equivalently to (6)].
Hence the principal’s expected cost will be the same as in P.1 if

Eg[x1(01,¢(0:16,))] = Eg[h1(68:)-a:(8,16,)].

In the proof of Theorem 1, we construct suitable functions b(6, ) and c* (0, ) for
the compensation scheme in (8), such that agent 1 will have an incentive to
report his information truthfully and, furthermore, Eq4[x,(0,,c(#,]0,))] =
Eq,[b(61)] = Eo[h1(01)  a1(6,16,)].

The essential feature of the cost-share parameter S(6,) in (8) is that agent
1 ‘marks down’ all other costs in ¢ relative to his own unobservable cost
L,(6,)-a,. Alternatively, agent 1 marks up his cost L, (8, ) a, and for suitably
chosen f(0, ) the marked-up cost is exactly equal to the virtual cost h, (8,)- a,.2?
The principal effectively subsidizes contributions from agent 2 by choosing the
cost-share parameter (6, ) less than 1. This alleviates the monopoly distortion
described earlier, when the principal only monitors delivery of the output level
B. An interesting consequence of this argument is that the principal need not
monitor the (individual) line items of the cost ¢ [i.e., the values of e, (a,), e, (a),
and x,]. Hence, line item reporting is of no value in this context.

Corollary to Theorem 1. Given assumptions A.l and A.2, aggregation of all
observable cost items is optimal.

23 At this point the multiplicative separability assumption in A.1 is essential. Without multiplica-
tive separability it would be impossible to ensure equality of D, (a,, 6,)/#(8,) and h,(a,, 6,) for all
values of a; and 0, . However, for suitably chosen cost-share parameters, the production choices of
the cost center may still provide a ‘reasonable’ approximation to those of the optimal revelation
mechanism.
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It follows immediately from the above reasoning that Theorem 1 and its
corollary extend to an arbitrary number of agents in the cost center. The
principal would still find an evaluation scheme of the form in (8) to be optimal
for controlling agent 1. In fact, the formula for the cost-share parameter would
remain unchanged. In order to align agent 1’s interests with his own, the
principal chooses the cost-share parameter based on characteristics pertaining
to agent 1 only, rather than those of other agents in the center.

Previous literature on principal-agent models has exhibited conditions under
which menus of linear contracts are optimal. It is well known that linear schemes
have certain ‘robustness’ properties, insofar as the behavior induced by them is
less sensitive to an exact specification of the underlying model parameters. In
our context of hierarchical contracting, we find that the above analysis is robust
to the introduction of noise in the observed cost c¢. For instance, the cost
associated with the external suppliers might be random, though all parties know
their expected values [e.g., e;(a;) = e¥(a;) + ¢ where ¢; is a random variable with
mean zero]. Such variability in the observed cost will not matter with linear
incentive schemes and risk-neutral agents.

3.2. Limited communication

In this subsection we compare cost centers with centralized contracting when
there are limitations on the amount of information that agents can communicate
to the principal or to the other agents in the organization. As stated in the
introduction, we do not explicitly model the cost of communication and pro-
cessing information. Instead, we simply impose the restriction that agents
cannot reveal their private information in full detail since the space of messages
available to them is smaller than the space of possible environments. Though
this modeling restriction is somewhat ad hoc, we believe that it captures an
essential feature of decision-making and contracting within firms.2* A substan-
tial portion of the formal communication within large organizations is chan-
neled through the internal accounting reports, e.g., budgets, divisional P&L
statements, or product cost reports. These statements generaily provide
a ‘coarse’ summary of the information relevant to a department or a division.

When communication is limited, there is a potential gain for the principal in
delegating to agent 1 the authority to decide the production assignments and to
contract with agent 2. Agent 1 is now in a position to make these decisions on
the basis of better information about his own environment than the principal
would have been able to obtain through a report by agent 1. We refer to this
effect as the flexibility gain associated with delegation in a limited communica-

24Recent papers by Christensen and Demski (1990), Jordan (1989), and Vaysman (1992) have
adopted a similar approach.
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tion environment. In spite of this flexibility gain, delegation is not necessarily
desirable because of the control loss associated with delegated contracting. The
analysis in Theorem 1 shows that the principal needs full communication with
agent 1 in order to alleviate the control loss entirely.?® With limited communica-
tion, there will be a residual control loss that needs to be traded off against the
flexibility gain.

We incorporate the notion of limited communication by requiring that agent
i select messages from a finite message set M; = {m}, ..., m!}. In analogy to
P.1 above, the contracting arrangement then specifies production assignments
a;(m,, m,) and transfer payments x;(m,, m, ) for all possible message combina-
tions (m,, my) € M, x M, . In addition, the mechanism needs to specify message
sending rules, which specify the message that an agent is supposed to send given
his environment 0,.2¢

It follows from the Revelation Principle that there is no loss of generality in
having agents report their information simultaneously, provided there are no
limitations on communication. With limited communication, it will generally be
preferable to let agents send their messages sequentially. The principal has more
flexibility if agent 2 sends his message in response to the information communic-
ated by agent 1. Formally, the message sending rule for agent 1 then becomes
a function 4,: @, - M, and for agent 2 a function 4,: @, x M; - M,. In our
earlier paper we show that, under assumptions A.1 and A.2', the principal may
confine attention to interval partitions such that 1,(8;) = m% if and only if
6,041,047, where 1 <u <k, and 09 = 6,. Similarly, 1,(6,, m}) =m} if
and only if 8, e (0477 1,0%"],for | <u <k, and 1 <v < k,. This amounts to
requiring agenis to report which of the component intervals their environmernt
happens to be in. The principal, nevertheless, has to choose how to partition an
agent’s set of possible environments into such intervals, i.e., how to partition
O, x @, into k, x k, rectangles. The following result is proven in MMR.

Lemma. Suppose communication is limited with |M;| = k;. Given assumptions
A.l and A.2', the centralized contracting problem is equivalent to:

ki k2 87 6y

mn Y S | [ [0 a +hy6) ay
(0%}, (0% y u=1 v=1 0y g5V}
{afv}

+ e;(at’) + ez (a%’)] dF,(62)dF,(6,), (11)

25That is, the cost share parameter f(#,) in (8) typically varies with 6,.

26 With limited communication we could have considered more complex contracting arrange-
ments in the two-tier hierarchy. For instance, the principal could delegate the choice of g; to agent i.
Agents would be asked to report their information sequentially to both the principal and the other
agent, and subsequently, each agent would make his decision. The agents’ compensation would be
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subject to
B(ay,a¥) > B.

The characterization given in (11) is analogous to the one in (5). The limited
communication requirement implies that the production assignments a;(8,, 6,)
have to be constant on each cell of the partition, ie., a;(6,,0,) =a?{ if
6,e[641,04]and B, e [6%° ', 0%"]. As argued in connection with (5), incen-
tive compatibility requires that, for any production schedule (in particular those
that are step functions), the expected payment to an agent has to equal his
expected virtual cost. However, if the production assignments a, (6,, 8,) and
a,(8,,8,) are constant on each rectangle, [05~1,64]x [0%"~ !, 6% 7], then

2
Ee|: Z hi(0;)- a;(6,, 92)]

i=1

9? 9;”
ki ka2
-y zj j [he(6:)- a2 + hy(02)- a1 dF(8;)dF, (8; ).
u=1v=1
9'1‘_19'5'"_1

Example (continued): Consider again the setting of the above example, and
assume that k; = 2, i.e., both agents can send one of two possible messages.
Agent 1 is asked to report m! — to be interpreted as ‘low cost’ — if 6; < 61. The
reporting instruction for agent 2 is conditional on agent 1’s message. If agent
1 reports m?, agent 2 is asked to report low cost (m?) if and only if 6, < 63 for
some value 03 . However, if agent 1 reports m?, agent 2’s cut-off point changes to
some value 83 (which can be shown to be larger than 63).

The optimal production assignments for each of the four cells are shown in fig.
2. Note that for either of the two messages that agent 1 may send, agent 2 will be
asked to be the producer in the cell corresponding to lower values of 6,. This
reflects the principal’s objective of selecting the agent with lower expected
virtual cost, where the expectation is taken over all environments in the particu-
lar cell. Even if agent 1 reports low cost, agent 2’s expected virtual cost will be
lower in the southwest cell of fig. 2 provided 8} < 6}.27 Since the second-best
(full communication) production assignments call for agent 1 to be the producer
if and only if the environment (0,, 0,) is above the diagonal, the hatched areas

a function of their messages and the decisions made. Because of its sequential nature, such an
arrangement may be superior to the one considered here. The simpler setting we consider, however,
is the natural representation of a centralized structure in which the principal retains control over
decisions and compensation payments.

271t can be shown that the optimal cut-off point 8} satisfies 83 = ™' (81).

20



COLUMBIA BUSINESS SCHOOL

02
Agent 1

Agent 2 Agent 2

Fig. 2. Production assignments in a two-tier hierarchy with limited communication. 6, is agent i’s
production cost, 87 is the cut-off level for agent i’s messages, and «~ () is the inverse virtual cost.
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In the context of this example, consider now the three-tier hierarchy in which
agent 1 is the residual claimant and the principal only observes delivery of the
output B. The communication constraint which limits each agent to a binary
message set does not bind in this organizational setting. The principal pays
agent 1 a fixed price, and agent 1 with cost #; makes agent 2 a take-it-or-leave-it
offer at a price of « ™ (8, ) [recall that a(9) = 6 + F(0)/f(6)]. Hence, the solution
characterized in fig. 1 remains valid in this limited communication example. We
note the three-tier hierarchy indeed exhibits a flexibility advantage insofar as the
contract that agent 1 proposes to agent 2 is responsive to agent 1’s information
0, (in fact this contract fully reveals agent 1’s information). However, this
flexibility turns out to be detrimental to the principal because of the accompany-
ing control loss. To sce this, note that in the three-tier hierarchy the principal’s
fixed price equals the expected cost borne by the highest-cost type of agent 1
6, =1),

a 1(1)-Fla t(1) + 1-(1 — F(a~t(1)).

Yet, the principal has the option of using the following contract in centralized
two-tier contracting: Agent 2 sends one of two possible messages and agent 1
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does not communicate information at all. Agent 2 is asked to produce if he
reports that 6, < «a~!(1), and is paid o~ !(1) in that case. If agent 2 reports
6, > a~1(1), agent 1 produces a, = 1 and is paid 8; = 1. The expected cost of
this mechanism matches that of the fixed price calculated above, and we
therefore conclude that the potential flexibility gain of the three-tier hierarchy
(without monitoring of cost) has no value for the principal.?®

We now turn to the study of cost centers with limited communication. As
argued in connection with Theorem 1, the principal can overcome the control
loss associated with delegated contracting by letting agent 1 bear a share of the
overall cost. However, the cost-share parameter needs to be calibrated exactly to
the agent’s type. With limited communication this becomes impossible and one
therefore expects to be left with a residual control loss. To illustrate that, we
return again to our basic example.

Example (continued). As before, suppose each agent is constrained to a binary
message set, i.e., | M;| = 2. In the cost center arrangement, the principal may
then offer agent 1 a menu of contracts with two ‘entrées’. Similar to the
construction in the full communication case, consider a menu of linear contracts

x4 (c) = b* — B*-(c — ¢¥), l<u<2. (12)
The parameters b*, % and ¢* are chosen such that agent 1 will find it in his
interest to report ‘low” cost, i.., report mi,if and only if 6, < 61, where 81 is the

same cut-off point as in the opt1mal centralized arrangement (see fig. 2). Given
the cost-share parameter % agent 1 seeks to minimize

p*-[p-ay+p-a+ad)a]+0a.

Following the same argument as in the earlier part of the example in section
3.1, agent 1 will make agent 2 a take-it-or-leave-it offer to produce a, = 1 for
a payment of o~ (u*- 0,), where u* = 1/p* The question then becomes whether
the cost-share parameters 8! and f2 can be chosen so as to improve upon the
production assignments resulting from the optimal centralized contract. Fig,
3 presents the geometry of the arguments involved. Like fig. 2, fig. 3 shows the
optimal production assignment resulting from the optimal centralized contract
WﬂCIl Cdbﬂ dgCIll can bCIl(l cuncr Ul two pOSSlDlC rﬂessages ﬂgdlﬂ, lIlC ﬂatCIlCU
areas indicate those environments for which the production assignments are

28The above example suggests a more general result which is established in theorem 4.2 of MMR
(1991): for arbitrary message sets M, and M,, the three-tier hierarchy without monitoring is
dominated by the centralized contracting arrangement represented in (11). Hence the control loss
always outweighs the flexibility gain if the principal does not monitor agent 1’s interaction with
agent 2.
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Fig. 3. Production assignments in a cost center with limited communication. 6); is agent i’s produc-
tion cost, 0} is the cut-off level for agent i's messages, o~ (-) is the inverse virtual cost, and 6% is
the average cost of agent 1 for the range [64!, 0%].

distorted, i.e., the agent with higher cost is the producer. To establish the
superiority of a cost center over centralized contracting, it suffices to show that
for an appropriate choice of the cost-share parameters f* and B2 there will be
fewer distortions. Specifically, we show that for appropriate ' and B2, a cost
center arrangement will avoid the distortions in the vertically hatched areas,
without introducing any new distortions.?® _ .

To construct the cost-share parameters, let 8} € [0, 01] and 07 e [0}, 6, ] be
two types of agent 1 determined in the following way: 6! is that type whose
virtual cost [i.e., 2(8})] is equal to the average virtual cost of all types in the
interval [6,,0}]. Note that the principal must be indifferent as to who the
produceris if 6, = 01 and 8, is equal to the cut-off point 8} (see fig. 3). Otherwise

the principal could achieve lower expected cost in (11) by changing the value of
@% Type 6 is determined in the same fashion on the interval F8!. 4.1 The

COWCIIILICC 10 112€ 5allC 15110 O 1AC 1AteIval 1 ¥i, vy . 2 1%

cost-share parameters B! and B2 are now chosen so that the compensation
scheme in (12) induces the two types 6%, 1 <u < 2, of agent 1 to implement

29The horizontally shaded areas represent environments for which the cost center remains
inefficient relative to the optimal revelation mechanism (represented by the diagonal). With limited
communication, however, the performance of revelation mechanisms is no longer the relevant
comparison.
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exactly the second-best production assignments in the cost center arrangement.
As argued in connection with Theorem 1, in particular eq. (9), this requires that

1/ = p* = a(G4)/64.

As a consequence, any type 8, < 8} will offer agent 2 to be the producer at
a price of «~!(u!-0,), while types 6, > 6} propose a price of «~*(u?-6,). Fig.
3 shows that the induced production assignments are uniformly more efficient
than those resulting from centralized contracting.*® For environments in the
vertically hatched areas, the agent with lower cost is now the producer, thereby
eliminating the distortions of centralized contracting. The improved production
efficiency results in lower virtual costs and therefore also in lower expected
payments to the agents.

We now show that the analysis in the preceding example extends to a general
result. Consider the general contracting problem associated with a cost center. If
his information is 8;, agent 1 is asked to report A, (6,) = m{ and thereby to
select the contract x;(m%, ¢) from the menu.3' Subsequently, agent 1 designs
a menu of contracts {x,(m%), a(m%)}, 1 <v < k,, for agent 2. This contract
choice will depend on agent 1’s information 6, as well as on his report to the
principal. Accordingly, we denote the contract by x,(m3|6,,m?7) and
a,(m%|6;, m%). Given assumptions A.1 and A2, it can be shown that agent
1 will always choose an interval partition for agent 2. Thus, agent 2 is asked to
report the message m3 if 6, € (0571, 03] with 83 = 6,. The following optimiza-
tion program represents the contract design problem for agent 1 when he has
received the contract x,(c, m%) from the principal, his type is §; and he has
reported m?%.

k2
P3,, max Y [x,(c(m}|6;,mi),m{)— Ly(8,) a,(m3]6,,m1)]
{65}, {ab) v=1
{al}

x [F,(8%) — F2(657 1)1,
subject to: for 1 < v < k,,
(i) 65=65"', at<ay’l,
(i) Blay(m4|0,,mi), ay(m4|6;, mt)) = B,

39Note that o~ (u*-0,) < 8, for 6, < 6%, while a~*(u*-8,) = 6, for 8, = 4. This follows from
the fact that a(6)/0 is increasing in 6, which, in turn, is implied by assumption A.2.

31 At times it will be notationally convenient to represent x; {c, m{) more compactly as x}(c).
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0

(i) c(mawl,mz)zj Les(ay (m3 |0y, mb) + e3(az(m3 8y, m?)

6y !
+ hy(02)- ax(m5|0,, mi)]1dF,(6,).

For brevity, the incentive compatibility and participation constraints have
been omitted in P.3,,,; instead agent 2’s virtual cost has been substituted
directly for his expected payment. We denote by I' (0, |x, (m%, ¢)) the optimal
value of P.3,,,. The principal’s problem is then similar in spirit to P.2, except
that he also has to choose a reporting rule 4,: &, — M, . Unfortunately, there is
no guarantee that the optimal reporting rule will induce an interval partition.
We define ©4 = A{'(m4)= {0, € @,|1,(0,) = m}}. The principal’s contract
design problem can then be represented as

ky k>
P3 min Y | Y [c(my|01, mi)+ xi(mi, c(m3|0;, mt))]

A x ()u=1 u=1
g

x[F,(6%) — F,(65 ')1dF(8,),

subject to: for all u, 1 <u < k;, and 0, € O1,

(i) mieargmaxI'(0]x;(mi,c)),

1<us<i

(ii) I'(61]x,(m%,¢)) >0.
We are now in a position to compare the performance of the cost center and
the two-tier hierarchy under limited communication.

Theorem 2. Suppose communication is limited to message sets of arbitrary sizes
k, and k,. Given assumptions A.1 and A.2, a cost center dominates centralized
contracting.

Proof. See appendix.

The proof of Theorem 2 amounts to a generalization of the construction
shown in the above example. Starting with the interval partition {64}, for
agent 1 in the optimal centralized contract, the principal designs a menu
{x,(m4,c)}L, that induces the same partition, ie., agent 1 will report
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m% whenever 0, € (84!, 04]. Each contract in the menu is linear in the ob-
served cost and the cost-share parameters §* satisfy

~

! =142 Li(@) F.(01)
Li(6%) f(0%)

for some type " in the interval (84~ ', 8% ]. Furthermore, 6% can be chosen so
that every type 8, of agent 1 will choose production assignments which provide
a better approximation to the second-best production assignments than those
resulting from centralized contracting. Monitoring of the cost ¢ enables the
principal to ameliorate the control loss sufficiently so that the flexibility gain
associated with delegated decision-making dominates the residual control loss.
Finally, our basic example suggests that ‘in general’ this dominance relation is
strict.

When communication is unlimited, we showed that the principal does not
lose anything by basing agent 1’s compensation on the aggregate cost rather
than the individual line items e, (a,), e;(a;), x, (Corollary to Theorem 1).
A contract of the form x,(8,, c) can align precisely agent I’s and the principal’s
preferences. With limited communication, though, a cost center arrangement
involves a residual control loss, as represented by the horizontally hatched areas
in fig. 3. This suggests that contracting on individual line items of the cost ¢ may
be valuable when communication is limited. We demonstrate this again in the
context of our basic example, when the agents are restricted to k; and k,
messages respectively.

Suppose first the principal offers agent 1 a menu of contracts based only on
the aggregate cost c. Furthermore, suppose each contract is linear in ¢; that is,3?

xi()=b"—pB*(c—c*) for 1<u<k,.

An incentive compatible menu of contracts has the property that f* is decreas-
ing in u, and type 6, will select the contract with index u if 6; € (64", 61 ].
As argued in connection with Theorem 2, type §; of agent 1 will then
make a take-it-or-leave-it offer to agent 2 at a price of L6, ) If B i

chosen optimally, there exists g% e (6471, 04%] such that o '(u* 04y = 01,

32We recall that linear contracts are optimal when communication is unlimited. Furthermore, as
argued above in connection with Theorem 1, linear incentive schemes have desirable robustness
properties when the agency problem is subject to ‘noise’. Nonetheless, the following discussion only
pertains to the value of line term reporting relative to incentive schemes that are linear in the
aggregate cost ¢. Conceivably, the optimal incentive scheme is nonlinear when communication is
limited, and it remains an open question whether line term reporting has value in this case.
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i.e.,, there exists one type in the interval [0%~!, 647 who will implement the
second-best production assignments.>?

If the principal monitors the individual components p- aq, p- a,, and x, of the
cost ¢, agent 1 can be given an incentive scheme of the following form:

x'{(c,a1)=l;"—y"-(c—c"‘)+p“‘a1 for 1<u<k,.

Faced with the above incentive scheme, agent 1 will offer agent 2 a price of
a” (0, — p*)-€*), where ¢ = 1/y“ For a geometric illustration consider again
fig. 3. Consider the interval [0}, 0,], ie., u = 2. Line item reporting will be
valuable, if the parameters p2 and &? can be chosen in such a way that the curve
a” (B, — p?)-e?) is everywhere between the diagonal and the curve
«~(u?-6,) on the interval [61], 6,]. In particular, this requires that the three
curves meet at the point 0%, ie., a~* (0% — p?)-£2)) = 62. As a consequence,
agent 1 will choose production assignments that are uniformly closer to the
second-best assignments (represented by the diagonal) than those resulting from
a cost center arrangement without line item reporting.
Algebraically, the parameters p* and & have to satisfy

u u

—p

e“>p* and p*=64- (13)

Recalling that the function «(6)/8 is increasing in 8 (by assumption A.2), it is
readily verified that (13) implies

a0y <a (8, —p*)e') <6, for 0,e[0%,64],

while the opposite inequalities hold for 8, e [6%7!, 0~'{ ]

Thus, when the principai monitors the individuai line items, it is preferabie to
lower the cost-share parameter on the aggregate cost ¢ from 8 to y*. As argued
before, this has the effect of inducing agent 1 to assign more production to agent
2. At the same time, agent 1 is given a unit subsidy of p* for the production of a; .
In the resulting compensation scheme, agent 1 is given a stronger incentive to
contain the expenditures in connection with a,, i.e., p-a, + x,, relative to the
expenditure p-a;. In summary, line item reporting is valuable in this context
because it allows the principal to fine-tune agent 1’s incentives so as to further
ameliorate the control loss.

331t can be verified that if a~!(u*-0,) < 6, for all 8, € [64™*, 64 ], then the principal could do
better by lowering 8% and accordingly adjust b* and c*.
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4. Profit centers

We now consider the more general setting in which the benefit level (output or
gross profit) for the principal is not determined exogenously. In centralized
contracting with unlimited communication, the principal then seeks to maxi-
mize the difference between the gross benefit B and all costs subject to the usual
incentive and participation constraints. By the same reasoning as in P.1 and (5)
above, it can be shown that the grand contracting problem reduces to

2
maXEoI:B(au a) — Z [ei(ai(01, 02)) + hi(0;)- ai(6, 92)]]-

ai,az i=1

Again, this problem can be solved pointwise, ie., for each environment
(8, 8,), the second-best production assignments solve:

max I:B(al’aZ) — i [ei(a;) + hi(ai’gi)]]- (14)

ai,az i=1

In this setting, a natural extension of the cost center arrangement is for the
principal to choose the output B(f,) to be produced on the basis of agent 1’s
message 0;. Agent 1's compensation scheme would again take the form
x(c, 8,), where ¢ is the cost incurred to produce the output level B(8,). As
shown above, monitoring of the cost ¢ allows the principal to create incentives
for agent 1 to distribute the production assignments between himself and agent
2 in an unbiased way. However, the cost center arrangement would still result in
a distortion of the overall output level B produced. This follows from the
observation that ‘generically’ the solution (a} (8, 6,), a3(0,, 6,)) to the optim-
ization problem is such that B(a%(6y, 6,), a%(0,, 6,)) varies with 8,. Using the
Revenue Equivalence Theorem again, we conclude that a cost center cannot
replicate the second-best performance if the output level B is solely based on
agent 1’s message 6,.>*

An alternative organizational arrangement is for the principal to delegate the
output choice to agent 1. Agent 1 may then decide on B based not only on
his information, but on the basis of information communicated by agent 2.

34We could have considered an alternative sequencing of the agents’ messages. In particular, if we
let agent 1 communicate with agent 2 before he reports to the principal, the output level could
depend on both agents’ messages. The problem with this scenario, however, is that it would amplify
the adverse selection problem. The principal would then have to elicit two-dimensional information
from agent 1, and as a result incur higher informational costs. See also the work of McAfee and
McMillan (1992).
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Conceivably, this arrangement might aggravate the control loss associated with
delegated contracting, since agent 1 now has the opportunity to also distort the
choice of the output level B. To examine this issue, suppose that the principal
evaluates agent 1 on the basis of the following measure of profit:

n = Blay,a;) —ey(ay) — exlaz) — x,.

The principal then chooses an incentive contract of the form {x,(8,,n)} for
agent 1. In contrast to the cost center arrangement, the principal now no longer
needs to observe the aggregate output B. Given any report 6, and his true type
6., agent 1 designs an incentive contract {a, (6,6, 8,), x2(02|8,, 8,)} for agent
2, solving the following optimization problem:

Pd,, max Eg[x;(f;,7(0,10:,0,) — Li(6,) a,(610,,60,)],
ai(+),a2(")
x2(+)

subject to: for all 6,,

) b€ argmax {x2(62181,0,) — L2(62) a5(0:161, 6,)},
23

(i)  x2(0,161,6,) — Ly(05)-a,(0,160,,8,) >0,

(1) m(6,10,,0,)= B(a,(0,16,,0,),a,(6,16,,6,))

The principal, in turn, chooses agent 1’s incentive contract x; (6,, 7) to maximize
his expected net profit, ie., the profit = minus the payment x; to agent 1. Let
n(0,,0,) = n(0,]10,,0,)and I'(8, | x,(6;, n)} denote the value of the optimiza-
tion program P.4,,,, induced by the scheme x, (8,, 7). The principal’s problem
in the profit center arrangement can be represented as:

P.4 max Eg[n(0,,0,) — x,(0,, n(0y, 0,))]1,
x1 (')
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subject to: for all 6,,

(@) 6: cargmaxT(0;x (0, m),

8
(i) T0:1% 61, m) = 0.
In analogy to Theorem 1 above we obtain the following result:®*

Theorem I'. Given assumptions A.l1 and A.2 and unlimited communication,
a profit center can replicate the performance of the optimal revelation mechanism.

To establish this result, it suffices to consider incentive schemes that are linear
in the profit measure 7,

x1(01,m) = b(0:) + B(6:) (m — n*(61)). (14)

The logic of the argument is then the same as in Theorem 1 above. The target
profits n*(0,) and the lump-sum payments b(8,) are chosen so as to ensure
truthful reporting and satisfaction of the participation constraints. Thereafter,
agent 1 will choose a; and a, [and thereby B(a,, a,)] so as to maximize

B0

D7y
[

)m—Ly(6y) a,.

It is readily checked that if the profit shares §(6,) are chosen according to the
formula in (9), then agent 1 will exactly internalize the principal’s objective
function as given in (14). We note again that there is no need for the principal to
monitor more than just the aggregate profit m.

The above arguments also extend to a world of limited communication. In
direct analogy to (11), the centralized contracting problem with an endogenous
output level and message spaces of size k, and k,, respectively, becomes

oy 6y
ki k2
max Y Y [ [ [B@ray)—hi6) et —hy6:) ay
{6%). (64" u=1v=1 J )
taltvy ot ey

£ Uy F7I2N I I B WA | V2R Y
—elay ) —éezlay ) jar,\vy)ar (v, ).

Agent 1’s and the principal’s optimization problems in a profit center are similar
to those of the cost center in P.4,,, and P.4. We then obtain the following resulit.

35We omit the proofs of the following two theorems since they are sufficiently similar to those of
Theorems 1 and 2.
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Theorem 2'. Suppose communication is limited to message sets of arbitrary sizes k,
and k,. Given assumptions A.l1 and A.2, a profit center dominates centralized
contracting.

A natural question at this point is whether the principal prefers a profit center
to a cost center arrangement. From the above argument we know that with
unlimited communication a profit center will strictly dominate a cost center,
since the former can replicate the second-best solution, while the latter cannot.
To obtain a preference for cost centers it will therefore be necessary to change
the model in a way that makes it impossible to eliminate the control loss by
setting up a profit center. One such approach would be to relax the multiplica-
tive separability assumption. The persistence of a control loss may make it
preferable for the principal to retain decision-making regarding the firm’s
output level,

5. Concluding remarks

The model examined in this paper shows that there need not be a loss of
performance when an organization decentralizes its operations by delegating to
intermediate agents the authority to make decisions and to contract with other
agents. To prevent such delegation schemes from introducing new contracting
frictions, though, it is essential that the principal monitor some financial per-
formance measure, such as cost or profit. A suitably constructed compensation
scheme based on those financial performance measures allows the principal to
align the objectives of the intermediate agent with his own. When communica-
tion is limited, a responsibility center enjoys additional flexibility that the
principal can exploit to his own advantage. This additional flexibility makes
responsibility centers superior to centralized two-tier arrangements.

The analysis of our earlier paper, MMR (1991), shows that the principal can
mitigate the control loss associated with a three-tier hierarchy by monitoring the
agents’ individual production contributions, as determined by the intermediate
agent. While our analysis in section 4 identifies a particular situation where
monitoring payments is more effective than monitoring actions, this issue needs
to be researched in more generality. Monitoring payments has the general
advantage that monetary units can be aggregated across different layers of the
organization. This aggregation property may become essential in large organ-
izations.

Given the elementary structure of our model, it is probably premature to
attempt an empirical validation of our results. It will be interesting, however, to
see whether subsequent studies (theoretical and empirical) will lend support
to some of our findings. First, our analysis suggests that the relative advantage
of setting up responsibility centers increases as communication becomes more

JAE-B
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limited. One would therefore expect that responsibility centers are prevalent in
situations where the agents’ private information is of technical nature, making it
particularly costly to communicate that information.

A second direction for empirical study is the use of line item reporting for the
purpose of performance evaluation. Our analysis suggests that when commun-
ication is unlimited and the principal can offer a ‘complete’ menu of incentive
schemes, it will be sufficient to evaluate the performance of the responsibility
center manager on the basis of aggregate cost or profit. In contrast, we find that
it becomes desirable to attach different weights to individual line items when
communication is limited. It would be useful to compare these findings with
institutional practice.

With regard to the choice of cost versus profit center, our analysis offers only
a simple prediction at this juncture. A profit center appears preferable if the
output level to be produced is endogenous, i.e., it varies with the information
held by the agents in the center. In contrast, a cost center appears to be
appropriate if the center’s overall output is given exogenously. Our results show
that in terms of the underlying agency model there is no difference between
setting the optimal cost-share parameters for managers of cost centers and the
profit-sharing parameters for managers of profit centers. In particular, the range
of possible sharing parameters is the same for any given agency problem. It
remains to be seen whether further studies can provide additional support for
this characterization.

We view our analysis here as a step towards a richer theory of decentraliz-
ation and responsibility centers. Such a theory can enhance our understanding
of the frequently complex structure of responsibility centers.?® A next natural
step would be to develop a model that addresses how organizational subunits
should be grouped into responsibility centers. For instance, what are the
trade-offs in keeping separate revenue and cost centers as opposed to a single
profit center?

Moving further afield, one would like to capture the costs and benefits of
a nested responsibility center structure. A common example in this context is
that the profit measure for a profit center is frequently based on the sum of costs
incurred by cost centers that belong to the profit center. For obvious reasons,
such a theory wili require a more complex model involving additional agents
and activities that need to be coordinated. We expect that the dichotomy
analyzed in this paper will continue to play a major role in future work:
delegation of production and contracting decisions is preferable when commun-
ication is costly. As the organization becomes more decentralized, though, it
becomes increasingly difficult for the principal to contain the attendant control
loss.

36 The prevalence of such organizational structures has led to the perspective of a firm as a ‘nexus
of contracts’; see Williamson (1975, 1986), Jensen and Meckling (1976), and Ball (1988).
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Appendix: Proofs

Theorem 1

Consider the linear contract for agent 1,
x1(01,¢) = b(0:) — B(01) (c — c*(0:1)), ()

where b (6, ) is given by (9). The function b(8, ) is specified below so as to meet the
individual rationality and the incentive compatibility constraints. We argued in
the text that if agent 1 is truthful, the contract in (i) induces second-best
production assignments [given by (6)]. We now construct the function b(6,) so
that the expected payments are the same in both frameworks, and then verify
global incentive compatibility.

The choice of b(f,) and ¢*(8,) is based on the individual rationality and local
incentive compatibility constraints. With a slight abuse of notation, we let
I'y(8,,0,)denote agent 1’s expected payoff in P.3,,, when his type is 8, and he
sends message 0, ,

r(@,,0,)=Eg,[x,(8;, (016, 8,)) — L, (8;) a,(0:16;,01)],

where, as _defined in the text, c(6,10,8,)=e,(as(6;10,,0,)) +
e2(az(0210y,0,)) + x,(0,16,, 6,).

Denote by af (6, 8,) the second-best production assignments [i.e., the solu-
tion to (6)], and set

c*(0,) = Eg,[e,(a% (01, 6,)) + ey (a%(0, 0,)) + hy(0;) a%(6,,0;)],
(i)

It is apparent that the resulting expected budget variance is zero and that agent
I’s expected payment b(f,) is equal to his expected payment in grand contract-
ing. So the only remaining task is to verify global incentive compatibility.

We invoke a result by Mirrlees (1981) showing that a mechanism is globally
incentive-compatible provided:

(1) r,,0,)=0,
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(2 r®,,6,)=r@,o,) — Ja%lr(t, t)de

Vs 3N a ol If’\~ VA IR e nstim i o —~ /T
J3) Tl (6., 0,) 18 Increasing in o,
1
Obviously, requirements (1) and (2) are satisfied for the contract in (ii). From
the Envelope Theorem we know that

o T(0,,0,) = - jLa(el)-al(ezwl,él)sz(ez).”
1

2

To verify condition (3) it is sufficient to check that a, (6,6,, 1) is decreasing in
0, . This property is established by the following ‘revealed preference’ argument.

Fix 6, and 0, and let a1(0 )=a, (0, |6,,0,) and az(H )= a,(0 |91,92)
denote the optimal assignments made by agent 1 when his message is 0.

\

Similarly, let C(U1) = c¢(0,]6,,6,) and xzwl)_xzwzwl,ul; The assumed
optimality of a1(0 } implies that for any 0;,

b(@;) — BB)(c@,) — c*(8,) — L1(8:) a1 (6;)

zb 8(9 )(c(() )—c*(H ) — L(0y) a1{0 ).
Alternatively,

— B@) e (a1(81) + e2(a2(8) + hy(82)- a2(81)] — a1(61) L1 (6,)

> — pO)les(a1(0,) + e2(az(61) +ha(02) a2(61)1—a1(61) Ly 6,)-
Rearranging and dividing by (6, ) yields

Li(9)
B(@,)

e1(ay(0,) + ex(a2(6,)) + h2(8:)- az(0;) + a,(6,)

-~ —~ ~ 01 ~ vee
> ex(@y (1) + ex(as (@) + h(6)- (@) + LB(; )’-al(el). (i)
1

37This follows from the fact that c(6,]0,,0 9,) depends_on 8; only via a;(0,(6,, é,) and
a2(02|01, ), and that, by definition, the functlons a,(-10,, 1) and a,(-|6,, 1) are the pointwise
maximizers of re,, 6,).
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Similarly, the optimality of a,(§,) implies that

L,(8,),
B61)

Li(0:),

1

ey(ar(,) + ex(a2(8,)) + h2(8,)-a>(6,) +

a,(6,)

> ey (a1(6,)) + e2(a2(0,)) + ha(02)- ax(6,) + as (6,). iv)

Adding up inequalities (iii) and (iv), we obtain

B(6:)a,(6))) — (a1 (0,)) < BB, ) (a1 (8,) — (ar(B,)).

Since f(8,) is decreasing in 8, it follows that a,(#,) is decreasing in 6,.

Theorem 2

Suppose the principal offers a menu of contracts
x1(e) = b1 = pi-(c—c"), (¥

where the partition {04 }5L | for agent 1 is the same as in the optimal centralized
contract. The coefﬁment [3“ 1s chosen such that

where

Ly(6%) Fi(6%)

= — for some 6%e[64',04].
L (0%) f:(6%) ‘

i

We now show that the production assignments under x (c) result in lower costs
for the prmcxpal than those chosen in the centralized arrangement.

Q mmr A add an 3 panana s

SN ok~ Ao . aoolo Aamta
opcuuuauy, WC S1Oow Lual. lllC \.«Ullllabl lll \l} 1uuuuca PLIOGULLIVIL addIElLL llClltb

a;(0) = a,(6,, 6,) such that for all 6, € [6,, 6,7,

j[h )+ B0 0+ Y, elaO14F0:)

i

f[h )-at(0) + h2(62)-a%(6) + Z ei(a¥ (0)1dF,(6,), (i)

i=1
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where

Fy(61)
fi60,)”

hi(61) = L,(6,) + L1 (6,)

and the functions af (6) denote an optimal solution to the centralized program
as stated in (11). Thus, a¥*(8) = a** if 04" <0, <04 and 0%* ' <0, <0%.1In
a cost center arrangement, type 6, of agent 1 chooses a partition {64 }*2, and
production assignments {(a3, a)}*2,. For 6, e [647!, 8%], inequality (ii) can
therefore be rewritten as

2
[h1(01) al + h5-as + ), e(af)]AF}
i=1

k2 2
< ) [h(6y)-af + b -a¥ + . edat')JAFY, (i)
v=1 i=1

where

AFY = F,(0%) — F2(0571), AFY = F,(0%) — F,(05°71),

Bg 91241.: (iv)
ng = j hy(0,)dF,(0;)/AFS, ke = jhz(ez)dn (0,)/AF% .
oy~ wvt

Step I: For any constant y and given 0, define

k2 2
w({02}. {a"},7) = Z, [(hi(0:) + ) at + h3-a3 + Z ei(af)]AF3.

i=1

We denote the minimizer of W(-,-, y) by {05(y) %, {a(y)}kz, .38
Furthermore, we define

ko 2
V)= X [hi(01)-ai(y) + h3()-as(n) + 3 ea!MIAFL(),
v=1 i=1

381f there is more than one minimizer, any one of them can be selected.
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where

AF5(y) = F2(050) — F2(657' (),

2(v) = f h2(02)dF2(0,)/AF5 ().

83~ 1(y)

Therefore, V' (y) is the principal’s expected cost for a given €, when the partition
of @, and the production assignments are chosen so as to minimize W(-,, 7).

Claim. The function ¥(-) is increasing in y for y > 0 and decreasing for y < 0.

Proof. To see this, we first verify that the function

R(y)= Y, ai(y)AF5()

is decreasing in y. This follows from the following ‘revealed preference’

argument. Given jy and y , WE Outaiu F’V({G'i(y)j, 1u My = PV({G';W)},

{a*(m}, y*) and W({03(:*)}, {a"(r*)}, v*) = W({03(:%)}, {a’(v*)}, 7). Adding
these two inequalities, we obtain

0t =10 £ AOAFS0 =07~ 3 aiGIARIG,

wx(y) = {0500} {a"()}, ),

then the function V() can be rewritten as

Viyy = W*(y) — v R(y).

By the Envelope Theorem we have

d
3 W*(y) = R(y)
Y
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or

Y

V() = f [R(:) — R()1de + W(O).

0

Since R(-) is decreasing in y, it follows directly that V(-) is increasing
(decreasing) in y if y > 0 (y < 0).

Step 2. We next demonstrate that the production assignments a(6), induced by
the contract in (i) in the cost center arrangement, minimize W(-,-, y(6,)) for
some y(f,). At the same time, the solution to the two-tier hierarchy a*(8)
minimizes W(-,-, §(8,)) for some §(8,) such that (0,) = y(8,) if y(8;) = 0 and
8(0,) < y(@,) if y(,)<0. In light of Step 1, we then conclude that
V(y(6,)) < V(5(0,))forall 8, € [6,, 8, ] and, therefore, the inequality in (i) holds
for all 0,. Assuming incentive compatibility of the contract in (i), type
6, €[04, 04] chooses {6%}, {a”} so as to minimize

2
Z[L )-pui-al + h3- az+z ei(ai)]JAF5.

Hence, the production assignments a(#) in the cost center arrangement maxi-
mize W(-,-, v(8;)), where y(8,) satisfies

sy P\ViJh WWIC V1) Satisllty

y(01) + hy(0;) = Li(0,) uf. )

In the centralized arrangement, the principal chooses {6%}%2,, {a*'}%, in
response to message mf so as to minimize

k2 2
AFY- Y [y at +hy-af + Y efat”)]AFY.
v=1 i=1

Since hY = jou . l)dF (8,)/AFY and h,(-) is continuous and increasing in
#,, there ex1sts a 04e(641,04) such that h,(6%)=h%. Hence, {64},
and {a""}*2, minimize W(-, ,5(01 )), where 6(8,) is given by

3(0,) + hi (6,) = hy(6%). (vi)
Comparing (v) and (vi), it remains to show that for a suitable choice of uf,

Li(6)) 14 — hy(6,) < hy(B%) — hy(8y), (vii)

provided L;(6,) p4 — h,(8,) = 0, while the opposite inequality must hold
1f Li(61)-ui — hy1(0,) <0. These inequalities will hold if we set uif=

hy (84)/L1(61).
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Step 3: It remains to show that the compensation scheme (i) is incentive-
compatible. Following the same approach as in the proof of Theorem 1, it
suffices to demonstrate that the function

0 .
~ 50 Y {ming, .\ [(34 + Li(6:))-a: + h%-a, + ei(ay) + e2(a2)1}
1p=1

is decreasing in u for all (8,, 6%). Hence, the function

k>
Y L1(6,) a;(08,, m4, 85)AF3 (viii)

v=1

has to be decreasing in u, where a, (6,, m%, 0% ) denotes the action choice for type
0, if he sent message mY and agent 2 sent message m$. Recalling (vi), (vii), and
that v§ = h,(01) — (9“) (vii1) is exactly equal to

Ly(0,) R(L1(0;) — hy(0y) + hy(6%) — Ly(84)).

Since hy (64) — L, (6%) is increasing in u and R(-) is decreasing in its argument
(by the above claim), the proof is complete.
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