
Visit the National Academies Press online and register for...

Instant access to free PDF downloads of titles from the

Distribution, posting, or copying of this PDF is strictly prohibited without written permission of the National Academies Press. 
Unless otherwise indicated, all materials in this PDF are copyrighted by the National Academy of Sciences. 
Request reprint permission for this book

Copyright © National Academy of Sciences. All rights reserved.

10% off print titles

Custom notification of new releases in your field of interest

Special offers and discounts

NATIONAL ACADEMY OF SCIENCES

NATIONAL ACADEMY OF ENGINEERING

INSTITUTE OF MEDICINE

NATIONAL RESEARCH COUNCIL

This PDF is available from The National Academies Press at http://www.nap.edu/catalog.php?record_id=12523

ISBN
978-0-309-12821-6

194 pages
6 x 9
PAPERBACK (2009)

Frontiers of Engineering:   Reports on Leading-Edge 
Engineering from the 2008 Symposium 

National Academy of Engineering 

http://www.nap.edu/catalog.php?record_id=12523
http://cart.nap.edu/cart/cart.cgi?list=fs&action=buy%20it&record_id=12523&isbn=0-309-12821-8&quantity=1
http://www.nap.edu/related.php?record_id=12523
http://www.addthis.com/bookmark.php?url=http%3A%2F%2Fwww.nap.edu/catalog.php?record_id=12523
http://api.addthis.com/oexchange/0.8/forward/facebook/offer?pco=tbxnj-1.0&url=http%3A%2F%2Fwww.nap.edu%2Fcatalog.php%3Frecord_id%3D12523&amp;pubid=napdigops
http://www.nap.edu/share.php?type=twitter&record_id=12523&title=Frontiers%20of%20Engineering%3A%20%20%20Reports%20on%20Leading-Edge%20Engineering%20from%20the%202008%20Symposium
http://api.addthis.com/oexchange/0.8/forward/stumbleupon/offer?pco=tbxnj-1.0&url=http%3A%2F%2Fwww.nap.edu%2Fcatalog.php%3Frecord_id%3D12523&pubid=napdigops
http://api.addthis.com/oexchange/0.8/forward/linkedin/offer?pco=tbxnj-1.0&url=http%3A%2F%2Fwww.nap.edu%2Fcatalog.php%3Frecord_id%3D12523&pubid=napdigops
http://www.nap.edu/
http://www.nap.edu/reprint_permission.html


Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium

THE NATIONAL ACADEMIES PRESS • 500 Fifth Street, N.W. • Washington, DC 20001

NOTICE: This publication has been reviewed according to procedures approved by a 
National Academy of Engineering report review process. Publication of signed work signi-
fies that it is judged a competent and useful contribution worthy of public consideration, 
but it does not imply endorsement of conclusions or recommendations by the NAE. The 
interpretations and conclusions in such publications are those of the authors and do not 
purport to represent the views of the council, officers, or staff of the National Academy 
of Engineering.

Funding for the activity that led to this publication was provided by Sandia National 
Laboratories, The Grainger Foundation, Air Force Office of Scientific Research, Defense 
Advanced Research Projects Agency, Department of Defense–DDR&E Research, National 
Science Foundation, Microsoft Research, Sun Microsystems, IBM, Intel, Alcatel-Lucent/
Bell Laboratories, Corning, Inc., Cummins, Inc., and Dr. John A. Armstrong.

International Standard Book Number-13:  978-03-09-12821-6
International Standard Book Number-10:  03-09-12821-8

Additional copies of this report are available from The National Academies Press, 500 Fifth 
Street, N.W., Lockbox 285, Washington, DC 20001; (800) 624-6242 or (202) 334-3313 (in 
the Washington metropolitan area); Internet, http://www.nap.edu.

Copyright © 2009 by the National Academy of Sciences. All rights reserved.

Printed in the United States of America



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium

The National Academy of Sciences is a private, nonprofit, self-perpetuating society of 
distinguished scholars engaged in scientific and engineering research, dedicated to the 
furtherance of science and technology and to their use for the general welfare. Upon the 
authority of the charter granted to it by the Congress in 1863, the Academy has a mandate 
that requires it to advise the federal government on scientific and technical matters. 
Dr. Ralph J. Cicerone is president of the National Academy of Sciences.

The National Academy of Engineering was established in 1964, under the charter of 
the National Academy of Sciences, as a parallel organization of outstanding engineers. 
It is autonomous in its administration and in the selection of its members, sharing with 
the National Academy of Sciences the responsibility for advising the federal government. 
The National Academy of Engineering also sponsors engineering programs aimed at 
meeting national needs, encourages education and research, and recognizes the superior 
achievements of engineers. Dr. Charles M. Vest is president of the National Academy of 
Engineering.

The Institute of Medicine was established in 1970 by the National Academy of Sciences 
to secure the services of eminent members of appropriate professions in the examination of 
policy matters pertaining to the health of the public. The Institute acts under the responsibil-
ity given to the National Academy of Sciences by its congressional charter to be an adviser 
to the federal government and, upon its own initiative, to identify issues of medical care, 
research, and education. Dr. Harvey V. Fineberg is president of the Institute of Medicine.

The National Research Council was organized by the National Academy of Sciences in 
1916 to associate the broad community of science and technology with the Academy’s 
purposes of furthering knowledge and advising the federal government. Functioning in 
accordance with general policies determined by the Academy, the Council has become the 
principal operating agency of both the National Academy of Sciences and the National 
Academy of Engineering in providing services to the government, the public, and the scien-
tific and engineering communities. The Council is administered jointly by both Academies 
and the Institute of Medicine. Dr. Ralph J. Cicerone and Dr. Charles M. Vest are chair and 
vice chair, respectively, of the National Research Council.

www.national-academies.org



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium

iv

ORGANIZING COMMITTEE

Julia M. Phillips (Chair), Director, Physical, Chemical, and Nano Sciences 
Center, Sandia National Laboratories

Barrett S. Caldwell, Associate Professor, School of Industrial 
Engineering, Purdue University

Jia Chen, Research Staff Member, IBM T.J. Watson Research Center 
J. Scott Goldstein, Vice President of Technology and Group Chief 

Scientist, Science Applications International Corporation
William J. GRieco, Vice President, Engineering Programs, PetroAlgae
Gregory A. Hebner, Manager, Laser, Optics, Remote Sensing, Plasma 

Physics, and Complex Systems Department, Sandia National Laboratories
Efrosini kokkoli, Assistant Professor, Department of Chemical 

Engineering and Materials Science, University of Minnesota
Kim Vicente, Professor and Director, Cognitive Engineering, Department of 

Mechanical and Industrial Engineering, University of Toronto
victor zhirnov, Research Scientist, Semiconductor Research Corporation

Staff

JANET R. HUNZIKER, Senior Program Officer
VIRGINIA R. BACON, Program Associate



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium

�

In 1995, the National Academy of Engineering (NAE) initiated the Frontiers 
of Engineering Program, which brings together about 100 young engineering 
leaders at annual symposia to learn about cutting-edge research and technical 
work in a variety of engineering fields. The 2008 U.S. Frontiers of Engineering 
Symposium was hosted by Sandia National Laboratories at the University of New 
Mexico, September 18-20. Speakers were asked to prepare extended summaries 
of their presentations, which are reprinted in this volume. The intent of this book 
is to convey the excitement of this unique meeting and to highlight cutting-edge 
developments in engineering research and technical work. 

GOALS OF THE FRONTIERS OF ENGINEERING PROGRAM

The practice of engineering is continually changing. Engineers today must 
be able not only to thrive in an environment of rapid technological change and 
globalization, but also to work on interdisciplinary teams. Cutting-edge research is 
being done at the intersections of engineering disciplines, and successful research-
ers and practitioners must be aware of developments and challenges in areas that 
may not be familiar to them. 

Every year at the U.S. Frontiers of Engineering Symposium, 100 of this 
country’s best and brightest engineers, ages 30 to 45, have an opportunity to learn 
from their peers about pioneering work being done in many areas of engineer-
ing. The symposium gives early career engineers working in academia, industry, 

Preface
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and government in many different engineering disciplines an opportunity to 
make contacts with and learn from individuals they would not meet in the usual 
round of professional meetings. This networking may lead to collaborative work 
and facilitate the transfer of new techniques and approaches. It is hoped that the 
exchange of information on current developments in many fields of engineering 
will lead to insights that may be applicable in specific disciplines and thereby 
build U.S. innovative capacity. 

The number of participants at each meeting is limited to 100 to maximize 
opportunities for interactions and exchanges among the attendees, who are chosen 
through a competitive nomination and selection process. The topics and speakers 
for each meeting are selected by an organizing committee of engineers in the same 
30- to 45-year-old cohort as the participants. Different topics are covered each 
year, and, with a few exceptions, different individuals participate.

Speakers describe the challenges they face and communicate the excitement 
of their work to a technically sophisticated audience with backgrounds in many 
disciplines. Each speaker provides a brief overview of his/her field of inquiry; 
defines the frontiers of that field; describes experiments, prototypes, and design 
studies that have been completed or are in progress, as well as new tools and 
methodologies, and limitations and controversies; and then summarizes the long-
term significance of his/her work. 

THE 2008 SYMPOSIUM

The four general topics covered at the 2008 meeting were: drug delivery sys-
tems, emerging nanoelectronic devices, cognitive engineering, and countering the 
proliferation of weapons of mass destruction. The Drug Delivery Systems session 
described how advances in materials, particularly polymer systems, have enabled 
more careful engineering of delivery systems. For example, engineered particles 
or devices provide sustained release of therapies over an extended time period, 
eliminating daily dosing, and micro- and nano-engineered systems target delivery 
of a therapy to a particular physiological system, minimizing systemic side effects. 
Talks in the session provided an overview of drug delivery methodologies and 
highlighted several key technologies for targeting and controlling the release of 
bioactive materials such as targeted polymeric nanotherapies, polymer technology 
for gene delivery, and traceable drug delivery with quantum dots.

The Emerging Nanoelectronic Devices session focused on novel nanoscale 
materials and devices, circuit concepts, and sensor functionalities that can be 
harnessed to develop new technologies for information processing. Present-
ers discussed a range of ideas for post-CMOS technologies, such as molecular 
electronics, carbon nanotube devices, and spin devices that when integrated with 
appropriate nanoarchitectures create alternative electronic devices. 

Cognitive Engineering, according to the Human Factors and Ergonomics 
Society, focuses on improving systems design and training to support human 
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cognitive and decision making skills, particularly in applied, naturalistic set-
tings. The four presentations in this session provided an overview of the field and 
described improvements in systems engineering to maximize human performance 
and reduce error in the domains of driving, power plant operations, and health 
care delivery. 

The symposium concluded with talks on understanding and countering the 
proliferation of weapons of mass destruction. Two of the talks covered national 
and international policy issues that frame the discussion, and a third described the 
strategy of capability-based nuclear deterrence, which relies on a smaller number 
of deployed weapons and a robust and agile infrastructure enabled by science 
and engineering. 

In addition to the plenary sessions, the participants had many opportunities to 
engage in informal interactions. On the first afternoon of the meeting, participants 
broke into small groups to share ideas on important advances they hope to make 
in the next 10 years and what discoveries would be helpful in reaching their goals. 
On the second afternoon, there were tours of the Center for High-Technology 
Materials at the University of New Mexico and two facilities at Sandia National 
Laboratories: the National Solar Thermal Test Facility (aka the Solar Tower), and 
the Z Machine, the world’s largest X-ray generator.

Every year, a distinguished engineer addresses the participants at dinner on 
the first evening of the symposium. The speaker this year was Alton D. Romig, Jr., 
executive vice president and deputy laboratories director for Integrated Technolo-
gies and Systems and interim chief operating officer at Sandia National Labora-
tories. His talk on energy policy and the role of technology in national security 
covered a range of topics, including engineering advances that provide energy 
security and the integration and interdependency of world economics and energy 
markets. The text of Dr. Romig’s remarks is included in this volume.

NAE is deeply grateful to the following organizations for their support of the 
2008 U.S. Frontiers of Engineering Symposium: Sandia National Laboratories, 
University of New Mexico School of Engineering, The Grainger Foundation, Air 
Force Office of Scientific Research, Defense Advanced Research Projects Agency, 
Department of Defense-DDR&E Research, National Science Foundation, Micro-
soft Research, Sun Microsystems, IBM, Intel, Alcatel-Lucent/Bell Labs, Corning, 
Inc., Cummins Inc., and Dr. John A. Armstrong. NAE would also like to thank the 
members of the Symposium Organizing Committee (p. iv), chaired by Dr. Julia 
M. Phillips, for planning and organizing the event.
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Introduction

William J. Grieco

PetroAlgae 
Melbourne, Florida

Efrosini Kokkoli

University of Minnesota
Minneapolis, Minnesota

Historically, the concept of “drug delivery” has referred to any method of 
introducing a therapeutic agent into the human body. Traditional delivery meth-
ods included oral ingestion, injection, inhalation, and other pathways. Over the 
past 20 years, advances in materials, particularly polymer systems, have enabled 
more careful engineering of delivery systems. Current drug-delivery systems 
now include methods of using traditional mechanisms, such as oral and injection 
techniques, to introduce engineered particles or devices into the body that can 
eliminate the necessity of daily doses by providing sustained release therapies. 
Micro- and nanoengineered systems now offer opportunities to minimize sys-
temic side effects by targeting the delivery of therapies to particular physiological 
systems.

The presentations in this section provide an overview of drug-delivery meth-
odologies from academic and industrial perspectives. The focus is on polymeric 
materials for engineering delivery systems. Speakers highlight several key tech-
nologies for targeting and controlling the release of bioactive materials.
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Delivering medicines to patients in a safe, effective, and compliant way can 
be a major challenge (Langer, 2003). Pills and injections are the most common 
modalities for administering drugs. Although pills can only deliver small mol-
ecules, they are generally accepted as a convenient mode of drug delivery (Mor-
ishita and Peppas, 2006). Macromolecular drugs such as peptides and proteins, 
which cannot be taken orally, must be administered by injection. For some drugs, 
however, systemic administration to healthy tissues can be toxic, regardless of 
how they are administered. These drugs are only effective if they act directly on 
specific diseased tissues (Vasir and Labhasetwar, 2005).

The ability of drugs to reach target tissues from the point of administration via 
pills or injections is limited by the body’s multiple barriers, including enzymatic 
degradation in the stomach, absorption across the intestinal epithelium, hepatic 
clearance, and accumulation in nontargeted tissues. These barriers have a range 
of lengths (from the tissue to the organelle level) and time scales.

Collectively, these conditions have made the conversion of potent biomol-
ecules into medical therapies very challenging. The field of drug delivery has 

�

Recent Developments in  
Needle-Free Drug Delivery

Samir Mitragotri

University of California, Santa Barbara
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grown in response to these challenges and is now a significant component of the 
overall drug development process.

In the past several decades, tremendous progress has been made toward the 
development of safe, effective, and convenient means of drug administration. 
Advances have been possible, at least in part, because of our improved under-
standing of the human body. This article focuses on some key developments in 
the field of drug delivery, especially those that deal with the development of pain-
less, patient-friendly alternatives to injections for the delivery of macromolecules 
(Figure 1).

The Need for Better Methods of Drug Delivery

Needles and syringes are the most common method of administering macro-
molecular drugs; an estimated 12 billion injections are given annually worldwide 
(Kermode, 2004). Despite their common use, needles have several limitations, 
including needle phobia (Nir et al., 2003) and accidental needle sticks (Rosen-
stock, 2000). In addition, concerns have arisen about the unsafe use of needles, 

Nasal delivery
(sprays and drops)

Pulmonary delivery
(aerosol, dry powder)

Oral delivery
(liquid formulations and pills)

Vaginal/rectal immunization
(creams)

Powder injections
(gold particles, drug powders)

Liquid-jet injections
(liquid formulations)

Transdermal patches
(chemical, colloids, 

ultrasound, iontophoresis, 
microneedles)

Ocular delivery
(drops)

FIGURE 1   Various modes of needle-free drug delivery. Source: Adapted from Mitragotri, 
2005.



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium

RECENT DEVELOPMENTS IN NEEDLE-FREE DRUG DELIVERY	 �

as exemplified by the overwhelming number of HIV, hepatitis C, and hepatitis B 
infections that are thought to originate each year from the reuse of needles and 
syringes (Kane et al., 1999).

Noncompliance with medical treatment regimes is also a significant issue. 
It has been estimated that most patients do not adhere to prescribed dosing regi-
mens, even in developed countries. Noncompliance is linked to several factors, 
including pain, needle phobia, and forgetfulness, and can result in serious medical 
complications. In fact, noncompliance is a leading cause of hospitalizations when 
the carefully designed drug concentration profile is altered in a way that becomes 
harmful to the patient.

Typically, the blood concentration levels of both injectable and oral drugs that 
are administered repeatedly vary, depending on the schedule of their administra-
tion and the speed at which they are absorbed and distributed by the body. Devia-
tions from the therapeutic range of blood concentrations cause undesirable effects. 
For these reasons, it is important that drug developers, in addition to considering 
the efficacy and safety of a drug, must also carefully consider how a drug-delivery 
system may affect patient compliance.

The limitations of conventional methods of drug delivery can potentially be 
overcome by needle-free delivery of drugs through the skin or mucosal surfaces 
of the mouth, nose, or lungs (Varmus et al., 2003). Although these represent viable 
alternatives to needle-based methods, these surfaces also present significant bar-
riers to drug entry into the body, and breaching them in a safe, effective way is a 
major goal of drug-delivery research. This article provides a brief review of past 
efforts, a description of the current status, and prospects for the future, with an 
emphasis on transdermal and oral drug delivery.

Transdermal Drug Delivery

Skin, the largest human organ, provides a painless, compliant interface for 
systemic drug administration (Zaffaroni, 1991). However, because skin evolved 
to impede the flux of toxins into the body, it naturally has low permeability to 
the movement of foreign molecules (Wertz and Downing, 1989). A unique, hier-
archical structure of lipid-rich matrix with embedded corneocytes in the stratum 
corneum (the upper strata [15 µm] of skin) is responsible for this barrier (Wertz 
and Downing, 1989).

Corneocytes, cross-linked keratin fibers (about 0.2–0.4 µm thick and about 
40 µm wide) held together by corneodesmosomes, provide structural stability to 
the stratum corneum. Lipids, which provide the primary barrier function in the 
stratum corneum, consist of several components; the primary constituents are 
ceramides, cholesterol, and fatty acids. The layer of lipids immediately adjacent 
to the corneocytes is covalently bound to them and plays an important role in 
maintaining the barrier function. The stratum corneum is continuously desqua-
mated, with a renewal period of about one week, and is actively repaired by the 
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secretion of lamellar bodies following the disruption of the barrier properties or 
other environmental insults (Prausnitz et al., 2004).

Transdermal drug delivery involves placing a drug on the skin in the form of 
a patch, cream, or lotion wherein the drug permeates across the skin and enters 
the bloodstream. Key advantages of transdermal delivery include the easy acces-
sibility of skin, which encourages patient compliance, avoidance of the gastro-
intestinal tract, and sustained release over extended periods of time (Prausnitz et 
al., 2004).

A number of drugs, including scopolamine, nitroglycerin, nicotine, cloni-
dine, fentanyl, estradiol, testosterone, lidocaine, and oxybutinin, are routinely 
delivered transdermally by skin patches (Prausnitz et al., 2004). The patches, 
which generally last from one to seven days, depending on the drug, have 
enabled new therapies and reduced first-pass effects and severe side effects. 
For example, estradiol patches, which are widely used, have eliminated liver 
damage, which was a side effect of the drug when it was delivered orally. Trans-
dermal clonidine, nitroglycerin, and fentanyl patches also have fewer adverse 
effects than the same drugs delivered orally. Nicotine patches have prevented, or 
at least reduced, smoking and increased lifespans (Prausnitz et al., 2004).

Two classes of transdermal patches are currently available: (1) reservoir-type 
patches and (2) matrix-type patches. A reservoir-type patch holds the drug in a 
solution or gel, and the rate of delivery is governed by a rate-controlling mem-
brane. Reservoir-type patches offer more flexibility in terms of drug formulation 
and tighter control over delivery rates than matrix-type patches. However, they 
are usually associated with greater design complexity. In matrix-type patches, 
the drug, adhesive, and mechanical backbone of the patch are combined into a 
single layer. Thus matrix-type patches are easier to fabricate, but they pose even 
more significant design constraints than reservoir-type patches (Prausnitz et al., 
2004).

Drugs that are currently administered transdermally have two common 
characteristics—low molecular weight and high lipophilicity. Opening the trans-
dermal route to large hydrophilic drugs, a major challenge in the field of trans-
dermal drug delivery, will require the development of technologies that enable 
the controlled, reproducible transdermal delivery of macromolecular drugs.

Passive Methods

Technologies that facilitate transdermal drug delivery can work either passively 
or actively, depending on whether an external source of energy is used to facilitate 
skin permeation (Figure 2). Passive methods include chemical enhancers, micelles, 
liposomes, and peptides (Chen et al., 2006; El Maghraby et al., 2006; Karande et 
al., 2004; Schreier and Bouwstra, 1994; Schuetz et al., 2005). Examples of chemi-
cal enhancers include fatty acids, fatty esters, solvents, and surfactants (Williams 
and Barry, 1992). These enhancers facilitate transdermal transport by making drugs 
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more soluble, increasing partitioning into the skin, fluidizing the crystalline struc-
ture of the topmost layer of skin, or dissolving skin lipids.

Although individual chemical enhancers have had some success, combina-
tions of chemical enhancers are more effective. However, so far, the rational 
design of combinations of enhancers has been limited by the lack of information 
on interactions between individual chemical enhancers and the stratum corneum. 
The number of randomly generated formulations for binary mixtures is in the 
millions, and the number for higher order formulations (for example, ternary or 
quaternary mixtures) is even higher. Screening of these formulations is beyond 
the scope of traditional methods (e.g., Franz diffusion cells).

High-throughput methods of screening transdermal formulations can open 
this bottleneck and may lead to the discovery of previously unknown mixtures. A 
new high-throughput method for screening transdermal formulations (Karande et 
al., 2004) is greater than 100-fold more efficient than Franz diffusion cells (Bro-

Stratum
Corneum

Epidermis

(i)
(ii)

(iii)

(v)

(vi)
(vii)

(viii)

Dermis

(iv)

A CB

FIGURE 2  Various modes of transdermal drug delivery. (A) Liquid-jet injections deliver 
drugs into intramuscular, subcutaneous, or intradermal regions. (B) Permeability-based 
methods of transdermal drug delivery: (i) delivery through hair follicles; (ii) tape-strip-
ping removes the stratum corneum and facilitates drug absorption; (iii) thermal or radio 
frequency wave-mediated ablation of the stratum corneum creates micropores that enhance 
drug delivery; (iv) colloidal carriers, such as microemulsions and transfersomes, enhance 
the dermal absorption of topically applied drugs; (v) low-frequency ultrasound increases 
drug delivery by making the skin more permeable; (vi) chemical enhancers or peptides for 
drug delivery; (vii) electroporation of the stratum corneum enhances drug delivery into the 
epidermis; (viii) microneedles penetrate into the epidermis to deliver drugs. (C) Powder 
injection delivers dry drug powders into superficial skin layers (epidermis and superficial 
dermis). Source: Adapted from Mitragotri, 2005.
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naugh, 1989); with this method, up to 1,000 experiments a day can be conducted, 
an experimental space well beyond the scope of traditional tools (Karande and 
Mitragotri, 2001). Recent studies have also shown that peptides may effectively 
increase skin permeability. Specifically, peptides discovered using phage-display 
methodology have been shown to deliver macromolecules, such as insulin, in vivo 
(Chen et al., 2006).

Chemical enhancers are relatively easy to incorporate into transdermal 
patches and can be calibrated to deliver predetermined amounts of a drug by 
changing the application area. However, passive methods cannot dynamically 
control the drug dose.

Active Methods

Active methods can be controlled in real time by varying appropriate param-
eters. The device and application parameters can also be adjusted to match the 
patient’s skin properties. A growing number of researchers are now explor-
ing transdermal devices with active mechanisms for skin permeation, such as 
microneedles, jet injectors, ultrasound, iontophoresis, and electrophoresis (Arora 
et al., 2007; Bashir et al., 2001; Doukas and Kollias, 2004; Habash et al., 2006; 
Kalia et al., 2004; Karande et al., 2004; Mitragotri et al., 1995; Prausnitz et al., 
1993; Zhang et al., 1996).

Microneedles are arrays of micrometer-sized shallow needles that penetrate 
only into the superficial layers of skin, thereby eliminating the pain associated 
with standard hypodermic needles (Prausnitz, 2004). Microneedles have been 
made from a variety of materials, including metals, semiconductors, polymers, 
and glass, and have been shown to be effective in drug delivery. They have also 
been produced in solid and hollow forms. Solid microneedles are used to render 
skin permeable, whereas hollow microneedles actively deliver drugs into the skin 
at a controlled rate.

In contrast, jet injectors deliver a high-velocity liquid jet stream into the 
skin, delivering drugs into various skin layers, depending on the jet parameters 
(Mitragotri, 2006). Jet injectors have a long history, particularly in the delivery of 
vaccines, insulin, and growth hormone. Ultrasound enhances skin permeability by 
cavitation, which temporarily disrupts skin structure (Paliwal et al., 2006; Tezel 
and Mitragotri, 2003). Iontophoresis and electroporation use electric fields to alter 
skin structure and/or provide additional driving force for drug penetration through 
the skin (Banga and Prausnitz, 1998; Guy et al., 2000).

Combined Technologies

Although many individual technologies have been shown to facilitate trans-
derml drug transport, combinations of technologies are often more effective than 
any of them alone (Mitragotri, 2000). A combination of two or more technologies 
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may not only increase the enhancement, but may also potentially be safer. Under-
standing the synergies between technologies and selecting the right combinations 
is a fruitful area for research that is still largely unexplored.

Summary

In the last decade, significant new insights have been developed into the 
structural organization and barrier formation of the skin. In the past, skin was 
considered primarily a barrier, but it is now known to be a smart material that 
controls its own structure and function in response to the environment (Menon, 
2002). This new knowledge must be incorporated into the future development and 
evaluation of transdermal technologies.

Oral Drug Delivery

Oral drug delivery is the most common, and the preferred type, of drug 
administration. A large number of small molecules, including those prescribed 
for the treatment of pain, heart disease, and blood pressure, are already delivered 
orally. Drugs delivered orally are typically absorbed across the intestinal epithe-
lium into the bloodstream via two mechanisms. The transcellular route involves 
the transport of drugs through the cell membrane to cross the barrier, either by 
partitioning of the drug into cell membranes or through the generation of small 
pores in the outer cell membrane, which allows entry into the cell.

Alternatively, the drug may permeate through the paracellular pathway, 
which entails transport through the tight junctions between epithelial cells (Cano-
Cebrian et al., 2005). A tight junction is a dynamic network of tightly packed 
proteins in the interstitial spaces of a cell monolayer. Tight junctions have been 
likened to gatekeepers, as their primary function is to maintain the barrier proper-
ties of the epithelium and only permit the transport of very small molecules (< 4 
nm in diameter).

A third possibility is that drugs may be actively transported across the epi-
thelium through receptor-mediated endocytosis (Figure 3).

Proteins and Peptides

The oral delivery of proteins and peptides has elicited a great deal of interest 
in recent years because of the availability of novel therapeutics through the advent 
of recombinant DNA technology. Proteins and peptides are macromolecules with 
a wide variety of functions in biological catalysis, the regulation of cellular pro-
cesses, and immune-system protection.

Effective oral delivery of a protein or peptide requires that a therapeutic mol-
ecule be delivered to the site of interest and cross the intestinal epithelium barrier 
intact before being transported to the portal circulation system. Unfortunately, this 
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FIGURE 3  Pathways of drug absorption across the intestinal epithelium. Source: Adapted 
from Mitragotri, 2005.

process is difficult and results in only a small fraction of drug being absorbed in 
the bloodstream. The delivery of proteins and peptides is further limited by their 
susceptibility to enzymatic degradation in the gastrointestinal tract (Morishita 
and Peppas, 2006).

The scientific community has made a major effort in recent years to overcome 
the obstacles to oral delivery through the development of a large number of new, 
innovative drug-delivery techniques (Hosny et al., 2002; Luessen et al., 1995; Lyu 
et al., 2004; Sinha et al., 2004; Whitehead and Mitragotri, 2008; Whitehead et al., 
2004, 2008a,b). These methods include enzyme inhibitors, permeation enhancers, 
mucoadhesive polymers, chemical modification of drugs, targeted delivery, and 
encapsulation.

Enzyme Inhibitors

Enzyme inhibitors are used to counteract the natural functions of the enzymes 
of the gastrointestinal tract that break down ingested proteins. Many studies have 
been performed in which inhibitors were co-administered with a drug (Bernkop-
Schnurch, 1998), but these strategies have seldom been successful unless they 
included absorption enhancers.

Permeation enhancers have also been used, similar to the way they are used 
in transdermal drug delivery (Carino and Mathiowitz, 1999). Permeation enhanc-
ers, such as surfactants, fatty acids, and bile salts, either disrupt the epithelial 
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membrane of the intestine or loosen the tight junctions between epithelial cells. 
While numerous studies have demonstrated that certain enhancers can be very 
potent delivery aids, safety concerns abound (Aungst, 2000).

Mucoadhesives

Mucoadhesive strategies have also been used to localize drugs to a small, 
defined region of the intestine through attractive interactions between the carrier 
and the intestinal epithelium. This kind of localization results in a high concen-
tration gradient of the drug across the epithelial barrier, which improves drug 
bioavailability. In addition, a strong adhesion force prolongs the residence time 
of the dosage at the site of drug absorption, which reduces the dosing frequency 
and, in turn, increases patient compliance.

Certain mucoadhesive polymers, such as polycarbophil and chitosan deriva-
tives, have been shown to simultaneously act as permeation enhancers and enzyme 
inhibitors (Luessen et al., 1995; Sinha et al., 2004).

Encapsulation Technologies

Encapsulation technologies are another alternative for the oral administration 
of drugs. Using commercially available pH-sensitive polymers, it is possible to 
target particular regions of the intestine (e.g., jejunum or colon) for drug delivery. 
Enteric coatings made from these pH-sensitive polymers enable drug-delivery 
devices to pass through the acidic environment of the stomach unscathed and 
rapidly dissolve in the intestine. Studies to evaluate these polymers for targeted 
oral delivery are ongoing in various laboratories (Hosny et al., 2002; Lyu et al., 
2004).

Other techniques involve the targeting of M-cells in the intestine to improve 
mucosal vaccine delivery. M-cells, which are present in the Peyer’s patches of the 
intestine, have the unique ability to take up antigens; targeting can be achieved by 
using M-cell-specific lectins in combination with a drug-delivery formulation.

Other encapsulation strategies, including microparticles (Mathiowitz et al., 
1997), nanoparticles (Carino et al., 2000), and liposomes (Iwanaga et al., 1999), 
have been developed. These strategies can protect proteins from enzymatic deg-
radation in the intestine and/or facilitate protein uptake across the epithelium 
(Carino and Mathiowitz, 1999).

Areas for Ongoing Research

Novel, painless, patient-friendly methods of drug delivery represent an unmet 
need in the field of health care. Discoveries in the last decade have demonstrated 
the feasibility of using several different methodologies for enhancing drug deliv-
ery through skin and other mucosal surfaces. These methods have shown the 
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potential to deliver several molecules, including macromolecules such as insulin 
and vaccines.

The development of mathematical models to describe and predict transport 
across the skin and mucosal barriers is another area of active research that has 
provided useful insights into the development of novel strategies. With the variety 
of engineering tools at hand, the future of drug delivery looks brighter than ever. 
The challenge is to convert these discoveries into useful products.
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This paper provides an overview of steps being taken by BIND Biosciences 
Inc. to translate innovative research conducted at the Massachusetts Institute of 
Technology (MIT) and Harvard Medical School into novel, targeted, polymeric 
nanotherapeutics.

Advances in drug delivery have significantly affected the lives of patients 
afflicted with a variety of diseases. New drug-delivery strategies can improve the 
efficacy, safety, and/or compliance of existing approved medicines and can lead to 
the development and approval of new drugs with inherent properties (e.g., solubil-
ity, bioavailability, off-target side effects) that might otherwise keep them from 
being approved. In many cases, these improvements are the result of changes in 
formulation leading to, for example, longer lasting action or a change in delivery 
modality (e.g., transdermal or inhalation).

Particle-based drug delivery, particularly polymeric particle systems wherein 
delivery is achieved by encapsulation, or physical entrapment, of a drug within 
the particle matrix, has been a very active area of interest that has resulted in 
several successful products. One example is Risperdal CONSTA®, which is 
indicated for the treatment of schizophrenia.�

1See http://www.risperdalconsta.com.
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Risperdal delivers the drug risperidone encapsulated in poly(lactide-co-gly-
colide) (PLGA) biodegradable polymeric microspheres with a particle diameter 
of about 100 microns via intramuscular injection once every two weeks. The drug 
is released over time from the particles by slowly diffusing out of the polymeric 
matrix as water diffuses in and as the polymer chains degrade via hydrolysis, 
causing particles to lose their structure and fall apart. PLGA-based particle drug-
delivery systems can be tailored to the properties of the drug, appropriate dosage, 
and the mechanism of action for releasing the encapsulated drug over a period of 
weeks or months in a controlled way.

Risperdal®, the original risperidone product, is taken orally by patients with 
schizophrenia on a daily basis. In most cases, the simplicity of taking a pill is 
very strongly preferred as a method of administering a drug, and designing a 
drug-delivery system to change the administration from oral delivery to a more 
complicated (e.g., inhalation) or painful (e.g., injection) delivery, would normally 
be unsuccessful (unless the oral drug had a significant shortcoming).

For patients with schizophrenia, however, taking a pill every day can be 
problematic, and missing a dose one day can lead to a downward spiral of miss-
ing more doses. In this case, intramuscular injection administered by a doctor or 
nurse once every two weeks has not only increased patient compliance, but also 
improved the efficacy of the drug, resulting in a significant improvement in the 
treatment of patients with schizophrenia.

Microparticle delivery systems, such as Risperdal CONSTA, are too big to be 
administered intravenously. Their particle size would result in very fast clearance 
by the body’s defense mechanisms or could potentially pose a significant safety 
risk if they were to lodge in capillary beds in the heart or lungs. Nanoparticle-
based drug-delivery systems, in which particle sizes generally range from about 
20 to 200 nanometers, are being investigated for delivering therapeutic agents, 
imaging diseased tissues or organs, and sensing the effectiveness of drug deliv-
ery or the status of disease. As a point of reference, a nanometer is one-billionth 
of a meter or one-millionth of a millimeter. Because of their very small size, 
nanoparticles administered systemically (i.e., by intravenous injection or infusion) 
circulate through the bloodstream carrying their therapeutic payloads directly to 
the site of disease in the body.

Nanoparticle-Based Drug-Delivery Systems

Diseases associated with defects or irregularities in the endothelial cells of 
blood vessels in the diseased area, creating what is called “leaky vasculature,” 
may be particularly susceptible to treatment by nanoparticle-based drug-delivery 
systems. These include inflammatory diseases (e.g., rheumatoid arthritis, athero-
sclerosis), infectious diseases (e.g., tuberculosis), and cancer. Once nanoparticles 
reach the affected area, they can passively diffuse from the bloodstream across 
the leaky vasculature to deliver drugs directly to the disease site.



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium

TARGETED POLYMERIC NANOTHERAPEUTICS	 19

However, because nanoparticles are foreign bodies circulating in the blood-
stream, the natural defense mechanisms of the body attempt to remove them. The 
way the body protects itself from nanoparticles or other foreign particulate mat-
ter circulating in the bloodstream is through the mononuclear phagocytic system 
(MPS), sometimes also called the reticuloendothelial system, in which phagocytic 
cells located primarily in the liver and spleen engulf the nanoparticles. High levels 
and fast rates of nanoparticle clearance by the MPS lead to an accumulation of 
nanoparticles in the liver and spleen, thus removing them from circulation before 
they are able to reach the site of disease and effectively deliver their therapeutic 
payloads. In addition, if the drug being delivered has potential specific toxicities in 
the liver or spleen, the clearance of nanoparticles by these organs may exacerbate 
those effects, making the drug less tolerable or more dangerous.

The optimization of nanoparticle properties, therefore, is critical to the devel-
opment of a safe nanoparticle drug-delivery system. Particle-surface characteris-
tics (e.g., chemical composition, charge) have a strong influence on the detection 
of nanoparticles by the MPS. Therefore, one way to minimize MPS clearance 
is to construct nanoparticles with poly(ethylene glycol) (PEG), a biocompatible 
polymer, on the surface, a technique that has been successfully used to increase the 
circulation time of biodegradable polymeric nanoparticles (Gref et al., 1994). The 
hydrophilic, uncharged nature of PEG can interfere with phagocytic recognition 
and the uptake of nanoparticles or proteins resulting in prolonged circulation times 
and more opportunity for the drug to reach the intended disease target.

DOXIL®, a liposomal formulation of the drug doxorubicin that uses a PEG 
surface to prolong circulation time,� is approved for treatment of ovarian cancer, 
AIDS-related Kaposi’s sarcoma, and multiple myeloma. Doxorubicin, like many 
drugs, does not have a long circulation time in the bloodstream but instead can 
diffuse throughout the body in a way that can cause untoward side effects and that 
limits the amount of drug delivered to the tumor, thus decreasing its efficacy. By 
encapsulating doxorubicin in PEGylated liposome nanoparticles, DOXIL allows 
for longer circulation times than the drug has in its free, unencapsulated state, in 
fact long enough for the particles to diffuse into and deliver doxorubicin to the 
tumor vasculature.

A potential downside of nanoparticle-based drug-delivery systems is that 
they can deliver more drug to certain parts of the body than the free drug would 
normally deliver, which can result in either new side effects or an exacerbation 
of existing side effects. For DOXIL, the result is an increase in the incidence of 
hand-foot syndrome (a skin irritation that usually occurs on the hands and feet) 
compared to doxorubicin alone. The apparent cause is that the long-circulating 
nanoparticles eventually land in the capillary beds of the hands and feet where 
they deliver liposome-encapsulated doxorubicin in greater amounts than would 
be delivered by free, unencapsulated doxorubicin.

2See http://www.doxil.com/.



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium

20	 FRONTIERS OF ENGINEERING

To repeat, nanoparticles can passively diffuse from the circulating blood-
stream through the leaky defects in tumors or areas of infection or inflammation 
to deliver their therapeutic payloads. Although effective, this passive targeting 
can have limitations in that nanoparticles may also diffuse out of the disease site 
through the defects back into circulation. Considerable research is being conducted 
to improve nanoparticle drug-delivery systems by trying to actively target the 
nanoparticles to diseased cells (Allen, 2002; Heidel et al., 2007; Peer et al., 2007). 
These approaches attempt to take advantage of the presence of unique or highly 
up-regulated cell-surface receptors on diseased cells by functionalizing the surface 
of nanoparticles with ligands that promote cell-specific recognition and binding.

The intent is that once the particles successfully migrate through the blood-
stream to the disease site, targeted nanoparticles will then anchor themselves to 
the disease cells, keeping the nanoparticles in place long enough to deliver their 
payloads. The choice and properties of the cell-surface receptor may even allow 
for the uptake of intact nanoparticles into the cell. The resulting intracellular drug 
delivery can greatly increase the effectiveness of the drug.

For some drugs and therapeutic applications, intracellular delivery may be 
necessary, thus requiring intracellular nanoparticle trafficking. One example of 
this is the new class of short-interfering RNA (siRNA) drugs, which are being 
developed to inhibit the production of disease-causing proteins through RNA 
interference (RNAi).

The BIND Targeted Nanoparticle

BIND Biosciences Inc. (BIND), a biopharmaceutical company that was 
founded upon the research of two pioneers in nanoparticle drug delivery, Professor 
Robert Langer of MIT and Professor Omid Farokhzad of Brigham and Women’s 
Hospital of the Harvard Medical School, has developed methods of engineering 
targeted nanoparticles composed of biodegradable and biocompatible polymers 
with precise biophysicochemical properties optimized to deliver drugs for specific 
therapeutic applications (Gu et al., 2008).

The foundational research by Langer and Farokhzad put BIND in a position 
to pursue the development of targeted polymeric nanotherapeutics for treating 
several diseases. BIND’s lead program is focused on translating their innovative 
academic findings into improved treatments for patients with cancer. The BIND 
technology offers a unique combination of long-circulating nanoparticles with 
the capability of targeting diseased cells specifically and releasing drugs from 
nanoparticles in a programmable, controlled way.

Figure 1 is a schematic diagram of a BIND targeted nanoparticle. The tar-
geting ligand enables the nanoparticle to recognize specific proteins or receptors 
on the surface of cells involved in disease, or in the surrounding extracellular 
matrix, and bind, with high specificity and avidity, to its intended cellular target 
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site. Many types of cancer have been shown to have cell-surface receptors that 
are highly expressed on the cancer cells (e.g., prostate cancer [prostate-specific 
membrane antigen, PSMA], breast cancer [human epidermal growth factor recep-
tor 2, HER-2], and lung cancer [epidermal growth factor receptor, EGFR]), and 
many drugs are being evaluated that might improve treatment outcomes.

Surface Functionalization

Surface functionalization imparted by a PEG component shields the targeted 
nanoparticles from MPS immune clearance, while providing an attachment site 
for the targeting ligand on the particle surface at precise, controlled levels through 
proprietary linkage strategies. A key to the successful development of BIND tar-
geted nanoparticles is the optimization of the nanoparticle surface, which requires 
a precise balance between the targeting ligand and PEG coverage so the nanopar-
ticle surface is masked enough to provide circulation times long enough to reach 
the disease site and enough targeting ligand on the surface to effectively bind to the 
target cell-surface receptors. This delicate balance requires precise control over 
the nanoparticle production process. It also requires the discovery and selection 
of ligands that are potent and specific enough to bind selectively to the targeted 
disease cells while remaining bound to the nanoparticle surface.

The polymer matrix, the bulk of the nanoparticle composition, encapsulates 
the drug in a matrix of clinically safe, validated biodegradable and biocompatible 
polymers that can be designed to provide appropriate particle size, drug-loading 
level, drug-release profile, and other critical properties. A variety of drugs or 
therapeutic payloads can be incorporated into the targeted nanoparticles, including 
small molecules, peptides, proteins, and nucleic acids, such as siRNA.

Therapeutic payload

Controlled release polymers

Targeting ligand

Stealth layer

FIGURE 1  Schematic diagram of a BIND targeted polymeric nanoparticle.
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Drug-Release Profile

The drug-release profile is a critical factor for the effective delivery of tar-
geted nanoparticles. If the drug leaks out of the nanoparticle too quickly, it will 
be released into the bloodstream and essentially delivered as free, unencapsulated 
drug, thus losing the advantages of nanoparticle delivery. If the drug is not released 
in the appropriate time frame after the nanoparticles have reached the disease site, 
it may not reach an efficacious level. Thus it is critical that the right combination 
of polymer properties be tailored to ensure the optimal drug-release profile. BIND 
targeted polymeric nanotherapeutics can be engineered with different physico-
chemical properties, mechanisms of action, and dose requirements to provide 
effective drug delivery for a variety of diseases with different indications.

Regulatory Requirements

When a start-up company is founded based on academic research, the ini-
tial scientific efforts are focused on transferring the technology from academic 
laboratories to the company, where researchers can establish the capabilities 
of the technology and reproduce the results. Shortly thereafter, with a baseline 
understanding of the technology in hand, the translational aspects of the research 
begin. The company focuses on defining the most suitable disease indications to 
pursue and the specific characteristics required.

At this point, the regulatory requirements dictated in the United States by the 
Food and Drug Administration (FDA) for pharmaceutical development of drug 
product candidates must be taken into consideration. Since its inception in early 
2007, BIND has undertaken a combinatorial optimization approach resulting in 
a number of enabling improvements to nanoparticle formulation, as well as the 
nanoparticle production process to meet the needs of its lead targeted oncology 
candidate.

The optimization approach includes evaluating the performance of nanopar-
ticles using in vitro cell-based assays and in vivo preclinical testing, as well as 
several chemistry, manufacturing, and controls (CMC) requirements mandated 
by current manufacturing practices and the FDA to ensure, among other things, 
batch-to-batch reproducibility and shelf-life stability. Meeting these requirements 
entails testing a variety of properties, such as particle size, content of the target-
ing ligand, drug-loading level, and the stability of the nanoparticles and the drug 
under storage and in-use conditions. As pharmaceutical development progresses, 
the CMC requirements become more stringent. However, even at this early stage, 
the company begins testing critical parameters.

To establish an acceptable level of safety and tolerability to support the 
initial evaluation of a candidate drug product in human clinical studies, the FDA 
requires formal safety testing in animal models. This is the first major step in 
the FDA-regulated area of pharmaceutical development. It also represents the 
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company’s first efforts at scaling up the formulation and process capabilities of 
the drug. Whereas research at MIT/Harvard and initial efforts at BIND were con-
ducted on nanoparticle batches prepared on the bench-top milligram scale, BIND 
nanoparticle production batch size has been scaled up three orders of magnitude 
for the animal safety and tolerability tests that support clinical studies.

The critical, long-term stage of pharmaceutical development is clinical test-
ing. Through a progression of studies, the safety, tolerability, and efficacy of a 
drug product candidate are established; the tests are accompanied by a series of 
submissions to and discussions with the FDA.

For BIND targeted polymeric nanotherapeutic drug candidates based on 
improving the performance of existing marketed drugs, the clinical testing period 
is likely to be shorter than for a completely new drug candidate, because the his-
tory and data established for the existing drug provide valuable reference points 
for BIND and the FDA. Nevertheless, several clinical studies are required, all 
CMC requirements must be met, and the nanoparticle production process must 
be scaled up to the kilogram level to supply the drug for clinical studies and 
ultimately, if successful, to supply the approved, marketed drug to doctors and 
patients.

Thus a long, challenging, very exciting pathway lies ahead for BIND Bio-
sciences in translating the novel targeted polymeric nanoparticle drug-delivery 
research by Professors Langer and Farokhzad into medicines that can improve, 
and even save, the lives of patients suffering from serious diseases.
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Polymer Technology for Gene Therapy

Daniel W. Pack

University of Illinois at Urbana-Champaign

Gene therapy can be defined as the treatment of human diseases by the trans-
fer of genetic material into specific cells to elicit a desired therapeutic phenotype. 
It is not difficult to envision treating monogenic diseases, such as hemophilia, 
muscular dystrophy, and cystic fibrosis, by replacing errant genes within the 
affected cells. Gene therapies are also being developed, however, for treating car-
diovascular, neurological, and infectious diseases, wound healing, and cancer, by 
delivering genes to augment naturally occurring proteins, to alter the expression of 
existing genes, or to produce cytotoxic proteins or prodrug-activating enzymes.

Because of the broad potential of gene therapy, it has been heavily inves-
tigated during the past 30 years. The first clinical trial of gene therapy, for the 
treatment of severe combined immunodeficiency (SCID), was initiated in 1990 
(Blaese et al., 1995), but it took until April 2000 before the first clinical success 
was reported by Cavazzana-Calvo et al. (2000) of the treatment of two infants 
with γc-SCID. Also that year, Kay et al. (2000) reported positive data, including 
increased circulating levels of factor IX in a hemophilia clinical trial, and Khuri 
et al. (2000) reported a successful Phase II trial using a combination of gene 
therapy and traditional chemotherapy to treat recurrent squamous-cell carcinoma 
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of the head and neck. However, despite more than 1,300 clinical trials to date, no 
products have been FDA-approved.

At the same time, tragic setbacks, including the deaths of patients in two 
trials, have hindered progress. A severe inflammatory response caused by the 
adenovirus used in a 1999 trial for the treatment of ornithine transcarbamylase 
deficiency was proved to be the cause of death and resulted in a temporary halt to 
all gene therapy trials. In addition, at least 2 of the 11 children in the Cavazzana-
Calvo γc-SCID trial developed leukemia as a result of retroviral insertion of the 
therapeutic sequence in or near a gene associated with childhood leukemias. Thus 
a key limitation to the development of human gene therapy remains the lack of 
safe and efficient methods of gene delivery (Verma and Somia, 1997).

Current gene-delivery methods comprise recombinant viruses, which are 
used in the majority of clinical trials, and synthetic materials, including peptides, 
polymers, and liposomes. Although viruses are the most efficient vectors, they 
often initiate immune responses, are limited in the size of genetic material they can 
carry, are difficult to produce and purify, and exhibit limited target-cell specificity 
(or often nonspecificity). Cationic polymers (Felgner and Rolland, 1998; Pack et 
al., 2005; Smith et al., 1997) have the potential to be nontoxic and nonimmuno-
genic, are chemically and physically stable, are relatively easy to produce in large 
quantities, and can be targeted to desired cell types; but in general, they are not 
efficient enough for clinical use. Even the most efficient polymers are orders of 
magnitude less efficient than viruses (micrograms of DNA are required to achieve 
transgene expression comparable to that resulting from a virus suspension contain-
ing about 10 picograms of genetic material).

The Gene-Delivery Problem

To �������������������������������������������������������������������������������             escort genes from a solution (e.g., in a vial) to the cell nucleus, gene-deliv-
ery vectors must navigate a series of obstacles, both extracellular and intracellular. 
Viruses have evolved functions to address each of these challenges, but synthetic 
vectors generally lack one or several of these functions. These obstacles must all 
be taken into consideration for the rational design of new materials.

The first set of barriers facing gene-delivery vectors appears in transporting 
genes from the test tube to the membrane of a target cell. First, the vector must 
bind and condense plasmid DNA to a sufficiently small size to allow efficient cel-
lular internalization and protect the genes from nuclease degradation. Polycations 
and DNA spontaneously form tight complexes (polyplexes) through entropically 
driven electrostatic interactions. The resulting particles typically comprise several 
DNA molecules and hundreds of polymer chains and range in size from a few tens 
to several hundred nanometers in diameter. Second, the polyplexes must form a 
stable solution under physiological conditions, which can often be achieved by 
coating them with a hydrophilic polymer, such as polyethylene glycol. Third, for 
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many indications, it is critical that vectors recognize specific cells by displaying 
cell-specific ligands (e.g., small molecules, peptides, proteins, or antibodies).

Following internalization, gene-delivery vehicles must overcome a set of 
intracellular obstacles (Figure 1), which means the vector must have a functional-
ity to overcome each one. Polyplexes are generally internalized by endocytosis, 
and once they are in the endocytic pathway, they are routed through a series of 
vesicles. The typical endpoint of this journey is the lysosome, an acidic vesicle 
filled with degradative enzymes including nucleases. It is critical, therefore, that 
DNA and the vector escape these compartments into the cytoplasm.

Next, the vector must escort the DNA through the cytosol toward the nucleus. 
Because particles as large as typical polyplexes cannot passively diffuse in the 
cytosol, they require a means of active transport. The genes must then enter the 
nucleus, with or without the vector material. Although the nuclear envelope con-

Pack Figure 1
R01394

Bitmapped fixed image

FIGURE 1  Schematic illustration of the main steps in the intracellular processing of 
polymer-DNA gene-delivery vectors. 
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tains pores for transporting biomolecules into and out of the nucleus, the process is 
very tightly regulated to keep out undesirable species, including exogenous genes. 
Finally, DNA and the vector must separate from one another to allow transcription 
of the therapeutic gene. The location at which this unpackaging occurs, however, 
is not generally known. Although more than 95 percent of cells in culture may 
internalize vectors (on the order of 100,000 copies per cell), typically less than 
50 percent express the transgene, suggesting that the majority are lost at one of 
these steps. 

Progress in the Design of Gene-Delivery Materials

Many early studies of gene delivery employed commercially available poly-
mers (Figure 2). Polylysine was one of the first cationic polymers used in the 
modern era of gene-delivery research (Wu and Wu, 1987; Zauner et al., 1998). 
Although these studies were promising, it appears unlikely that polylysine-based 
polyplexes will be clinically useful because of their lack of efficiency.

Polyethylenimine (PEI), however, is one of the most effective gene-delivery 
polymers (Boussif et al., 1995). Its effectiveness is believed to be due in large 
part to its efficient escape from the endocytic pathway via the “proton-sponge” 
mechanism. Because nitrogen represents every third atom in the PEI backbone, 
this polymer exhibits a very high density of amines, only 15 to 20 percent of which 
are protonated at physiological pH. As endocytic vesicles are acidified, polyplexes 
containing PEI (or other proton-sponge materials) are able to buffer the vesicle 
lumen, leading to an influx of counter ions, osmotic swelling, and vesicle rupture. 
PEI-mediated gene delivery has been hindered, however, by the polymer’s rela-
tively high cytotoxicity in many cell lines, both in culture and in vivo.

In the past two decades, many new types of polymers have been synthesized 
specifically as gene-delivery vectors. Because polymer-mediated intracellular 
trafficking is poorly understood, however, many of these designs are based on 
unproven hypotheses. Results, therefore, have been mixed, with few materials 
providing highly efficient gene delivery. A current focus in the field, therefore, is 
developing a new understanding of intracellular processing and polymer struc-
ture-activity relationships. Because of space limitations, only a small selection of 
relevant studies will be described here.

One important approach has been to focus on the synthesis of biocompat-
ible, nontoxic gene-delivery agents, including materials such as poly[α-(4-ami-
nobutyl)-L-glycolic acid] (PAGA), a biodegradable mimic of polylysine (Lim et 
al., 2000), polyurethanes, disulfide-linked polymers, and poly(β-amino esters) 
(PBAEs) (Figure 2). As one example of the latter, Forrest et al. (2003) cross-
linked low-molecular-weight PEI—which is nontoxic, but ineffective for gene 
delivery—with small diacrylates (Green et al., 2008). The resulting materials 
exhibited initial molecular weights sufficient to tightly bind and condense DNA, 
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Pack Figure 2
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FIGURE 2  Structures of representative gene-delivery polymers. 
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but they degraded within 8 to 24 hours to nontoxic by-products. These degradable 
PEI derivatives were as much as 16-fold more efficient than the analogous non-
degradable commercial PEI of comparable molecular weight.

PBAEs also have been exploited in combinatorial syntheses in which a panel 
of diacrylates and amines are cross-linked to generate more than 2,000 unique 
polymers (Green et al., 2008). These materials have been screened for gene-deliv-
ery activity and other important properties, including toxicity. The best polymers 
were more efficient than the top commercial transfection reagents and, in some 
situations, were comparable to adenoviruses. Perhaps most important, by corre-
lating gene-delivery activity with polymer/polyplex properties, investigators may 
begin to extract structure-activity relationships to guide future polymer designs.

Because PEI is an off-the-shelf material, one may also expect that its buffer-
ing capacity is not optimal. In fact, Forrest et al. (2004) modified the protonation 
profile of PEI by reaction with acetic anhydride to convert the primary and sec-
ondary amines to secondary and tertiary amides, respectively (Figure 2); such a 
change should make a poorer proton sponge by decreasing the number of pro-
tonable nitrogens in the polymer.

Surprisingly, gene-delivery activity dramatically increased upon acetylation, 
and the polymer with acetylation on about 57 percent of the primary amines was as 
much as 60-fold more efficient than unmodified PEI (Gabrielson and Pack, 2006). 
Subsequent investigation of the mechanisms leading to this unexpected enhance-
ment revealed that PEI acetylation also decreases polymer-DNA binding strength, 
resulting in enhanced “unpackaging” of polyplexes within target cells. This report 
was significant in that it identified polymer DNA as a critically important design 
criterion for gene-delivery materials.

Conclusions

A variety of polymers has been used in gene-delivery studies, but they are still 
orders of magnitude less effective as gene-therapy vectors than viral vectors. As a 
result, polymers are generally considered unacceptable for clinical applications. 
Even though the important extra- and intracellular barriers to efficient gene deliv-
ery are known, the poor performance of polymer gene-delivery vectors is attribut-
able to a lack of functionality for overcoming at least one of these barriers.

Based on the large number of studies of off-the-shelf gene-delivery polymers, 
much has been learned about the structure-function relationships of polymer 
vectors. This knowledge has been applied to the design and synthesis of new 
polymers, tailor-made for gene delivery, and a number of promising candidates 
have been reported in recent years. As our understanding of polymer gene-delivery 
mechanisms improves, it is likely that polymer-based gene-delivery systems will 
become an important tool in human gene therapy.
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Traceable Drug Delivery:  
Lighting the Way with Qdots

Xiaohu Gao

University of Washington
Seattle, Washington

Semiconductor nanocrystals, also known as quantum dots (Qdots), have 
become an indispensable tool in biomedical research, especially for multiplexed, 
quantitative, and long-term fluorescence imaging and detection (Alivisatos, 2004; 
Medintz et al., 2005; Michalet et al., 2005; Smith et al., 2006). The basic rationale 
for using Qdots is their unique optical properties are generally not available in 
individual molecules or bulk semiconductor solids. In comparison with conven-
tional organic dyes and fluorescent proteins, Qdots have distinctive characteristics, 
such as size-tunable light emission, improved signal brightness, resistance against 
photobleaching, and simultaneous excitation of multiple fluorescent colors.

Recent advances in nanoparticle-surface chemistry have led to the develop-
ment of polymer-encapsulated probes that are highly fluorescent and stable under 
complex biological conditions (Dubertret et al., 2002; Gao et al., 2004; Wu et 
al., 2003). This new generation of water-soluble Qdots has solved the problems 
of quantum yield decrease, chemical sensitivity, and short shelf-life, which were 
previously encountered in the ligand exchange-based Qdot solubilization method 
(Chan and Nie, 1998). As a result, Qdots linked with bioaffinity molecules 
have created new opportunities for multicolor molecular imaging in living cells 
and animal models, as well as for traceable drug delivery (Dahan et al., 2003; 
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Dubertret et al., 2002; Gao et al., 2004; Larson et al., 2003; Lidke et al., 2004; 
Wu et al., 2003).

TRACEABLE DRUG DELIVERY

Traceable drug delivery has the potential to elucidate the pharmacokinet-
ics and pharmacodynamics of drug candidates and to provide design principles 
for engineering drug carriers. Due to concerns about long-term in vivo toxicity 
and degradation, however, Qdots are currently limited to use in cells and small 
animals. However, because both cells and small animals are used extensively 
in testing drug candidates, even in these limited studies, traceable therapeutics 
have had a significant impact on life-science research, such as in drug discovery, 
validation, and delivery.

Following drug molecules or drug carriers noninvasively in real time in live 
organisms requires specialized imaging techniques. Compared with traditional 
imaging modalities, such as magnetic resonance imaging (MRI) and positron 
emission tomography (PET), optical imaging is highly sensitive, quantitative, and 
capable of multiplexing. In addition, it is significantly cheaper than MRI and PET; 
thus it will substantially reduce the cost and shorten the time of new drug develop-
ment. Therefore, for the development and optimization of nanocarriers, Qdots can 
be an excellent “prototype” from which biocompatible carriers of similar sizes 
and with similar surface properties can be made for clinical uses.

The importance of the structural properties of Qdots for drug-delivery 
research has only recently been realized. First, the size of Qdots can be continu-
ously tuned from 2–10 nm in diameter, which, after polymer encapsulation, gener-
ally increases to 5–20 nm. Particles smaller than 5 nm are quickly cleared by renal 
filtration (Choi et al., 2007), whereas bigger particles are more likely to be taken 
up by the reticuloendothelial system before reaching the targeted disease sites. 
In addition, larger particles have limited penetration into solid tissues. Recent 
advances in Qdot nanocrystal synthesis will enable scientists to systematically 
assess the effects of size on delivery efficiency and specificity and identify the 
optimal dimensions of drug carriers.

Second, because of the high surface-to-volume ratio of nanomaterials, it is 
possible to link multiple functionalities on single Qdots while keeping the overall 
size in the optimal range. For example, the Qdot core can serve as the structural 
scaffold and the imaging contrast agent; and small-molecule hydrophobic drugs 
can be embedded between the inorganic core and the amphiphilic polymer coat-
ing. Hydrophilic therapeutic agents (e.g., small interfering RNA [siRNA] and 
antisense oligodeoxynucleotide [ODN]) and targeting biomolecules (e.g., anti-
bodies, peptides, and aptamers), in turn, can be immobilized onto the hydrophilic 
side of the amphiphilic polymer via either covalent or noncovalent bonds. The 
fully integrated nanostructure may behave like a magic bullet that not only can 
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identify, bind to, and treat diseased cells, but can also emit detectable signals for 
real-time monitoring of its trajectory.

DELIVERY OF siRNA USING QDOTS

RNA interference (RNAi), which is emerging as one of the most powerful 
technologies for sequence-specific suppression of genes, has potential applications 
ranging from functional gene analysis to therapeutics. Because of the relatively 
low immunogenic and oncologic effects of RNAi, the development of nonviral 
delivery methods in vitro and in organisms is generating considerable interest. 
In recent years, a number of strategies have been developed based on liposomes, 
gold and silica nanoparticles, cationic and biodegradable polymers, and peptides 
(Bielinska et al., 1999; Boussif et al., 1995; Chesnoy and Huang, 2000; Kneuer et 
al., 2000; Niidome et al., 2004; Roy et al., 2005; Rudolph et al., 2003; Sandhu et 
al., 2002; Takeshita et al., 2005; Tang et al., 1996; Zanta et al., 1999). The delivery 
efficiency, however, remains low, especially under in vivo conditions. Another 
limitation of existing delivery technologies is the lack of an intrinsic signal for 
long-term, real-time imaging of siRNA transport and release.

We recently developed a new technology by combining Qdots with amphi-
pol, another class of nanomaterial, for traceable and efficient delivery of siRNA 
molecules. Amphipols, linear polymers with alternating hydrophilic and hydro-
phobic side chains, are widely used for solubilizing integral membrane proteins 
and delivering them into cell lipid bilayers (Gorzelle et al., 2002; Nagy et al., 
2001; Pocanschi et al., 2006; Tribet et al., 1996, 1997). Unlike detergent-based 
micelles, amphipols belt around the transmembrane domain of membrane proteins 
and do not disrupt the integrity of cell membranes during delivery. To our surprise, 
however, when amphipols are mixed with nanoparticles coated with hydrophobic 
surface ligands, these two types of nanomaterials form stable complexes that are 
not only capable of carrying siRNA molecules into cytoplasm but can also protect 
them from enzymatic degradation.

Compared with classic siRNA carriers, such as Lipofectamine, this new class 
of nanocarrier works in both serum-free and complete cell-culture media. The 
new nanocarrier also outperforms polyethyleneimine in gene silencing under both 
conditions with significantly reduced toxicity. In addition, Qdots provide a bright, 
stable fluorescent signal for intracellular siRNA imaging (Figure 1).

CONCLUSION AND PERSPECTIVE

As a powerful imaging probe, Qdots already play an important role in fun-
damental biology, as well as in in vitro disease diagnostics and prognostics. The 
unique structural and surface properties of Qdots, such as tunable and uniform 
size, flexible drug-linking and doping mechanism, large surface-to-volume ratio, 
and a wide spectrum of surface-reactive groups, have recently opened a new 
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avenue of research—targeted and traceable drug delivery. However, high-quality 
Qdots (visible and near infrared dots with a narrow emission profile and high 
quantum yield) are mainly made with heavy metals whose long-term toxicity is 
largely unknown. Despite this limitation, they have been used as drug carriers in 
cells and small animals and have proven to be an outstanding discovery tool for 
drug screening and validation, as well as a prototype material for drug-carrier 
engineering. If high-quality Qdots could be prepared from relatively nontoxic 
compounds (e.g., silicon and carbon), or if the toxic components could be inertly 
protected from exposure and subsequently cleared from the body, Qdots could 
become clinically relevant.

Another primary challenge of drug delivery is maintaining a useful concen-
tration of the drug in the targeted tissue while preventing toxicity. Achieving this 
therapeutic window has not been studied with Qdots thus far, but, ideally, engi-
neered Qdots should be able to stabilize therapeutic compounds, increase their 
plasma-circulation time while reducing the concentration of free drug to minimize 
unwanted side effects, and release the drug with a well-controlled profile. In addi-
tion, the targeting and therapeutic compounds might be covalently linked to the 
Qdot surface via cleavable chemical bonds so that the bioconjugates are initially 
large enough to avoid renal filtration, and later, after the ligands have been cleaved, 
small enough to be cleared out of the body.
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This section focuses on integrating novel nanoscale materials and devices, 
circuit concepts, and sensor functionalities to develop new technologies for infor-
mation processing. New concepts for devices, fabrication techniques, and system 
architectures are emerging from research in nanotechnologies. 

Many new ideas have been proposed for post-CMOS technologies, such as 
molecular electronics, carbon nanotube devices, spin devices, and so on. Most 
likely, the full potential of these new developments will only be realized in com-
bination with new nanoarchitectures that integrate alternative electronic devices 
onto a silicon platform. The papers in this section describe work on new emerging 
nanoelectronic devices and materials.

Introduction

Jia Chen

IBM
Yorktown Heights, New York

Victor Zhirnov
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The Quest for the Next  
Information-Processing Technology

Jeffrey J. Welser

IBM Almaden Research Center
San Jose, California

In recent semiconductor technology generations, exponentially increasing 
power density has started to limit the historical benefits of scaling. Thus research-
ers are looking for entirely new device approaches and methods of computation in 
emerging nanoscale technologies. The Nanoelectronics Research Initiative (NRI) 
is taking on the grand challenge of finding a “new switch” that can continue the 
exponential increase in information-processing capability, which has benefited not 
only the semiconductor industry, but nearly every aspect of our electronics and 
information technology-driven modern economy.

Introduction

For more than three decades, the semiconductor industry has been driven 
by its ability to scale the size of the complementary metal oxide semiconductor 
(CMOS) field-effect transistor (FET), the key building block in modern inte-
grated circuit (IC) chips. This scaling has enabled the industry to pack twice as 
many FETs onto a chip every 18–24 months, in what has come to be known as 
“Moore’s law” (Moore, 1965). The result has been an exponential increase in the 
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information-processing capability per unit area on the chip—or more importantly, 
per dollar.

Recently, exponentially increasing power density, due to both FET leakage 
currents and switching energy, has limited the continuation of scaling. Recogniz-
ing that the fundamental physics of FET operation, rather than fabrication capa-
bility, are likely to impose an ultimate limit on continued scaling in the next 10 
to 15 years, researchers are now on a quest for new devices that can continue the 
trends in information-processing performance.

To take on this grand challenge, the NRI (nri.src.org) was formed in 2004 
as a consortium of Semiconductor Industry Association (SIA) (www.sia-online.
org) companies to manage a university-based research program as part of the 
Semiconductor Research Corporation (SRC) (www.src.org). Founded by six U.S. 
semiconductor companies (AMD, Freescale, IBM, Intel, Micron, and TI), NRI 
partners with the National Science Foundation (NSF), the National Institute of 
Standards and Technology (NIST), and state governments to sponsor research 
currently at 35 U.S. universities in 20 states.

The Nanoelectronics Research Initiative

The overall goal of NRI is to demonstrate novel computing devices capable 
of replacing the CMOS FET as a logic switch in the 2020 time frame. To enable 
the semiconductor industry to continue the historical cost and performance trends 
for information technology, these new devices must have a significant advantage 
over ultimate FETs in power, performance, density, and/or cost. To meet these 
goals, NRI has focused primarily on research on devices that use new computa-
tional-state variables beyond electronic charge. In addition, NRI is investigating 
new interconnect technologies and novel circuits and architectures, includ-
ing nonequilibrium systems, for exploiting these devices, as well as improved 
nanoscale thermal management and novel materials and fabrication methods for 
structures and circuits. Finally, it is hoped that these technologies will be capable 
of integrating with CMOS so that their potentially complementary functionality 
can be exploited in heterogeneous systems and can enable a smooth transition to 
a new scaling path.

Physics of a Logic Switch

As outlined in the 1970s (Dennard et al., 1974), if one shrinks the critical 
dimensions of an FET by a factor kappa, while simultaneously increasing the 
doping levels and decreasing the applied voltages by the same factor, the scaled 
transistor switches faster but consumes half the power and takes up half the area. 
This means that twice as many transistors can fit in the same area without decreas-
ing power density—the primary reason scaling works without melting the chip. 
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Leakage currents, however, increase as dimensions shrink; leakage occurs along 
the transistor channel when the switch is turned off and across the gate insulator, 
which has become so thin (<1.5 nm, or just a few atomic layers) that quantum 
tunneling dominates. The leakage power is now becoming equivalent to the active 
switching power of the transistor.

The 2001 International Technology Roadmap for Semiconductors (ITRS) 
Emerging Research Device Technical Working Group conducted a highly sim-
plified analysis of a generic electronic switch at thermal equilibrium (Zhirnov et 
al., 2003). The switch was modeled as a potential barrier separating two quantum 
wells, corresponding to the simplest version of an FET channel between source 
and drain contacts. The analysis showed that the channel could conceivably be 
scaled down to ~1.5 nm and that the transistor could have a minimum switch-
ing speed of ~40 fs—significantly smaller and faster than today’s FETs of about 
30 nm in channel length with ~1 ps switching time. However, to avoid leakage 
over the barrier at room temperature, the voltage could not be scaled as rapidly 
as the physical dimensions, and the resulting power density for these switches at 
maximum packing density would be on the order of 1 MW/cm2—orders of mag-
nitude higher than the practical air-cooling limit of ~100 W/cm2. 

Because the theory does not take into account the materials or structures used, 
it is applicable to any switch that moves charge dissipatively across a potential 
barrier. This leads to two implications: (1) Simply shrinking an FET to the far 
nanoscale will not necessarily continue to give the historical benefit of scaling, 
because the increasing power density will require trading off switching speed for 
packing density. (2) The existing Si FET road map is likely to reach the minimum 
practical dimensions in the next 10 to 15 years (ITRS, 2007); although new FET 
materials or geometries can improve performance, they will not alter the ultimate 
scaling limits. 

NANOELECTRONICS RESEARCH AREAS 

We need a new “switch” for information processing to significantly extend 
the scaling path. To define research directions, groups from industry, government, 
and academia have participated in workshops sponsored by SRC, NSF, and SIA 
(Cavin and Zhirnov, 2004; Cavin et al., 2005, 2006). Thirteen research vectors 
were defined, and the top five comprise the NRI research program.

New Devices: Alternative Computational State Vectors

An FET device moves electrons dissipatively to charge (discharge) capacitors 
to represent a binary “1” (“0”). NRI research focuses on finding alternative ways 
to represent these states or information in general. Any physical property that can 
be placed into two or more distinguishable states could potentially be used to rep-
resent information. One example is to use the spin of an electron, with spin “up” 
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representing “1” and spin “down” representing “0.” Spin is already used success-
fully in memory and storage devices, so the challenge is injecting, manipulating, 
and reading out the spin state of an electron or collection of electrons to build 
logic gates and circuits. Many different devices are being considered under the 
broad heading of “spintronics” (Zutic et al., 2004). 

Many other materials offer different potential states that could be exploited 
for logic, including ferroelectric, antiferroelectric, ferromagnetic, antiferromag-
netic, ferrotoroidic, ferroelastic, and ferrimagnetic materials (Eerenstein et al., 
2006). Even the physical movement of atoms could be considered as a new state 
variable. Even though atoms are more massive than electrons, it would only be 
necessary to move them on the order of angstroms to cause large changes in a 
material (e.g., changing the dipole in a ferroelectric or changing barrier heights 
at an interface), so that the speed and energy could still be reasonable. And for 
nanoscale devices, more massive particles are less likely to lose their state by 
tunneling (Zhirnov and Cavin, 2008).

Much of the work on new state variables relies on the development of new 
materials. Dilute magnetic semiconductors have the potential to introduce spin 
into semiconductors (Pearton et al., 2004). Multiferroic materials, which could 
couple ferroelectric and ferromagnetic parameters, could be used to manipulate 
spins without magnetic fields (Eerenstein et al., 2006). 

A recently discovered material of particular interest is graphene—a single 
monolayer of graphite with unique transport properties (Geim and Novoselov, 
2007). The two-dimensional honeycomb lattice of graphene gives rise to a coni-
cal band structure that leads to electrons behaving as massless Dirac fermions. 
Graphene could not only improve FET devices due to its high carrier velocity, 
but could also enable new devices exploiting its unique physics. The pseudospin 
property (Min et al., 2008), for example, could potentially enable a correlated 
shift of charge density between two graphene layers, which could lead to a new 
low-energy switch.

New Methods of Computation: Nonequilibrium Systems

Operating an FET at room temperature requires energy barriers of sufficient 
height to maintain distinguishability between states, which will also be a factor 
for any other device. One way to get around this problem would be to recapture 
the computation energy, rather than allowing it to dissipate as heat. This is the 
goal of adiabatic or “reversible” computation (Bennett, 1988). Another way would 
be to do out-of-equilibrium computation. In the solid state, local distributions of 
carriers (or spins or other phase states) can be out of equilibrium with the ambi-
ent “temperature” for a period of time before relaxing to the lattice temperature 
through phonon collisions or other coupling parameters. If the relaxation time is 
sufficiently long, the potential barriers could be lower, allowing state manipulation 
with lower switching energy.
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It has not yet been proven experimentally that either approach can be used 
for computation with reduced energy dissipation, but out-of-equilibrium behavior 
is a primary motivation for considering alternative-state variables for informa-
tion processing in the first place. If an alternative-state variable obeys the same 
Boltzman statistics as a dissipative electron-based system, it will have little chance 
of offering substantial energy advantages over FETs.

New Ways of Connecting Devices: Noncharge Data Transfer

Any computation system requires connecting multiple devices and transfer-
ring information between them. Charge is the natural carrier to use in electron 
devices, but this is what drives much of the power consumption in modern ICs. 
An alternative device should transmit the new state variable since converting back 
to charge would negate any advantage of the new information token. 

For example, a spin device should transmit spin to the next device, such as 
through a spin-wave bus (Khitun et al., 2007). The movement of a spin wave can 
be very low energy (Bernevig, 2006), but if electrons must be moved to move 
the spin, the power advantage is lost. Similarly, if a device uses ferromagnetic 
or ferroelectric orientation, that should be transmitted through some low-energy 
magnetic or lattice interaction. Transmitting information short distances by coher-
ent waves or collective effects is a promising idea for interconnecting devices, 
which favors architectures based on nearest-neighbor device coupling. However, 
it will still probably be necessary to convert to charge for cross-chip interconnects 
and for coupling back out to the external world.

New Methods of Managing Heat: Nanoscale Phonon Engineering

Finding more energy-efficient ways to cool devices, given the immediate 
importance for current CMOS chips, is a very active area of research in the semi-
conductor industry. The NRI focus is limited to looking at ways of controlling 
phonon flow for more efficient phonon extraction and manipulation in device 
structures. This is being coupled with work on the nonequilibrium system, because 
finding ways to lengthen the time the state is out of equilibrium with the thermal 
environment could be key to the development of low-energy computation. 

It may even be possible to use phonons themselves as the state variable (Wang 
and Li, 2007). Given the large costs in energy required to lower temperatures, 
current research is focusing on room-temperature operation. If exceptionally 
efficient cooling mechanisms were discovered, however, that boundary condition 
could change.
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New Fabrication Methods: Directed Self-Assembly of Devices

Directed self-assembly combines traditional patterning with self-organizing 
systems to create nanostructures. The ability to fabricate nanoscale CMOS 
cost-effectively is a challenge for the industry, and the goal of focusing on self-
assembly is to improve lithography for continued scaling. NRI work is focused 
only on self-assembly for the direct creation of new device structures, such as 
arrays of self-assembled magnetic dots for magnetic quantum cellular automata 
circuits (Bernstein et al., 2005; Liu and Reinke, 2008). A wider focus on fabri-
cation is likely in the future, once the state variable and architecture have been 
established.

Summary

The daunting grand challenge of finding a device capable of extending infor-
mation processing beyond the ultimate limits of CMOS technology is similar to 
the challenge faced in the 1940s when solid-state transistors were developed to 
replace vacuum tubes. The current NRI program (Welser et al., 2008) is largely 
focused on the first research vector—finding a new device—which would more 
clearly define directions for research on the other vectors. However, the investiga-
tion of alternative devices, data transport, thermal transport, and manufacturability 
will ultimately have to be tightly integrated to bridge the gap from basic science 
to a practicable information-processing technology. 

The CMOS FET is a very efficient switch, and the limits it will approach 
or reach in the next decade are fundamental to any device operating at room 
temperature. Although it is difficult to predict what device might be capable of 
surmounting these limits, a few educated guesses can be made. To reduce power, 
the new device will probably be slower and will rely on local interconnects. To 
compensate, it will have to be densely packed and will probably have a three-
dimensional architecture. Finally, cost-effective manufacturing will favor uniform 
arrays of devices—potentially self-assembled—that are robust at the device or 
architectural level to the increasing variability at the nanoscale. 

What information-processing architecture is capable of using such a device? 
The brain, of course, is often cited as a proof of concept that such a device can be 
found, at least for certain types of applications. The brain is extremely efficient 
at pattern recognition, for example, but not particularly good at the mathemati-
cal computation used in most of our electronic systems today. Hence the quest 
for a new information-processing technology will require not only finding a new 
device, but also rethinking how to apply that device and architecture to new appli-
cations and products in the future.
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The research and engineering community has been looking intensively for 
possibilities of extending information-processing technologies into the post-
CMOS era. Recently, the Nanotechnology Research Initiative (NRI), a consortium 
of leading semiconductor companies, has formulated a set of research priorities 
(Welser et al., 2008) based on an analysis of the ultimate limitations of the pres-
ent technology and trends in research and development. One of the recommended 
vectors is devices that operate with state variables different from an electronic 
charge. One possibility would be a solid-state switch with the computational 
state defined by the spatial locations of heavy particles, such as ions, atoms, or 
molecular conformations.

The potential advantage of a heavier information carrier can be easily illus-
trated (Cavin et al., 2006). The scaling of CMOS devices operating with electronic 
charge will eventually reach their limit when the logic or memory state decays 
because of electron tunneling under the barriers. For a given barrier height and 
width limited by material constraints and device size and by the requirement of 
minimal power dissipation, carriers such as ions or atoms, which are thousands 
of times heavier than electrons, can provide much greater stability to the compu-
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tational state. Ironically, the use of heavy carriers is impractical in larger devices 
because of their limited mobility. However, in a nanometer-sized device, the 
ion/atom transport can be fast enough for practical applications.

Short molecules and macromolecules can be used as active materials for 
heavier switching devices. Devices built with short molecules have long been 
considered promising candidates for the post-CMOS era for a number of reasons. 
First, organic molecules can be extremely small and at the same time exactly 
reproducible as stand-alone units. In addition, numerous synthetic techniques 
have been developed, and the variety of organic compounds is enormous. Some 
well-known approaches to molecular electronics already rely on molecular con-
formations or oxidation to achieve electronic functionality (e.g., Chen et al., 1999; 
Collier at al., 2000).

However, the reliable fabrication of devices and the assembly of molecules 
into circuits turn out to be extremely challenging. In this presentation, I will 
describe some examples from our research that illustrate some of the challenges 
of fabricating and characterizing molecular devices. Before we began designing a 
molecular switch or transistor, we tested simpler building blocks in the molecular 
“tool box,” such as molecular “wires” and molecular “barriers.” 

The investigation of the electronic properties of molecular devices is inti-
mately related to research on alternative fabrication routes that can be compatible 
with the new materials. First, the required feature size is often beyond the limits 
of the best lithography machines. Second, the properties of pristine material can 
be substantially altered by, for example, exposure to a high-energy electron beam 
encountered in the e-beam lithography step, etching, or contact deposition.

NEW FABRICATION TECHNIQUES

In our research, we focused on the noninvasive fabrication of nano- and 
mesoscale molecular devices and the effects of fabrication on their structural 
and electronic properties (Zhitenev et al., 2006). We fabricated metal-molecular 
monolayer-metal junctions using three complementary original techniques that 
target different fabrication issues. After screening many possible candidates for 
molecular “wires” and molecular “barriers,” we selected representative molecules 
capable of forming a dense self-assembled monolayer (SAM) with the most robust 
structural and electrical properties. 

The first technique targeted nearly single-molecule devices. The junctions 
were formed on the surface of the tips to exploit the evaporation of contacts from 
different angles with an assembly of SAMs in the middle. Device conductance 
was monitored during the formation of the junction. Devices were studied at 
multiple stages, from minimally detectable conductance below the conductance 
level of a single-molecule junction to an approximately single-molecule device 
to a multimolecule device. The shortcoming of this technique was that it relied 
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on conductance as a single feedback parameter for characterizing the junction 
formation. 

The second technique was a planar evolution of the first one. In this case, we 
used nanoscale stencil masks prefabricated on chip surfaces and angled evapora-
tions to fabricate the molecular junctions with well-defined areas ranging from 
30 nm × 30 nm to 1 µm × 2 µm. 

The third technique, nanotransfer, was designed to avoid the evaporation 
on top of the SAM and hence to examine the potential damage of evaporation. 
A column pattern was fabricated on a flexible polymer (PDMS) stamp, and thin 
metal (gold) was evaporated on the stamp. Functional groups at the top surface 
of the SAM bonded to the gold when the stamp was brought into contact with the 
molecular layer. Gold dots with diameters of 20 to 100 nm transferred to the top 
of the SAM served as contacts to the molecular junction, which was probed by a 
conducting atomic-force microscope.

DISCUSSION

Using these three techniques, we were able to examine a variety of fabrication 
issues, materials properties, and transformations affecting the apparent electrical 
behavior of molecular devices. We found that it was extremely difficult to fabricate 
junctions without defects, which can arise from a variety of origins and have a 
range of effects on device performance. In general, metal electrodes have surface 
topographical features comparable to or longer than the molecules. Thus the order 
of molecular assembly was disrupted at the grain boundaries making this location 
“defective” in a structural and electronic sense. 

In addition, the nucleation of metal films from the evaporation stream, the 
resulting surface morphology, the penetration of metal atoms and particles into 
the molecular layer, and chemical reactions of metals and molecules with oxygen 
and water were specific to the particular combination of metal and molecular 
species. For example, junctions with molecular “wires” can appear more resistive 
than junctions with molecular “barriers” because of the different penetration of 
gold clusters from the top electrode into the film. If the top electrode is titanium 
or nickel or another reactive metal, all distinctions between “wires” and “insula-
tors” are lost, because the entire molecular layer is converted into metal carbides 
or oxycarbides.

In general, the electronic levels of molecules were strongly shifted from 
the Fermi level of metal electrodes, typically by 1 to 5 eV, and the tunneling 
conductance of such mismatched systems was too low for practical applications. 
Defects that created electronic states 50 to 200 meV from the Fermi energy level 
contributed significantly to electronic transport and defined overall behavior. The 
reliance on precise atomic positions of the device constituents generally failed 
because the defects took over.
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NEXT STEPS

The question is whether we really need atomic precision to build functional 
devices. The latest research and engineering results (Scott and Bozano, 2007; 
Waser and Aono, 2007) have shown that when the overall properties are defined 
by the self-averaging of multiple imprecise events, the traditional “statistical” 
approach can be extended to very small devices. 

For example, we found useful switching functionality in polymer films and 
the monolayers of macromolecules (Zhitenev et al., 2007) that were just a little bit 
thicker (5–12 nm) than molecular monolayers (1–2.5 nm). The resistive switch-
ing was the result of the shift of electronic levels in the device caused by ionic 
motion. There is nothing precise about a single-ion position or motion, but the 
total number of ions in the nanoscale device was large enough to result in statisti-
cally reproducible switching. 

Initially, the devices were nonconducting, but when applied voltage exceeded 
some threshold level, the devices switched to a conductive state, which was stable 
at small applied voltage levels. Higher voltage levels of the opposite polarity 
switched the devices back to a nonconductive state. The switching voltage scaled 
linearly with the film thickness and depended on the concentration of ionic groups 
in the film. In addition, ionic groups could be modified in a straightforward way 
by partly or fully replacing protons with other ions. 

Because many of these substitutions were reversible, we were able to examine 
multiple chemical compositions with the same mesoscopic devices. When we 
did so, we found that the chemical modifications had major effects on switching 
behavior. A simple physical model that captures the most essential experimental 
finding is described below.

In the “off” state, all molecular energy levels are a few electrovolts from the 
electrode Fermi level, and switching the electric field is strong enough to break 
the ionic bonds. The ion separation acts as internal “chemical gating,” shifting 
some energy levels into better alignment with the Fermi energy of the electrodes. 
These electronic states, with energy levels of 100–300 meV from the Fermi level, 
form the conducting channels. A strong electric field of the opposite polarity 
pushes the separated cations back, facilitating the recombination with anions 
at the polymer backbone and eliminating the conductive electronic levels. The 
electric field required for ion separation depends on the size and properties of the 
ions. For example, larger monovalent cations have smaller bond strength. Thus 
the devices can be turned on at smaller threshold voltage. With multivalent ions 
forming chemical bonds to two or more anion groups, the threshold voltage is 
significantly increased. 

 Polymer switches are just one example of material systems that display 
resistive bistability. There are many other candidates based on various organic 
and inorganic compositions (Scott and Bozano, 2007; Waser and Aono, 2007). 
For all of these materials, there is a common element in switching behavior. The 
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switching functionality is caused by the movement or displacement of heavy par-
ticles, such as ions or atoms, over distances ranging from an elementary cell to the 
size of an entire device. The variety of materials capable of displaying switching 
leads us to believe that devices based on atom/ion motion can eventually be used 
in practical circuits.

CONCLUSION

The use of switching in memory and storage devices has been the main driver 
for the development of switches by most of the major semiconductor companies. 
However, if the switching phenomenon can be reliably engineered in devices of 
sufficiently small size, this will lead to the emergence of new hybrid logic cir-
cuits based on novel architectural concepts (Strukov and Likharev, 2007). Some 
of these concepts mimic the “architecture” and the well-developed connectivity 
of the human brain, an integral combination of memory, connectivity, and com-
putational elements. 
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Fabrication of printable sensor arrays on bendable/flexible substrates may 
enable the development of a wide range of new technologies, including flexible 
displays, radio frequency identification tags, sensor tapes, artificial skin, and more 
(Friedman et al., 2005; Huang et al., 2001; Lee et al., 2005; McAlpine et al., 2005; 
Reuss et al., 2005; Service, 2000; Someya and Sakurai, 2003). Tremendous prog-
ress has been made in this field in the past decade, mainly through the exploration 
of organic materials as active semiconductor components. However, the short 
lifetimes and low carrier mobility of these materials, as compared to crystalline 
inorganic semiconductors, have been major obstacles to applications that require 
high speed, low power, and long lasting electronics (Reuss et al., 2005; Service, 
2000; Someya and Sakurai, 2003). Therefore, a new printable electronic materials 
technology with improved performance and air stability is of great interest for the 
future of printable electronics. 

Recently, new methods of “printing” microscale and nanoscale inorganic 
structures have been proposed and developed. Unlike their organic counterparts, 
inorganic materials provide air stability as well as high performance (Ahn et al., 
2006; Bryllert et al., 2006; Fan et al., 2008a,b; Ford et al., 2008; Friedman et al., 
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2005; Huang et al., 2001; Javey et al., 2007; Lee et al., 2005; McAlpine et al., 
2005; Wang et al., 2007; Yerushalmi et al., 2007). One such inorganic material 
is the crystalline semiconductor nanowire (NW). In this paper, we review recent 
advances in the assembly and integration of NW arrays on foreign substrates that 
can be integrated into electronic devices and sensors.

Crystalline Semiconductor Nanowires as Building 
Blocks for Electronics and Sensors

To date, a variety of functional NWs have been synthesized and integrated 
as building blocks of single-component devices, such as field-effect transistors 
(FETs), sensors, photodiodes, and electromechanical systems, to mention just a 
few (Ahn et al., 2006; Bryllert et al., 2006; Fan et al., 2008a,b; Ford et al., 2008; 
Friedman et al., 2005; Huang et al., 2001; Javey et al., 2007; Lee et al., 2005; 
McAlpine et al., 2005; Wang et al., 2007; Yerushalmi et al., 2007). These chemi-
cally derived single-crystalline nanostructures (the majority of them synthesized 
by chemical vapor deposition [CVD]) have unique advantages over conventional 
semiconductors. They enable the integration of high-performance device elements 
on virtually any substrate (including mechanically flexible plastics) with scaled 
on-currents and switching speeds comparable to or higher than those of state-of-
the-art, planar silicon (Si) structures.

For example, p-type FETs based on heterostructured Ge/Si NWs and n-type 
FETs based on InAs NWs have demonstrated a carrier mobility about 10 times 
higher than that of Si transistors (Bryllert et al., 2006; Ford et al., 2008; Xiang 
et al. 2006). These high-mobility NW materials are ideal platforms for high-
performance, printable electronics. Uniquely, the electrical properties of NWs are 
extremely sensitive to their chemical/biological and electromagnetic surroundings 
because of their miniaturized dimensions, large surface-area-to-volume ratio, and 
finite carrier concentration. As a result, sensors based on NWs are also highly 
sensitive. For example, NWs made of Si and In2O3 have been extensively studied 
for use in biological and chemical sensors capable of detecting analytes down to 
the level of single molecules (Zhang et al., 2004; Zheng et al., 2005). CdSe and 
ZnO NWs, which are optically active and have been investigated in the past, have 
demonstrated a significantly higher photoresponse than their thin-film or bulk 
counterparts (Fan et al., 2008a; Yu et al., 2008).

Although NWs are obviously promising materials for high-performance 
nanoelectronics and sensors, a major challenge to their integration into large-scale 
devices/circuits is perfecting their controlled assembly on substrates. In recent 
years, many approaches have been investigated with varying degrees of success. 
These approaches include liquid-flow alignment, Langmuir-Blodgett technique, 
alternating current (AC) dielectrophoresis, blown-bubble method, contact and 
roller printing, and others. In this article, we review recent progress on a highly 
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efficient, scalable approach for the ordered, uniform assembly of NW arrays on 
substrates for integration in multifunctional circuits.

Roll Printing of Nanowires on Substrates

We recently developed an NW roll-printing technology to address the need 
for large-scale assembly of aligned NW arrays on foreign substrates (Fan et al., 
2008b; Yerushalmi et al., 2007). The overall process involves (1) optimized cata-
lytic growth of the desired crystalline NWs by CVD on a cylindrical substrate 
(i.e., roller), and (2) patterned transfer of NWs directly from the roller to a receiver 
substrate via differential roll printing, as illustrated in Figure 1.

FIGURE 1  Differential roll printing of NWs. (a) Schematic drawing of the printing setup. 
(b) Optical photograph of the assembled apparatus (top view). The inset shows the blank 
and NW-coated glass tubes used as rollers (I and II, respectively). (c) The NW alignment 
and density (inset) as a function of roller-to-wheel size ratio. (d) The alignment of the 
printed film is nearly independent of NW length. Source: Yerushalmi et al., 2007. Reprinted 
with permission.
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The grown NWs stick out of the surface of the roller with random orientation. 
The length of the NWs is controlled by the growth time and is typically 20–80 
µm for optimal printing results; the diameter (10–100 nm) is controlled by the 
size of the catalytic nanoparticles used as seeds for CVD growth. The roller is 
connected to a pair of rotating wheels and brought into contact with a station-
ary receiver substrate. As the roller is turned under a constant pressure and at a 
constant speed, NWs are transferred to the receiver substrate, which is coated 
with a photolithographically patterned photoresist layer that enables the patterned 
assembly of NWs (Yerushalmi et al., 2007).

An important aspect of this printing process is the mismatch between the 
radius of the roller and the radius of the wheel (rR, rW, respectively), which causes 
a shear motion of the roller on the stationary substrate in addition to the rolling 
motion (Yerushalmi et al., 2007). In traditional roll-printing methods, such a mis-
match would be highly undesirable and would distort the printed features. How-
ever, the relative sliding motion caused by the mismatch generates the required 
directing field and shear force to effectively “comb” the NWs, resulting in aligned 
transfer to the receiver substrate. Without the shear force, a negligible number of 
NWs are transferred, and their alignment is random, as shown in Figure 1c. This 
is consistent with the hypothesis that, as randomly aligned NWs on the growth 
substrates are dragged across the surface of the receiver substrate, they become 
aligned by mechanical combing.

Once the NWs are anchored by van der Waals forces, they are detached from 
the growth substrate and transferred to the receiver substrate. Interestingly, the 
density of the printed NWs shows a near linear dependence on rR / rW for rR / rW<1, 
as shown in the inset of Figure 1c. This trend is to be expected because the total 
number of NWs available for transfer is (2πrR)nW, where n is the density of NWs 
on the roller substrate and W is the width of the contact area. Since the printed area 
covered per revolution is (2πrW)W, the maximum printed density is n(rR / rW). If 
we compare the slope of the density of printed NWs with rR / rW, we get n~9 NW/
µm (Yerushalmi et al., 2007).

We have observed that, in the range of 20–80 µm, the length of as-grown 
NWs does not change the printing alignment significantly, as shown in Figure 1d. 
The high degree of alignment (~90 percent) is independent of the length of the 
NW and is highly favorable for the scalability of device applications (Fan et al., 
2008b). During the printing process, NWs are assembled on both the photoresist 
and patterned regions of the substrates. The patterned photoresist is later removed 
by a standard liftoff process using a solvent, leaving behind assembled NWs at the 
predefined locations (Fan et al., 2008b; Yerushalmi et al., 2007).

This process can be used for a wide range of NW materials, including Si, Ge, 
and compound semiconductors, and for the entire NW diameter range (10–100 
nm) that has been explored. It is also compatible with a wide range of rigid and 
flexible receiver substrates, including glass, Si, plastics, and paper (Figure 2). 
Thus this approach is a highly scalable, low-cost, efficient method of assembling 
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FIGURE 2  Printed NW arrays on unconventional substrates: glass and paper (left) and 
plastic (right). Refer to Figure 3 for high-magnification images. Source: Yerushalmi et al., 
2007. Reprinted with permission.

functional NWs on substrates and may point the way toward the realization of 
high-performance, flexible electronics based on printed, single-crystalline, high-
mobility nanoengineered materials. Notably, the printed NW arrays are highly 
aligned in the direction of rolling and are limited to a monolayer (Figure 3) with 
no uncontrolled aggregations.

To shed light on the transfer mechanism and the process dynamics, and to gain 
better control of the printing process, we have explored the effect on the density of 
printed NWs of modifying the surface chemical of the receiver substrate (Fan et 
al., 2008b). As shown in Figure 3b, for the –CF3 terminated SiO2 surfaces (which 
are highly hydrophobic and not sticky), we observed almost no significant transfer 
of NWs (<10–3 NW/µm) from the donor to the receiver substrate. Using an identi-
cal printing process on –NH2 and –N(Me)3

+ terminated SiO2 (which are highly 
hydrophilic and sticky), we observed a high-density transfer of NWs, approaching 
~8 NW/µm (Fan et al., 2008b). This major modulation of printed NW density by 
~4 orders of magnitude demonstrates the importance of nanoscale chemical inter-
actions during the printing process.

A lubricant (octane and mineral oil, 2:1, v:v) is applied to all surfaces during 
printing. The lubricant, which serves as a spacing layer between the two sub-
strates, minimizes NW-to-NW friction, uncontrolled breakage, and detachment 
of NWs. The results suggest that during the printing process NWs are dragged 
across a receiver substrate and are eventually detached from the roller as they 
are anchored to the surface-functional groups of the receiver substrate by van 
der Waals forces.
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FIGURE 3  (a) Optical images of printed Ge NW arrays (middle left image is a scanning 
electron micrograph). The printed NWs are ~30 nm in diameter. (b) Printed nanowire 
density as a function of the surface functionalization of the receiver substrate. Source: Fan 
et al., 2008b. Copyright 2008 ACS.
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Printed Nanowire Arrays for Integration in 
Electronic Devices

We have successfully demonstrated highly uniform assembly of parallel 
arrays of NWs on the wafer scale, which is crucial for the fabrication and integra-
tion of high-throughput devices (Fan et al., 2008b). After patterned printing of NW 
arrays on the receiver substrates, which can be crystalline Si, low-cost glass, or 
bendable/flexible plastic, device structures can be fabricated using conventional 
lithography methods, with each device consisting of a parallel array of NWs.

In the most commonly explored device configurations, metal source/drain 
(S/D) and gate contacts are deposited by evaporation and liftoff. Because NWs 
are randomly positioned, not all of the printed NWs in a given region bridge the 
S/D electrodes. Since there is minimal NW-to-NW crossing or bundling in our 
assembled NWs, only the NWs that directly bridge S/D electrodes contribute to 
conduction. This technology is most relevant for printable macroelectronics with 
channel widths on the order of tens of microns or more and does not cause large 
device variations or degrade performance.

By tuning the width of the patterned regions for the assembly, the on-current 
can be readily modulated so more NWs will be involved in conduction (Figure 
4) (Fan et al., 2008b). The observed linear dependence of the on-current on the 
device width illustrates the uniformity and reproducibility of NW printing tech-

FIGURE 4  Devices based on printed NW arrays. (a) From top to bottom, scanning 
electron microscope images of back-gated, single GeNW FET, 10 µm and 250 µm wide, 
parallel arrayed NW FETs. (b) On-current as a function of channel-width scaling, showing 
a highly linear trend. Source: Fan et al., 2008b. Copyright 2008 ACS.
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nology over large areas. Specifically, a standard deviation σ~15 percent in the 
on-current (for a width of ~200 µm) was observed (Javey et al., 2007).

Heterogeneous Assembly for Integration in 
Multifunctional Circuits

In addition to device integration, there is a great deal of interest in the devel-
opment of a versatile method of heterogeneous integration of crystalline materials 
on substrates to add functionality to a device (e.g., combining sensing capabil-
ity with conventional electronics). Because NW printing technology is done at 
ambient temperatures, it is uniquely suited for the heterogeneous assembly of 
crystalline NWs on substrates for integration in multifunctional circuits (Fan et 
al., 2008a).

For instance, high-mobility Ge NWs can be printed at certain locations on the 
receiver substrates to enable high-performance transistors, while optically active 
CdSe NWs (direct band gap, Eg~1.8eV) can be printed at other predefined sites 
to enable efficient photo detection (Fan et al., 2008a). This is in distinct contrast 
to conventional Si processing for which the integration of crystalline-compound 
semiconductors has proven to be challenging because of lattice mismatches and 
interface problems.

The fabrication of heterogeneous NW circuits involves two-step printing of 
heterostructured Ge/Si and CdSe NWs at predefined locations on substrates, fol-
lowed by device and circuit fabrication using conventional microfabrication pro-
cessing. As a proof of concept of the feasibility of using NW printing technology 
for heterogeneous circuitry, we fabricated Ge/Si NW amplifiers and CdSe photo 
detectors that are integrated on-chip on Si substrates (Figure 5). The CdSe NW 
photo detectors were shown to be highly responsive to white light (~100x reduc-
tion in resistance upon irradiation to ~4 mW/cm2), and the integrated Ge/Si NW 
FETs amplified the signal of the sensors by ~1000x.

For this demonstration, we fabricated large arrays of the proof-of-concept 
circuits on substrates; each circuit was used as an individual pixel to detect light 
and amplify the signal. Owing to the high uniformity and reproducibility of the 
printing process, a relatively large matrix (13 × 20) of the all-NW sensor circuits 
was fabricated on a chip (with a yield of greater than 80 percent) and used as an 
integrated imager (Figure 6) (Fan et al., 2008a). In the future, the yield can be 
significantly improved by optimizing NW synthesis and fabrication processing.

To demonstrate the imaging capability, a circular halogen light source was 
focused and projected onto the center of the array, and the circuit output current 
was measured and normalized on a 0–100 scale with “0” and “100” representing 
the minimum and maximum measured intensity. The output profile map clearly 
matches the variation in spatial intensity of the light source, with the intensity 
decreasing from the center to the outer edge of the circuit (Fan et al., 2008a). 
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FIGURE 5  Heterogeneous NW assembly for all integrated sensor circuitry. (A) Circuit 
diagram for the all-NW photo detector, with high mobility Ge/Si NW FETs (T1 and T2) 
amplifying the photo response of a CdSe nanosensor. (B) Schematic drawing of the all-NW 
optical-sensor circuit based on ordered arrays of Ge/Si and CdSe NWs. (C1) An optical im-
age of the fabricated NW circuitry, consisting of a CdSe nanosensor (NS). (C2) Two Ge/Si 
core/shell NW FETs (T2 and T1). (C3) and (C4) channel widths of ~300 µm and 1 µm, 
respectively. Each device element in the circuit can be independently studied for dynamics 
and circuit debugging. Source: Fan et al., 2008a. Reprinted with permission.
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FIGURE 6  NW sensor circuitry with imaging functionality. (A) Schematic diagram. (B) 
An output profile of the integrated imager for a circular light spot (gray pixels represent 
defective sites). Source: Fan et al., 2008a. Reprinted with permission.

Each pixel size can be further down-scaled in the future by reducing the feature 
sizes, such as channel and interconnect lengths and widths. This work not only 
demonstrates NW device integration at an unprecedented scale, but also presents a 
novel system based on printed NW arrays that may have a number of technological 
applications with NWs as building blocks.

Conclusion

Significant progress has been made in the roll printing of NWs for highly 
ordered assembly of crystalline semiconductors on foreign substrates with high 
uniformity, regularity, and tunable density. Parallel arrays of NWs have been 
shown to be high-performance building blocks for diodes, transistors, and sensors 
that can be readily integrated into functional circuits on unconventional substrates, 
such as bendable plastics. In addition, heterogeneous integration can be achieved 
using a multistep printing process at ambient temperatures. This approach may 
lead to the development of a wide range of novel printable electronics that are 
unattainable with conventional Si processing.
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In the last several decades, the scaling of complementary metal oxide semi-
conductor (CMOS) technologies has fueled multiple industries, which have pro-
duced new industrial and defense products. However, the International Technol-
ogy Roadmap for Semiconductors (ITRS) anticipates that scaling will necessarily 
end, perhaps by 2016, with a 22 nanometer (nm) pitch length (9 nm physical gate 
length). To address that eventuality, ITRS defines several potential avenues for 
research, such as bioinspired assembly, that could lead to new paradigms and alter-
native technologies. The ultimate goal is the development of highly controlled, 
high-throughput fabrication of nanoelectronics as stand-alone devices/systems 
or components/devices that could be integrated heterogeneously onto existing 
device platforms.

Deoxyribonucleic acid (DNA) and peptide nucleic acids (PNAs), which have 
base sequences that offer specificity, are attractive assembly linkers for bottom-up 
nanofabrication. Recent publications on bioassembly describe ex vivo-assembled 
discrete devices, such as DNA-single-walled carbon nanotubes (SWNTs) and 
virus-nanocrystal (NC) nanoarchitectures for electronics components (Tseng et 
al., 2006; Wang et al., 2006) and the programming of nucleic-acid sequences 
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for the large-scale assembly of nanostructures (Akin et al., 2007; Ruan et al., 
2007).

We believe that novel routes, which would be available with self-assembly 
processing and highly integrated materials, could circumvent current challenges of 
CMOS to achieve environmental friendliness, thermal balance, dielectric quality, 
and manageable capital costs of next-generation fabrication facilities—if we can 
develop massively parallel integration of SWNTs and semiconducting, defect-
tolerant nanowires.

Assembly based on biomolecular recognition is a promising approach for 
constructing complex architectures from molecular building blocks, such as 
SWNTs and NCs (Ravindran et al., 2003). In the Ozkans’ laboratories at the Uni-
versity of California, Riverside (UCR), researchers are using a “tiered” approach 
to the nanomanufacturing of molecular electronics to address several issues: gain-
ing an understanding of charge-carrier transport across bio-inorganic interfaces; 
ensuring error-free repeatability of the synthesis of hybrid building blocks; and 
directing the integration of nanoscale components (including assembled architec-
tures, nanowires, and nanodevices) on silicon (Si) platforms. Figure 1 shows two 
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novel devices fabricated at UCR: (a) a virus-NC memory device with write-erase 
cycles, and (b) a resonant tunneling diode based on DNA-SWNT architectures.

Carbon Nanotube-Based Functional Nanostructures

The synthesis of hybrid nanoarchitectures based on SWNT-DNA or SWNT-
PNA conjugates may offer unique possibilities for nanoelectronics and biotechnol-
ogy (Figure 2). New structures would combine the electrical properties of SWNTs 
with the self-assembling properties of oligonucleotides or other biomaterials, 
such as proteins, enzymes, and viruses. For example, we recently demonstrated 
that SWNT-DNA-SWNT conjugates can be used to fabricate resonant tunneling 
diodes (Wang et al., 2006). Based on this result, we expect that novel devices and 
applications, such as bioelectronic devices, DNA sensors, mechanical actuators, 
templates for hierarchical assembly, and others, can be derived.

Several studies have reported using SWNTs for imaging probes in scanning 
force microscopy (Bernholc et al., 2002; Wong et al., 1998), and electrochemical 
studies have shown that SWNTs can be used as enzyme-based sensors and DNA 
sensors (Britto et al., 1996; Davis et al., 1997; Melle-Franco et al., 2004; Wang 
et al., 2004c; Zhao et al., 2002). Because SWNT electrodes have demonstrated 
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FIGURE 2  SWNT-DNA sensors for hybrid nanoelectronics, biosensors, and bottom-up 
nanofabrication.
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catalytic properties, they could also be used as electrodes in fuel cells and elec-
trochemical detectors in medical and military settings (Que et al., 2004; Rubianes 
and Rivas, 2003; Sherigara et al., 2003; Wang et al., 2004a,b; Wohlstadter et al., 
2003).

Functionalized nanotubes have been used in fabricating FETs for use in 
nanoelectronics and biosensors (Bradley et al., 2004; Javey et al., 2003; Star et 
al., 2003); and several studies have shown that SWNTs and multiwalled nanotubes 
(MWNTs) can accommodate the encapsulation of nanoparticles, fullerenes, and 
metallized DNA fragments (Cui et al., 2004; Davis et al., 1998; Dennis and Briggs, 
2004; Gao et al., 2003). Other studies have suggested that organic and inorganic 
molecules might be conjugated to the side walls of carbon nanotubes (CNTs) 
(Hirsch, 2002; Lin et al., 2003; Sarikaya et al., 2003; Shim et al., 2002).

Bottom-up Fabrication: Hybrid Nanoarchitectures

SWNTs are being used as active components in solid-state nanoelectron-
ics (Tsukagoshi et al., 2002), and individual SWNTs have been used to realize 
molecular-scale electronic devices, such as single-electron (Postma et al., 2001) 
and field-effect transistors (Tans et al., 1998). Several SWNT-based devices have 
been successfully integrated into logic circuits (Bachtold et al., 2001) and transis-
tor arrays (Javey et al., 2002). However, the difficulty of determining the precise 
location and interconnection of nanotubes has so far stymied progress toward the 
integration of larger scale circuits.

The search for alternative routes based on molecular recognition between 
complementary strands of DNA has prompted an exploration of the electronic 
properties of DNA for use in molecular electronics and templated nanostructures 
(Arkin et al., 1996; Coffer et al., 1996; Heath and Ratner, 2003; Seeman, 1998, 
1999, 2003). We have synthesized SWNT-DNA and SWNT-PNA conjugates, in 
which DNA or PNA sequences are covalently bonded to the ends of SWNTs to 
form a viable bio-inorganic interface (Figure 3).

Research on the fabrication of oligonucleotide-based nanoarchitectures has 
been focused mostly on noncovalent interactions between DNA fragments and 
SWNTs (Dwyer et al., 2002; Zheng et al., 2003). Because the intrinsically low 
conductivity of DNA limits its usefulness in electronic circuits, some investiga-
tors have attempted to distribute metal particles on the backbone of DNA to lower 
its resistance (Spyro, 1980; Winfree et al., 1998).

The synthesis of end-specific SWNT-DNA and SWNT-PNA complexes (Fig-
ure 3) is a novel concept that was studied for the first time at UCR (Wang et al., 
2006). In the preliminary experiments, we used ssDNA with a nine-base configu-
ration of [5’(NH2)GCATCTACG] and ssPNA with a custom sequence of (NH2)-
Glu-GTGCTCATGGTG-Glu-(NH2). In order to preserve the superior electrical 
characteristics of SWNTs, their side walls must be free of damage or defects. 
Therefore, functionalization of SWNTs only at the ends, before the assembly 
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process, is critical. Our work demonstrates the first successful end-to-end assem-
bly of SWNTs using nucleic acids. After placing physical metallic contacts on 
SWNTs, we investigated the electrical characteristics of this heterojunction. The 
results show negative resonance tunneling behavior that can be adopted to fabri-
cate resonant tunneling diode circuits.

Metallized Nanoarchitectures

For an electrical circuit to have fast processing capability, the conductiv-
ity of circuit elements can be important. Information must be delivered to the 
other parts of the circuit with no delay (or loss). To achieve this, we adjusted the 
conductivity of the assembled circuit elements. In functional assembly such as 
SWNT-PNA-SWNT, the PNA link may have to be engineered to make it more 
conductive. We used a metallization procedure to improve the conductivity of 
nucleic acid-based linkers.

In one case, we developed a platinum (Pt) metallization process. The synthesis 
of Pt-decorated SWNT-ssDNA complexes requires a two-step chemical reduction 
and the deposition of metallic colloids (Mertig et al., 1998, 1999; Pompe et al., 
1999; Richter et al., 2000). In the first step, SWNT-ssDNA conjugates were mixed 
with a salt solution (e.g., K2PtCl4 solution). After this activation step, the Pt (II) 
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Figure 3. (Top) Electron microscopy image 
of end-to-end assembly of two SWNTs via 
PNA. (Bottom) Electron microscopy image 
of Pt metalized PNA strand. Notice 
formation of Pt islands during the 
metallization process.

FIGURE 3  (Top) Electron microscopy image of end-to-end assembly of two SWNTs via 
PNA. (Bottom) Electron microscopy image of Pt metallized PNA strand. Notice formation 
of Pt islands during the metallization process.
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was reduced to metallic platinum. In the reduction process, Pt dimers formed het-
erogeneously on DNA molecules, and the initial heterogeneous Pt nuclei quickly 
developed into bigger particles, consuming the metal complex feedstock in the 
solution (Ciacchi, 2002) to create metallized linkers (Figure 2). Because oxidized 
SWNTs have higher adsorption capacities for heavy metal ions (Braun et al., 
1998), the Pt ions would be absorbed on SWNTs if the metallization process was 
done after assembly.

Modeling of Band Structures and Carrier Transport 
for Bio-inorganic Interfaces

An analysis of high-lying occupied molecular orbitals (HOMO) and low-
lying unoccupied molecular orbitals (LUMO) reveals the structural and electrical 
properties of bio-inorganic interfaces, such as CNT/protein, quantum dot (QD)/
DNA, QD/protein, metal/DNA, and metal/protein systems. In a recent study, the 
electrical properties of the interfaces between SWNT-ssDNA and SWNT-ssPNA 
were deduced via density functional theory (DFT) calculations (Singh et al., 
2006; Wang et al., 2006), in which two unit cells of zigzag (10,0) oxidized CNT 
were linked to a DNA sequence with amine to form an amide linkage.

When the highest HOMO and lowest LUMO surface plots (shown in Figure 
4) were generated, the HOMO-LUMO gap was found to be about 3.1 electron-
volts (eV). For comparison, the HOMO-LUMO gap of SWNT alone is ~3.1 eV. 

Figure 4. HOMO-LUMO calculation of SWNT. 
The gap is found to be 3.1eV. Similar 
modeling studies can reveal electrical 
characteristics of organic-inorganic interface. 
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FIGURE 4  HOMO-LUMO calculation of SWNT. The gap is found to be 3.1eV. Similar 
modeling studies can reveal electrical characteristics of organic-inorganic interfaces.
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The large gap is the result of the shortness (just two unit cells) of the modeled 
SWNT. For an extended (10,0) CNT, the bandgap is ~0.98 eV. The HOMO orbital 
is confined on the SWNT, while the LUMO orbital extends across the amide link, 
suggesting a good possibility of electron transfer across the amide bridge for n-
type SWNTs.

Similar calculations for SWNT-ssPNA revealed that, although the HOMO 
orbital is confined to the glutamate link, the LUMO orbital extends over the 
SWNT, suggesting that SWNT-ssPNA conjugates might be used to build hole-
conducting devices. Thus these preliminary studies suggest that bio-inorganic 
interfaces achieved by conjugating SWNTs with ssDNA and ssPNA might lead 
to the fabrication of n-type and p-type devices, which might someday provide an 
alternative or an enhancement to conventional CMOS technology.

Nanopatterning via Dielectrophoresis Using  
Micro- and NanoArrays

Micro- and nanoarray platforms can be used to control the electrophoretic 
manipulation of (bio)molecules, particles, and micro-light emitting diodes (LEDs) 
as electronic elements. The platform shown in Figure 5 is used for electric-field-
assisted manipulation and the assembly of nanoelements, such as metallic and 
semiconducting SWNTs, QDs, dendrimers, and/or conjugation molecules, such as 
DNA fragments. The nanochip platform (shown in Figure 5) enables rapid, paral-
lel transport within seconds to a specific location on the chip array by providing 
independent current or voltage control on each electrode.

Current commercialized applications of this platform include DNA hybridiza-
tion and DNA analysis for molecular diagnostics via fluorescence detection using 
fluorophore-labeled reporters (Akin et al., 2007; Dubois and Nuzzo, 1992; Ruan et 
al., 2007; Salem et al., 2004). Commercial uses of DNA detection include highly 
multiplexed, fully validated assays and panels for identifying cystic fibrosis, respi-
ratory viruses, hereditary hemochromatosis, and other medical conditions.

So far, different types of arrays (with 10,000, 400, and 100 sites) have been 
developed using silicon micromachining with fully automated and robotized flu-
idics. Figures 5c and 5d show the in situ assembly for the manipulation, direction, 
and assembly of nanoelements using electric-field assembly. The electrode array, 
with geometry configurable to the desired application, is energized to attract 
and combine different types of nanoelements (Figure 5b). When electric-field 
assembly is used, the process is significantly different from self-assembly in a 
static solution, because it enables site-specific assembly.

In the future, the controlled parallel assembly of nanowires and nanotubes 
could be investigated by attaching one end of a nanowire to the target DNA 
immobilized on the nanoarray and the other end to a reporter-DNA sequence 
equipped with a fluorescent tag (Figure 5d). Upon hybridization, the presence 
of fluorescence could be used to assess and record in situ assembly.
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Figure 5. (a)-(c) nanogen platform and 
microarray device for dielectrophoresis 
applications. (d) Assembly of ssDNA 
sequences and functionalized nanowires 
onto Si arrays. (e) Specificity of assembly 
of different lock and key ssDNA sequences. 
High S/N ratio is obtained. 
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FIGURE 5  (A)–(C) Nanogen platform and microarray device for dielectrophoresis appli-
cations. (D) Assembly of ssDNA sequences and functionalized nanowires onto Si arrays. 
(E) Specificity of assembly of different lock and key ssDNA sequences. (F) High S/N 
ratio is obtained.

Conclusions

Clearly, chemical and biological assemblies are promising technologies. 
However, many new technologies must be developed and much science must be 
learned for that promise to be fully understood and realized. We anticipate that 
new engineering concepts will be discovered in the near future that will enable the 
massively parallel assembly of nanodevices. The future of assembly engineering 
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(and hierarchical fabrication) may depend on being able to manipulate and control 
more than one type of molecular force. We anticipate that the first applications 
in this area will be enabled by top-down approaches for integrating assembled 
components onto existing device platforms.
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From power plant operations to transportation systems to health care deliv-
ery, many technology developments have been implemented without taking into 
account how real-world constraints would limit their effectiveness. Set Phasers 
on Stun, The Atomic Chef, and other books and articles have highlighted the dan-
gers of poorly considered, designed, or implemented technologies that ultimately 
impair, rather than enhance, human performance. An increasingly visible and 
vocal new generation of cognitive engineers is addressing these issues. Cogni-
tive engineering, as described by the Human Factors and Ergonomics Society, is 
focused on improving systems design and training to support human cognitive 
and decision-making skills, particularly in applied, naturalistic settings. Thus 
cognitive engineering is not about designing better brains but about designing 
technologies that create working situations that allow people to use their brains 
more effectively. The presenters at the U.S. Frontiers of Engineering session on 
cognitive engineering emphasized improvements in systems engineering that can 
enhance human performance and reduce catastrophic errors in specific applica-
tion domains. 

Introduction

Barrett S. Caldwell

Purdue University
West Lafayette, Indiana
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Cognitive Engineering:  
It’s Not What You Think

Stephanie Guerlain

University of Virginia
Charlottesville, Virginia

What is cognitive engineering? It is neither brain science nor cognitive sci-
ence, nor artificial intelligence, neuro-engineering, robot design, nor perhaps a 
myriad of other scientific fields that may come to mind when you hear the term. 
Cognitive engineering does, however, include aspects of all of the fields mentioned 
above and many others, including psychology, anthropology, computer science, 
design, and systems engineering. Simply put, cognitive engineering is about the 
understanding and designing of systems that require human intellectual work. 

Since almost every human activity involves human intellectual work, it fol-
lows that cognitive engineering can be applied to just about any human activity. 
I’ve even published a paper in a peer-reviewed scientific magazine describing 
the cognitive engineering aspects of riding a horse in a cross-country jumping 
competition (Guerlain, 2001). The article got mixed reactions from professional 
colleagues, some very positive and others that included the likes of, “What’s next, 
golf?” Actually, cognitive engineering methods could be applied to understanding 
and improving any sporting activity and have even been applied to just the activity 
of watching a sporting competition (see, for example, White et al., 2008).

Despite these somewhat “non-engineering” applications, the field of cogni-
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tive engineering has grown up around the the practical need to understand and 
improve quality, safety, and efficiency in high-impact, complex domains, such as 
aviation, medicine, and nuclear power control, where poorly designed systems can 
lead to major accidents. In fact, the field emerged largely in response to accidents 
in large, complex systems that had seemingly nothing to do with the design of 
those systems. 

For example, let’s say a highly trained cockpit crew flies a perfectly good 
plane into the side of a mountain. This loss of “situational awareness” has in 
fact happened enough times that the aviation industry has coined a term for this 
phenomenon called “controlled flight into terrain” (CFIT). In these cases, there 
was no mechanical failure and the computers and other automation, processes, 
and so on worked as designed. A first response as to the cause of such accidents 
is often “human error.” 

However, by studying the causes of accidents, or even by studying the day-
to-day activities of people using systems designed for them, it turns out that many 
systems are poorly designed to begin with. The computers, automation, and other 
engineered processes (such as procedures, handoffs during shift changes, log-
books, regulatory requirements, and other aspects of passing information among 
people and computers) have weak spots, and, if certain events co-occur at those 
points, they can, collectively, cause failure. 

Ironically, people working day-to-day in such systems often see these failure 
modes (although they may not think of them in that way) and create “work-
arounds,” such as placing sticky notes to remind themselves what to do or not do, 
or they develop an almost “intuitive” understanding of how to react if and when 
things start to go wrong. These workers, who are important sources of knowledge, 
are often overlooked by engineers, who may not have been trained in gathering 
information well. This is where cognitive engineers excel.

Cognitive engineers focus not only on interviewing and observing end users, 
but also look at intrinsic relationships and requirements of a task. For example, for 
air-traffic controllers, it is a fact that multiple planes are moving at varying (but 
constrained) speeds and altitudes, and these facts cannot be “simplified away.” But 
one can often take advantage of the constraints in system knowledge when design-
ing work flow, representations, and other aspects of decision-support systems. 

Cognitive engineering is a subspecialty of the broader field known as ergo-
nomics. When most people think of ergonomics, they think of physical changes 
to a product or tool to make it “fit” better physically. An early example of this was 
the design of the Reach toothbrush (Hill and Kreifeldt, 1979), which spawned a 
whole new field of “toothbrush design”—“mouth-friendly” technology designed 
to improve the task of cleaning teeth as compared to what could be achieved with 
the straight-handled, rectangular-shaped toothbrush that was then the norm. 

Both physical and cognitive ergonomics are important, and the same envi-
ronment or system can be analyzed and improved upon from both perspectives. 
Table 1 provides a few examples of how a cognitive ergonomist and a physical 
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ergonomist might analyze the same system from two different perspectives. In 
general, a physical ergonomist focuses on creating an environment that is safe 
and does not create physical stress or difficulties for workers in that environment. 
Cognitive ergonomists focus on creating an environment that maintains overall 
process safety, for example, by minimizing the chances for human error. Both 
analyses are important, because improvements in either can significantly reduce 
downtime by reducing worker injuries, accelerate overall performance time by 
eliminating extraneous steps, and increase worker satisfaction.

Many people claim that ergonomics is just “common sense,” but given the 
number of engineered systems that are designed without taking into account 
human capabilities and limitations and that do not truly fit task requirements, I 
often claim that, “Unfortunately, it’s not that common.” As a simple example, 
take the challenge of finding all apartments for rent (that allow pets) within 1 mile 
(e.g., 20 minutes walking distance) of a particular location. This task, which can 
be easily specified, is almost impossible to achieve using current search engines, 
not because they can not accomplish the task, but because they are not set up to 
run this kind of query. Thus users must endlessly search, type, click, move the 
mouse, zoom, scroll, page, phone, bookmark, write notes, and so on. In fact, you 
can imagine a well-designed system that would accept such a query and return 
a map and directions, price, and everything else you might want to know in one 
easy result that could either be printed out in a logical order for driving (or, in 
the case of a city, a logical bus route or walking route) or downloaded directly 
to a GPS system. Thus even when the technology is available, system designers 
may not really understand user or task requirements, thus creating a system that 
necessitates all sorts of workarounds and extra investment of time and effort in 
order to accomplish a task, thereby increasing the possibility for errors or sub-
optimal solutions or, equally likely, a giving up by users because the system makes 
accomplishing a task too difficult.

The problem is especially prevalent in the current health care system, where 
so much effort is required to gather together records and relevant information for 
a patient (particularly one who has just moved to the area or just been admitted to 
an emergency room) that doctors most often rely on asking the patient for a health 

Table 1  Comparative Examples of Physical and Cognitive Ergonomics

Human Activity
Physical Ergonomics
(worker safety and risks)

Cognitive Ergonomics
(process safety and risks)

Will sitting for 8 hours… …cause back pain? …cause loss of attention?
Will excessive noise… …cause hearing loss? …cause operators to miss a 

    request?
Do the operator displays… …cause eye strain? …cause a misunderstanding of  

    the situation?
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history. Even if all records have been sent to a hospital, the data cannot usually 
be easily sorted, digested, or summarized. In a large, complex medical record, 
there may be pages and pages of often repeated information. What constitutes a 
“patient overview screen” can often be likened to a car dashboard that, instead of 
giving you the information you need directly while driving the car (e.g., speed, 
gas remaining, RPMs, “change oil” warnings etc.), gives you a set of buttons that, 
while driving, you could click on individually to see each of these items should 
you so choose. This is not an overview; this is a front-end index that requires 
navigating to a successive set of detail pages each and every time any informa-
tion is reviewed. 

Electronic medical records are just emerging, but they are, unfortunately, 
not patient-centered. Patients may receive health care in many different places, 
even if they live in only one state. However, electronic medical record systems 
are being implemented piecemeal and are usually only integrated within a single 
health care institution.

One mantra of cognitive engineering is to design for data extraction, not just 
data availability (Hollnagel et al., 1986). Efficient data extraction by people often 
means pre-organizing data and presenting it a way that lets people use their pat-
tern-recognition skills to directly “pick up” on the answer they are seeking in an 
efficient, “parallel” way (e.g., more data displayed does not require more search 
time). Thus analog instruments in a car can be read quickly, because the driver 
only has to look at the dial to see if it is “in the red”; he or she does not have to 
convert a particular number into the “state” of “the car needs more gas soon.” 
Similarly, in control rooms, operators often tend to use at least one monitor to 
display trends in key process parameters, because operators can interpret patterns 
in those trends to detect important events and then use this overview information 
to navigate to detailed displays as appropriate. 

One area of current research in cognitive engineering is designing domain-
specific overview displays that directly inform practitioners of the state of the 
system without requiring that they interpret information scattered across several 
screens (e.g., see Burns, 2000; Card et al., 1999; Cushing et al., 2006; Guerlain 
et al., 2002; Smoot et al., 2005). Cognitive engineers consider all inputs, outputs, 
and decisions that a task requires and then inform or lead design teams to ensure 
that they understand what should be “automated,” what should be displayed, in 
what way, and in what order. 

Cognitive engineers also analyze the design of feedback systems to human 
operator(s) (Norman, 1990). The autopilot system in an aircraft, for example, 
does not need to pull back on the yoke to make the plane go up. However, even 
in autopilot mode, the yoke does “pull back” for the sole purpose of providing 
feedback to pilots about the changing state of the airplane. The pilot can see the 
movement of the yoke in his or her peripheral vision while performing other tasks. 
The pilot does not have to focus attention on a particular dial or instrument panel 
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to see if a number has changed on that display. Thus when cognitive engineers 
design a system, they consider many kinds of feedback. 

Cognitive engineers also consider the context in which a system will be used. 
If people work in a very noisy (e.g., industrial) environment, then relying on a 
beep or other sound to get their attention would not be a very good design. Other 
contexts to consider are the state of the people who will be using the system. How 
can we design a system that will accommodate all levels of potential users? Can 
we design the system in such a way that people will be able to use it right away 
and become better at using it with experience rather than relying on extensive 
training? 

In general, design is an iterative process. Cognitive engineers focus on 
understanding the cognitive requirements and constraints inherent in the system, 
designing prototypes, testing those prototypes for usability, and iterating on the 
designs until production. This human-centered design process is often skipped, 
either because of a lack of knowledge about the cognitive engineering approach 
or a perceived lack of time or funding. Usability experts may be brought in after 
implementation of a system, but it may be difficult to make changes at that point. 
In fact, a usable system meets the actual requirements. Figure 1 shows how far 
down in the process implementation should start and how early in the process task 
analysis and iterative design and testing should start.

Task Analysis
Product Concept

Preliminary Functional Requirements
Prototype Design(s) 

User Review/Testing
Finalization of Req’ts/Design

Implementation
Performance Support Aids

Field Tests
Final Product

Human-Centered Design Process

Guerlain Figure 1
R01394

FIGURE 1  The human-centered design process.
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From a practical perspective, cognitive engineering has almost limitless 
applications to current and evolving work practices. From a theoretical perspec-
tive, much remains to be understood about creating flexible decision-support 
systems that can not only support a broad range of applications, but also have 
the automation capabilities to put data together into a way that directly meets the 
task requirements. 
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Driving Attention: Cognitive Engineering in 
Designing Attractions and Distractions

John D. Lee
University of Iowa

Iowa City, Iowa

Driving confronts people with many of the same demands as other high-
tempo, high-consequence, complex activities. People who provide health care, 
manage power plants, and control aircraft face similar multitasking demands, 
many of which are mediated by technology (Hollnagel et al., 2006; Moray, 1993; 
Vicente, 1999). Drivers must divide their attention among navigation, hazard 
detection, speed control, and lane maintenance. In addition, drivers often engage 
in nondriving activities, such as conversing with passengers and adjusting enter-
tainment systems. In this multitask situation, a driver’s attention is a limited, criti-
cal resource, and safety can be compromised when a driver fails to direct attention 
to the right place at the right time.

A recent study based on detailed data on 100 vehicles for a year showed 
that distractions and inattention (e.g., fatigue) contributed to approximately 80 
percent of crashes and that distraction contributed to approximately 65 percent 
of rear-end crashes (Klauer et al., 2006). Unfortunately, this problem is likely to 
get worse, because driver distractions are likely to increase with rapid advances 
in wireless, computer, and sensor technologies (Regan et al., 2008). Not only will 
drivers have to manage cell phones, radios, and CD players, but they may also 
be tempted to use text messaging, select from MP3 music catalogs, and retrieve 
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information from the Internet. Rapid changes in vehicle design are being made 
to accommodate these new devices. Nearly 70 percent of new 2007 vehicles are 
compatible with MP3 players, and all 2009 Chrysler vehicles will have wireless 
connections to the Internet (Bensinger, 2008). These infotainment devices have 
the potential to make driving time more enjoyable and productive, but they also 
have the potential to distract drivers.

Sensor, data fusion, and control technologies promise to improve driving 
safety by mitigating the distraction potential of infotainment devices. Increas-
ingly, vehicles are being equipped with sensors that monitor surrounding vehicles 
to identify potential collisions, warn drivers, and even respond with emergency 
braking. Similar technologies that can automate driving during routine situations 
include adaptive cruise control that accelerates and decelerates the vehicle to 
maintain a constant speed or constant distance from the vehicle ahead (Walker 
et al., 2001).

Other devices can assist drivers with emergency braking, help them keep the 
car centered in the lane, and attend to potential threats of collisions (Norman, 
2007). Although these developments are promising, driver-support technologies 
may not deliver the promised safety benefits because (1) they often respond 
imperfectly and (2) they may encourage people to pay less attention to driving 
if they think the system will protect them from distraction-related lapses (Evans, 
2004; Stanton et al., 1997).

As new technology has done in other domains, the introduction of infotain-
ment and driver-support technology will fundamentally change driving. The 
complex array of factors that affect driving safety means that focusing simply on 
improving technology (e.g., designing a more capable automatic braking system) 
will not ensure that driving is safer, not only because technology will remain 
imperfect, but also because safety ultimately depends on leveraging a driver’s 
capabilities. Technologies must be designed in a way that attracts a driver’s atten-
tion to what matters most and does not annoy or distract a driver from safety-
critical events.

Figure 1 illustrates the challenges of combining people and technology. The 
top diagram shows the complementary capacities of humans and technology—
both are limited and may overlap to some degree. The middle diagram shows an 
effective combination of human and technological capacity—in combination, both 
perform better than either does alone. The bottom diagram shows a dysfunctional 
situation in which combined human/technology performs worse than either does 
alone; this can occur if the person does not capitalize on the capacity of the 
technology (on the left) or relies on the technology inappropriately (on the right). 
The disuse and/or misuse of technology often occurs when a new technology is 
introduced (Parasuraman and Riley, 1997). In addition, some technologies, such 
as warning devices, can annoy people and undermine product acceptance (on the 
left). Poorly coordinated technology can also interfere with a driver’s ongoing 
response to a situation (on the right).
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FIGURE 1  The complementary capacities of technology and humans. When properly 
integrated, the combination is more effective than either of them alone. When poorly 
integrated, the combination is less effective than either of them alone.
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Achieving an effective human/technology combination requires a deep 
understanding of how technology mediates human attention and decision making 
(Lee, 2006). The dynamics of attention can be considered as a multilevel process 
(Michon, 1989; Sheridan, 1970). At the operational level, attention is modulated 
over a span of milliseconds to seconds; at the tactical level, modulation may take 
many seconds or minutes; and at the strategic level, it may take hours or even 
months. Technology can have a powerful influence at any of these levels.

Figure 2 shows the dynamics of how technology influences attention to driv-
ing and competing tasks through feed-forward, feedback, and adaptive control. 
With feed-forward control, drivers and technology anticipate upcoming demands 
and direct attention accordingly. Feedback control directs attention according to 
the evolving demands of the situation. Adaptive control directs attention based 
on changing goals and priorities. As technologies become more sophisticated 
and ubiquitous, they also increasingly influence drivers at all levels of attention 
and for each type of control.

Figure 2 shows some of the complexities associated with determining how 
technology mediates attention. Because both technology and humans are imper-
fect in directing attention to the right thing at the right time, a reliable human/
technology system must perform better than either performs alone. Achieving 
such a design goal requires attention to the driver/technology combination rather 
than attention to the technology alone.

Augmentation Rather Than Automation

Cognitive engineering is engineering with a sensitivity to human cognitive 
characteristics to improve safety, performance, and satisfaction. For example, 
rather than using technology to automate an action in an effort to eliminate human 
error, a more beneficial approach, and one that may yield greater safety benefits, 
would be to augment, rather than automate, human capabilities.

Technology makes it possible for a vehicle to monitor both the roadway and 
the driver. Thus it could augment the driver’s awareness of the roadway condi-
tions and improve the driver’s awareness of his or her capacity to respond to those 
demands. Technology might improve safety by measuring the degree to which the 
driver is distracted and then directing a distracted driver’s attention by alerting 
the driver to roadway demands. In the following descriptions of how emerging 
vehicle technologies might mediate a driver’s attention, the reader should keep 
in mind that similar approaches might also apply to other high-tempo, multitask 
activities.
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FIGURE 2  Technology-mediated attention. Numerals indicate interactions between levels: 
(1) adaptive control in which the output of one level affects the goal of another level; (2) 
feed-forward control in which the output of one level affects expectations and appropriate 
response schema at another level; (3) cascade effects in which the output of one level influ-
ences the control dynamics of another level; and (4) the output supports feedback control 
for a given level and adaptive control for other levels. The numerals at the strategic level 
apply also to the tactical and operational levels. The heavy lines between levels encapsulate 
these interactions. The ellipses in the background represent the joint control of the driver 
and the technology. Source: Adapted from Lee et al., 2008.
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Using Model-Based Distraction Estimates  
to Improve Self-Awareness

In a survey of 1,000 drivers, 80 percent said they thought they drove more 
safely than the average driver (Waylen et al., 2004). This sense of confidence 
and, perhaps, complacency is one factor that encourages drivers to divide their 
attention between the roadway and infotainment systems. Augmenting a driver’s 
awareness of his or her attention to the roadway might be an effective way of 
mitigating distraction and helping drivers make better decisions about if and 
when they can safely engage in a distracting activity.

Estimating the degree of distraction experienced by a driver may be critical 
in helping that driver manage distraction. Figure 3 shows the output of a model of 
a driver switching attention between the roadway and an in-vehicle device (Hoff-
man, 2008). This model is based on dynamic field theory (Erlhagen and Schoner, 
2002) and captures the time-varying factors that cause drivers to persist in looking 
away from the roadway (e.g., task inertia) and factors that draw a driver’s attention 
back to the roadway (e.g., increasing uncertainty about the roadway situation).

The top-down, or model-driven, estimate (described above) of how drivers 
distribute their attention can complement a bottom-up, or data-driven, approach 
to estimating a driver’s state based on real-time driving performance data. Bayes-
ian networks and support vector machines are effective data-driven techniques 
for estimating distraction based on eye movements and steering behavior (Liang 
et al., 2007, in press). Increasingly instrumented vehicles provide an enormous 
volume of data that can be used as feedback to drivers and designers, provided 
those data are interpreted correctly.

Estimates of impairment related to distractions, such as text messaging, 
can augment a driver’s awareness of impairment in three ways (Donmez et al., 
2006, 2007). First, a model-based prediction of distraction could alert a driver to 
upcoming conflicts so that he or she can direct attention to the roadway proac-
tively. Second, the history of distraction and the associated decrements in driving 
performance could be shared with drivers after a drive to help them calibrate 
their own estimate of how well they can manage distractions. A third approach 
takes into consideration the current state of the driver when redirecting his or 
her attention to demanding roadway situations. This approach is described in the 
following section.

Alerting and Informing a Driver to  
Enhance Roadway Awareness

Sensor and algorithm technologies have made it possible for a vehicle to 
detect hazards and alert or inform the driver, thus reducing his or her reaction 
time to an imminent collision (Lee et al., 2002). Unfortunately, these systems 
also generate many false alarms—signaling a hazard where none exists—which 
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FIGURE 3  A theoretical approach to describing the dynamic distribution of attention 
between the roadway and an in-vehicle device.
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can annoy and distract drivers. However, making such systems more useful and 
trusted will require more than a technological fix.

For example, based on our knowledge of human reactions, we know that 
drivers perceive seat vibrations as less annoying than auditory alerts (Lee et 
al., 2004). In addition, not all false alarms are created equal. False alarms that 
drivers associate with events in the environment lead them to trust the system 
and thus become more likely to comply with subsequent alerts. False alarms 
that appear as if they occur randomly tend to have the opposite effect (Lees and 
Lee, 2007). Drivers respond differently to alerts, even though they might all be 
labeled “false alarms” from a technological perspective.

Adapting a threshold for alerts based on the degree of driver distraction could 
reduce false alarms by raising the threshold for attentive drivers. This approach 
could lead to an interesting paradox in that the drivers who most need alerts are 
also the most likely to consider them false alerts. For example, a distracted driver 
might not notice a hazard (even with the alert) and so might not appreciate the 
value of the alert. Providing a driver with information on roadway demands and 
hazards after a drive, similar to the post-drive feedback for distraction, could 
help him or her understand the reason for the alerts. More generally, drivers are 
more likely to benefit from vehicle technology that augments driver attention by 
informing through continuous information rather than alerting through discrete 
warnings.

Recent studies suggest the potential benefits of post-drive feedback (McGehee 
et al., 2007; Tomer and Lotan, 2006). In one study, teenage drivers drove with a 
camera that captured abrupt braking and steering responses. The resulting video 
and a summary of events was shared with their parents weekly, leading to an 89 
percent reduction in the number of events triggered by risky drivers compared to the 
baseline period. Even after the feedback was removed, the rate of events remained 
low until the end of the study six weeks later. Whether feedback would be accepted 
or effective in helping experienced drivers manage distracting technology remains 
to be seen.

Conclusion

Technology changes the nature of driving by introducing new vulnerabilities 
and capacities (Woods and Dekker, 2000). Infotainment systems introduce new 
distractions that can undermine safety. Driver-assistance technologies promise to 
mitigate these distractions and improve safety. But we will not reap the potential 
benefits of these devices with a technology-only approach. Drivers tend to reject 
or misuse imperfect technologies that automate driving rather than augmenting 
driver capabilities. Cognitive engineering methods can show the way to using 
technology to leverage human capabilities to improve the safety and performance 
of complex systems by enhancing self-awareness and the awareness of potentially 
distracting technology.
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Increasingly pervasive and powerful driving technologies, as in other domains, 
can blur the boundaries between the human and the technological, posing practi-
cal, theoretical, and philosophical issues about safety and performance, which 
increasingly depend on a complex interaction of driver, in-vehicle technology, 
and the driving situation (Lees and Lee, 2008).

Cognitive engineers face the following challenges:

•	 Philosophical issues relate to technologies that generally help but can also 
interfere with human performance. Driver-assist emergency braking, for example, 
generally improves crash outcomes, but, in rare instances, can impede a driver’s 
responses.

•	 Practical concerns include how to draw meaning from large, complicated 
streams of sensor data in real time and from petabytes of accumulated data to 
provide feedback to operators and designers.

•	 Theoretical concerns relate to the dynamics of attention and how technolo-
gies can affect those dynamics and, generally, how the nature of cognition changes 
as technology shapes and is shaped by human activity.
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Human Reliability Analysis in Cognitive 
Engineering and System Design�
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Human factors engineering (HFE) combines elements of several engineering 
disciplines, psychology, and computer science into a single discipline (Boring, 
2002). Two major subdisciplines of HFE include:

•	 cognitive engineering (CE), which focuses on the cognitive aspects of 
human-system interactions to maximize system usability (Nielsen, 1993), safety 
(Palanque et al., 2007), and user enjoyment (Norman, 2002)

•	 human reliability analysis (HRA), typically part of an overall probabilistic 
risk assessment (PRA), which focuses primarily on verifying the safe performance 
of human actions

Despite similarities in focus, the main difference between CE and HRA is in the 
timing of when they are used. CE is typically implemented in the design phase of 
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to publish or reproduce the published form of this contribution, or allow others to do so, for U.S. 
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the engineering cycle, whereas HRA is often used in the verification and validation 
phase, after systems have already been built. However, the application of HRA 
primarily to as-built systems is a historical artifact. 

Analysts have included assessments of human reliability in military system 
evaluations since the 1960s (Swain, 1963), but the first widely publicly available 
guidance for HRA was described in the WASH-1400 report (U.S. Nuclear Regula-
tory Commission, 1975), which addresses the safety of nuclear power plants. The 
Technique for Human Error-Rate Prediction (THERP) HRA method (Swain and 
Guttman, 1983) provided the first systematic method of identifying, modeling, 
and quantifying human errors. 

THERP and subsequent HRA methods developed in the aftermath of the 
Three Mile Island nuclear incident in the United States were accompanied by a 
call for risk-informed decision making using PRA and HRA (Kadak and Matsuo, 
2007). Together, HRA and PRA produced assessments of existing systems with 
less emphasis on design than was typical with HFE and CE.

HUMAN RELIABILITY PROCESS MODEL 

The three phases of contemporary HRA methods are depicted in Figure 1. 
As shown, HRAs can be characterized as qualitative or quantitative. A qualita-
tive HRA includes the identification and modeling phases described below. It 
converges on other assessment approaches such as root-cause analysis, which is 
used to determine the causes of human errors. A subsequent quantitative HRA 
uses these qualitative insights to estimate the likelihood of these errors. 

HRA Phase 1: Identify the Sources of Errors

This phase typically consists of a task analysis to determine human actions 
and a review of those actions to identify opportunities for errors. Performance-

Boring Figure 1
R01394
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FIGURE 1  The three phases of HRA.
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shaping factors (PSFs), aspects of behavior and context that may impact the 
outcome of a task, are then identified. For example, a PSF might be the presence 
or absence of clearly defined, well-understood procedures, which can greatly 
enhance or hinder human performance of a given task. 

Good Practices for Implementing HRA, a report sponsored by the U.S. 
Nuclear Regulatory Commission (2005), provides a standardized list of 15 PSFs 
believed to have an impact on human performance in the nuclear domain (see 
Table 1). An individual HRA method may have as few as three PSFs (Galyean, 
2006) or as many as 50 PSFs (Chang and Mosleh, 2007), depending on the level 
of detail required for capturing human actions.

HRA Phase 2: Model the Errors in an Overall Risk Model

Human activities of interest in an HRA are not generally performed in isola-
tion; they are interactions with hardware systems. The hardware systems modeled 
in a PRA feature reliability curves for both systems and components to provide 
mean times before failure. A failed hardware system can cause humans to fail 
at their prescribed tasks, or a human error can cause a hardware system to fail 
prematurely or unexpectedly. 

A hardware system may be designed as a failsafe backup for human actions 
errors, such as an automatic pressure-venting valve that can mitigate system 
damage if the human operator fails to regulate pressure properly. Conversely, the 
human operator may save a failed hardware system. For example, positive human 
intervention can recover a failure or prevent the escalation of a hardware failure. 

TABLE 1 Performance-Shaping Factors in Good Practices for Implementing 
HRA 

Applicability and suitability 
of training and experience

Workload, time pressure, and 
stress

Accessibility or operability of 
equipment

Suitability of relevant 
procedures and 
administrative controls

Team and crew dynamics Need for special tools

Availability and 
understandability of 
instrumentation

Available staffing and 
resources

Communications strategy and 
coordination

Time available vs. time 
required

Ergonomic quality of human-
system interface

Special fitness needs

Complexity of required 
diagnosis and response

Environment Off-normal operations and 
situation

Source: U.S. Nuclear Regulatory Commission, 2005.
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In an HRA, human activities are modeled as part of a fault tree, or event tree (see 
Figure 2), to show their interactions with the hardware system. 

Phase 3: Quantify the Errors 

The object of many HRAs is to provide a probabilistic expression of the likeli-
hood of a failed human action, called the human error probability (HEP). HRAs 
are primarily differentiated by their approaches to error quantification. Although 
dozens of approaches have been developed, they tend to follow a common pat-
tern, beginning with a nominal HEP (i.e., a generic or default error rate for human 

Boring Figure 2
R01394
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FIGURE 2  A logical “OR” gate connecting hardware-system failure and human error in 
the form of a fault tree (top) and event tree (bottom). The fault tree is read from bottom to 
top. The event tree is read as a sequence from left to right. 
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activities) and followed by a modification of the nominal HEP according to the 
specific PSFs. 

PSFs are often treated as multipliers. For example, if the effect of good proce-
dures has a PSF value less than one, the product of the nominal HEP and the PSF 
multiplier would be less than the nominal HEP, resulting in an overall decrease 
in HEP and corresponding increase in human reliability. Conversely, if the effect 
of poor procedures has a PSF value greater than one, the product of the nominal 
HEP and the PSF multiplier would be greater than the nominal HEP, resulting in 
an overall increase in HEP and corresponding decrease in human reliability (see 
Equation 1).

APPLICATION OF HUMAN RELIABILITY ANALYSIS  
TO SYSTEM DESIGN

HRAs can be either retrospective or prospective. The purpose of a retrospec-
tive HRA is to assess the risk of something that has already happened, such as an 
incident or accident, to determine the likelihood of it happening the way it actu-
ally did. Was it an anomalous accident, or is it to be expected that it could occur 
again, given the same situation? A prospective HRA is an attempt to assess the 
risk of something that hasn’t actually happened, such as an extremely rare event 
(e.g., human performance in a nuclear power plant control room during a seismic 
event or fire).

Note that, even though a prospective HRA can be extremely helpful for 
anticipating breakdowns in the human-system interface, prospective HRAs have 
not commonly been used to provide information that can be incorporated into the 
early-stage design of a system. Rather, as noted in Hirschberg (2004), prospective 
HRAs are usually used to improve existing processes and systems by pinpointing 
weaknesses and providing a basis for prioritizing “fixes.” Thus, they are typically 
used in assessing and making iterative improvements in existing technologies. 

This after-the-fact use of prospective HRAs is artificially limiting. If they 
were used not just on as-built systems but also on systems that are still being 
designed, they could be design tools used in combination with CE and HFE. 
Three recent developments show how HRAs could be used in the design phase 
of system development.

0 < PSF < 1 HEPoverall < HEPnominal
reliability 
increases

PSF = 1 HEPoverall = HEPnominal
reliability 
stays same HEPoverall = HEPnominal x PSF 

PSF > 1 HEPoverall > HEPnominal
reliability 
decreases 

EQUATION 1
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The Need for Human-Certified, Safety-Critical Systems

Recent regulatory guidance documents, such as the Human Factors Engineer-
ing Program Review Model (O’Hara et al., 2004) for nuclear power plants and 
Human-Rating Requirements (NASA, 2005) for aerospace systems, suggest using 
HRAs as part of the design process to complement existing human-factors design 
best practices (Boring, 2007a). As new nuclear power and aerospace systems are 
built, qualitative HRAs can complement other HFE and CE techniques to antici-
pate sources of human errors and, ultimately, to help design the system to prevent 
those errors from occurring. In addition, quantitative HRAs may be used to help 
determine the likelihood and consequences of specific errors and to prioritize the 
error-likely design issues according to their impact on safety.

The Emergence of Resilience Engineering

A recent development is a growing awareness that the negative consequences 
of an incident can be greatly mitigated by the quality of underlying human inter-
actions with the system. The goal of resilience engineering (Hollnagel, 2006; 
Sheridan, 2008) is to identify the qualities that make humans, processes, and 
systems robust or resilient in the face of adverse events. Resilience engineering 
differs from HRA in that it argues for the unpredictability of adverse events, but 
it shares many conceptual underpinnings with HRA. 

Resilience engineering can be reconciled with HRA in the context of system 
design. HRA provides a standardized way of assessing vulnerabilities in human 
actions, which make actions less robust. An HRA can even be used to define the 
characteristics of resilience (e.g., PSFs that characterize resilient, as opposed to 
brittle, actions). In the context of system design, the goals of resilience engineer-
ing and HRA are complementary, and HRA can help identify and build resilient 
processes and systems.

Development of Human Reliability for Modeling Human Performance

Cacciabue (1998) and others (e.g., Boring, 2007b; Lüdke, 2005) have 
explained the importance of the simulation and modeling of human performance 
for HRA. In human-performance modeling, a virtual human (in the form of a 
cognitive simulation) interacts with virtual systems to reveal areas where human 
performance is degraded or enhanced in human-system interactions. Simulations 
address the dynamic nature of human performance in a way that has not been 
possible with classic static HRA methods. 

A chief advantage of incorporating HRA into human-performance modeling 
is that it provides a way of estimating the safety of novel equipment and configu-
rations. It is reasonable to assume there will also be significant cost advantages 
to using modeling to screen new equipment virtually instead of configuring a 
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simulator with new equipment and enlisting appropriate personnel (e.g., control 
room staff) to perform representative tasks (Boring et al., 2008). 

Human-performance modeling, utilizing insights from CE to provide a 
reasonable and reliable simulation, has already been shown to be a powerful 
system-design tool in HFE (Foyle and Hooey, 2007). When elements of HRA 
(such as dynamically assigned PSFs) are included in human-performance model-
ing, simulations can not only show if humans will interact successfully with a 
system, but can also provide a basis for determining the performance decrements 
and enhancements for particular system configurations.

CONCLUSION

In this brief paper I have outlined the three process phases typically associated 
with HRA, namely identification, modeling, and quantification. These three phases 
represent a historic evolution that should now evolve to include a fourth phase, 
error prevention, particularly in the design phase of systems (see Figure 3). 

Insights based on 25 years of experience with formal HRAs can now be 
applied to a process more closely aligned with HFE and CE. Insights derived from 
HRAs on the types and causes of human errors, as well as the likelihood and con-
sequences of those errors, will ultimately facilitate the design of safer systems.
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The goal of cognitive engineering is to support the cognitive activities asso-
ciated with behavior, particularly in complex working environments, through 
the design of system components, such as user interfaces, automation, decision 
aids, and training. Health care is an environment with classic complexities—time 
pressure, risk, uncertainties, and many interacting components. The health care 
environment is further complicated by multiple levels or domains of concern. For 
instance, even an individual patient consists of numerous, interacting systems that 
may not all be well understood and for which only limited or indirect information 
may be available.

The complexity of the patient domain is compounded by the complex socio-
technical working environment that addresses the patient’s needs—the health care 
system—which is comprised of many people working both individually and in 
teams, who must coordinate their actions and who have different, sometimes com-
peting goals (e.g., health care providers vs. government regulators vs. insurance 
companies vs. hospital administrators). In the health care environment, individu-
als interact with a variety of information sources and technologies, ranging from 
handwritten charts to pagers and phones to electronic medical records and digital 
imaging systems. Resources in the health care environment, such as caregiver time 
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and hospital beds, are limited, and demands on the system (i.e., incoming patients 
and their conditions) are unpredictable.

Methods in cognitive engineering have been developed to uncover and rep-
resent both complexities in high-consequence fields such as health care and the 
knowledge and strategies experienced practitioners use to perform successfully 
(Bisantz and Burns, 2008; Bisantz and Roth, 2008; Crandall et al., 2006; Vicente, 
1999). The results of cognitive engineering analyses can have a critical impact 
on the design of information, tasks, and training that will enhance, rather than 
disrupt, successful work practices and allow practitioners to respond appropriately 
to diverse, unpredictable events.

Cognitive engineering research in health care environments, which has a 
general goal of supporting safe and effective performance, has followed different 
research paths, including (1) characterizing complexities in the environment and 
demands on practitioners, sometimes with a focus on preventing medical errors; 
and (2) focusing on the design and/or impacts of new technologies. Understanding 
demands on practitioners, the strategies they use to meet those demands, and the 
role of information from different sources and technologies in work practice is 
essential to designing new information systems that can improve patient care.

Characterizing Complexity: System Structure, 
Strategies, and Communication

A common method of representing the complexities of the work domain (i.e., 
the abstraction hierarchy, see Rasmussen et al., 1994; Vicente, 1999) is to repre-
sent high-level goals, balances and priorities, processes, and physical structures. In 
the individual patient system, for instance, researchers have modeled physiologi-
cal functions and anatomical structures, as well as methods of controlling them, 
to support diagnostic decision making, understand information needs among clini-
cians, and design monitoring displays (Hajdukiewicz et al., 1998; Miller, 2004; 
Sharp and Helmicki, 1998; Watson and Sanderson, 2007).

Enomoto et al. (2006) and Burns et al. (2008) conducted a study of the tasks 
of cardiac-care telehealth nurses, as well as the underlying patient structure and 
processes, to identify the challenges they faced and the strategies they used in 
diagnosing cardiac patients based on phone interviews. Various innovative visu-
alizations were designed and tested, alternately emphasizing mapping symptoms 
to diagnoses, clusters of co-occurring symptoms, and symptom severity. Hall et al. 
(2006) used similar techniques to simultaneously represent aspects of a surgical 
team, the patient, and the equipment used to compare problem-solving strategies 
used by anesthesiologists.

A particular complexity of interest in medicine is the need for multiple 
individuals (e.g., physicians, nurses, technicians, support staff) to communicate 
with each other to coordinate patient care, particularly in hospital settings. Poor 
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communication has been cited, for example, as a frequent cause of errors in the 
administration of medications (c.f. Rogers et al., 2004). Numerous cognitive 
engineering-oriented studies in medical environments have been conducted on 
communication functions, patterns, and sometimes breakdowns.

For example, Fairbanks et al. (2007) described aspects of communication, 
such as the type of partner, communication mode (e.g., face-to-face, phone), 
duration, and location of communication in a hospital emergency department 
(ED). They shadowed 20 caregivers (including attending physicians, residents, 
ED nurses, and charge nurses) to construct networks showing the communication 
pathways radiating from, and connecting, caregivers. Results provided insights 
into typical patterns of communication and the individuals or positions that were 
key communication nodes in the ED. For instance, nurses played a central role in 
communication; most communication was face-to face; and overall, there were 
frequent communications of short duration.

Potential gaps in information flow were also identified. For instance, triage 
nurses and ambulance personnel (emergency medical services [EMS]), who have 
initial contact with patients, were observed to communicate primarily with charge 
nurses (responsible for workflow and patient assignment) but not with the physi-
cians who would care for the patients. This gap may indicate an opportunity for 
intervention, such as a change in training or procedures or the development of new 
technologies, such as real-time patient information systems that can be accessed 
by both EMS and ED staff.

Similarly, Moss et al. (2002) characterized the mode, recipient, and topic of 
communications by an operating room charge nurse responsible for coordinating 
patient, surgical team, equipment, and room preparation; the goal of the study 
was to suggest how electronic scheduling systems could be shared and used 
effectively. Guerlain et al. (2007) found that training surgeons in specific types of 
communication and teamwork skills, such as methods of conducting pre-opera-
tive briefings, improved communication.

Several studies have investigated communication strategies during shift 
changes and other transitions, when one group of caregivers must transfer infor-
mation about patient status to another (Nemeth et al., 2006; Patterson et al., 2005; 
Sharit et al., 2005; Wears et al., 2003). Patterson et al. (2005) observed nurses 
during shift changes in acute-care units to identify the strategies and technologies 
they used to obtain necessary information. Audiotaped and face-to-face communi-
cations led to different strategies. For instance, if the information was audiotaped, 
incoming staff could not directly question outgoing staff; however, incoming 
nurses tended to listen to audiotaped information as a group and talk about the 
status of patients, which could result in a shared awareness of patient states and 
team coordination to meet patients’ needs.

Wears et al. (2003) contrasted two transitions between ED physicians. In 
one, the transition was the source of error recovery because incoming physicians 
suggested an alternative, ultimately correct, diagnosis. In the second, poor com-
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munication was the source of a breakdown because critical information about the 
state of a medication order was misunderstood, and an essential treatment was 
delayed.

New Technologies and Unintended Consequences

Advanced technology has often been advocated as a way to reduce errors and 
adverse events in health care (Aspden et al., 2004; IOM, 1999, 2001). In many 
cases, however, new technologies are designed without an in-depth understanding 
of the work they need to support, or they are designed to address functions other 
than patient care (e.g., record keeping, billing). Unless the designers understand 
how new technologies will be used in practice and are aware of potential barriers to 
their use, these technologies can lead to unanticipated, undesirable consequences 
(Ash et al., 2004, 2007; Bisantz and Wears, 2008; Webster and Cao, 2006), such 
as increased workload (because of the need for new processes or workarounds to 
integrate them into the workflow), or serious safety compromises (if new systems 
are bypassed or abandoned or if critical tasks are interrupted).

For instance, in a study of new operating room technology that integrated 
multiple monitoring systems into a single electronic display, Cook and Woods 
(1996) found that the change forced practitioners to adapt their activities, as well 
as some aspects of the new system, to ensure that the critical information was 
displayed at appropriate times.

In another case, Patterson et al. (2002, 2006) studied unanticipated effects 
and workarounds developed after the implementation of a system intended to 
reduce errors by using bar codes on medications and patient wristbands to confirm 
the type, dosage, and timing of medication administration. Unanticipated effects 
included fewer physician reviews of current medications, because it was more 
difficult for them to access information in the computerized system than in the 
old paper record; and nurses feeling pressured to administer medication “on time,” 
even when other higher priority tasks were necessary (both of which increased 
the chances of adverse events).

A key workaround was that nurses would type a patient’s bar code number 
into the system or scan a secondary wristband kept separate from the patient to 
save time and avoid several problems. First, the cart with the scanner was difficult 
to maneuver, and in some cases a computer had to be plugged in to maintain bat-
tery life. Second, they no longer had to disturb sleeping patients. Finally, scanning 
the second wristband was often more reliable than scanning the wristband on the 
patient, especially for long-term patients whose wristbands had become worn or 
smudged. In addition, nurses could “pre-pour” medications (place medications in 
cups for many patients at once, rather than scanning a wristband, scanning and 
administering medication(s), and moving to the next patient), to increase effi-
ciency. Scanning medications in batches also made it more likely that medications 
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were recorded as administered “on time” (which eliminated the work associated 
with documenting late medications).

In the end, although the bar code system could reduce the chances that the 
wrong type or dosage of medication would be chosen, the workarounds could 
increase the chances of a medication being given to the wrong patient. The 
researchers suggested both changes in the system design (e.g., simplifying the 
system interface; using wireless or easily maneuverable scanners; and using 
longer lasting computer batteries) and changes in procedures (e.g., using more 
realistic times for medication administration) that could reduce the likelihood of 
unanticipated effects or workarounds that would increase the chances of errors.

Learning from Existing Tools and Technologies

Understanding how extant tools and artifacts work in a system is a critical 
step in designing new systems to support the functional purposes of an artifact, 
rather than merely duplicating its surface features (Nemeth, 2004; Pennathur et 
al., 2007; Xiao, 2005). Bauer et al. (2006) conducted a detailed analysis of an 
artifact used in intensive care to inform the design of an electronic system. The 
artifact, a patient flow sheet, is a paper form that accommodates both structured 
and unstructured data capture (e.g., grids for sequential vital signs and free-form 
notes). By observing the flow sheet in use, they were able to identify the charac-
teristics that had to be included in an electronic system.

Some features may not have been included if the new system had simply 
duplicated the surface features of the form. For instance, the paper form allowed 
information to be entered flexibly, rather than sequentially, allowed unstructured 
annotations (e.g., information did not have to be entered in a particular place or 
with keyboard characters), and allowed users to leave information out (for a dis-
cussion of the functionality of paper artifacts, see Sellen and Harper, 2003). The 
paper form also supported work because it was portable, grouped information in 
ways that allowed comparisons to be made easily, allowed flexible annotations 
to accommodate unique circumstances, and allowed data to be represented in 
familiar notation.

An electronic system could provide additional functionality, such as auto-
mated data analysis and calculations, and could give multiple caregivers access to 
the information at the same time. However, the new technology still had to support 
flexibility in annotation and commonly used notations and comparisons.

Some of our own work has focused on the implementation of new technolo-
gies in hospital emergency rooms (Pennathur et al., 2007, 2008a,b; Wears et al., 
2005), where electronic patient-tracking systems are replacing manual status 
boards (“whiteboards”). Manual status boards (see Figure 1) provide medical and 
logistical information about patients and information about patient status (e.g., 
designated providers, treatment status, test and laboratory results, location), as 
well as higher level information about hospital states (e.g., number of patients 



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium

116	 FRONTIERS OF ENGINEERING

Figure 1  Manual whiteboard with the names of patients and providers obscured. Re-
printed from Proceedings of the Human Factors and Ergonomics Society Annual Meeting, 
2008. Reprinted with permission.

in the ED, admitted patients still in the ED, available ED beds, rooms that need 
cleaning) and team coordination information (e.g., assignments of providers to 
patients or bed zones; status of on-call providers). Information on whiteboards is 
encoded in locally developed (e.g., by providers in the hospital or department) and 
locally meaningful ways. Whiteboards are used to track the process of patient care 
through annotations that indicate potential diagnoses, progress through treatment 
plans, the need for consultations or tests, and admission or discharge processes. 
Typically, they are located in central areas of the ED so that information is avail-
able to all care providers and can be used to coordinate activities across individuals 
and time (Figure 2).

Electronic status boards may mimic the look and layout of manual boards 
(see Figure 3), support automated recording keeping and reporting, and allow 
information to be accessed at different locations in the hospital, but they also 
impose new constraints. The ability to add or change information is limited by 
available computer terminals, which typically require sign-on sequences; the 
form of information is limited to the characters or icons available on a keyboard 
or through the interface, and local methods of encoding are often lost; and the 
length and placement of entries is prescribed (e.g., free-form annotations cannot 
be added).

We studied the transition from manual to electronic status boards in two 
university-affiliated, urban hospital EDs (Pennathur et al., 2007, 2008b; Wears 
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Figure 2  A whiteboard being viewed by multiple providers in an ED.

Figure 3  Electronic patient-tracking system screen. Source: Proceedings of the Human 
Factors and Ergonomics Society Annual Meeting, 2008. Reprinted with permission.
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and Perry, 2007; Wears et al., 2005). One hospital had made the transition 10 
months prior to our study but had continued to use manual boards along with the 
new system. We studied the second hospital before and after the transition. In this 
hospital, the manual boards were removed and replaced with the electronic sys-
tem. We conducted a combination of semistructured interviews, focus groups, and 
observations with care providers, secretaries, information technology specialists, 
and administrators. We also took photographs or screen shots of the status boards 
at one hospital, so we could make detailed comparisons of the content and form 
of information in both systems.

The results of our studies indicated a number of problems related to the tran-
sition to a new technology. Shortly after the electronic system was implemented 
at the second hospital, providers felt that the change had a negative impact on 
communication and their ability to “make sense” of the overall state of the ED, 
in part because the system could only be viewed on desktop screens, which had 
limited room for displaying information and limited flexibility for documenting 
information about treatment plans and diagnoses. For instance, a limited number 
of entries were visible in the column showing treatment plans, and providers 
could no longer use hand-drawn checkboxes to indicate progress. Because it was 
more difficult for providers to document and track patient progress, some provid-
ers resorted to carrying notes; this supported the work of individual providers, 
but the information was no longer publicly available, thus decreasing support for 
coordination among caregivers.

The staff also found an unanticipated use for the system—tracking patients’ 
dietary needs and providing a printed list of diets to the meal-delivery staff. 
Although this function provided a benefit to some caregivers/staff, the constraints 
on space in the area where dietary information was entered meant that others 
could not use that space to display critical clinical information (e.g., lab values). 
In fact, at the first hospital, where both electronic and manual boards were used, 
clinicians tended to rely on the manual boards, while nonclinical staff used the 
electronic system for administrative functions, such as finding patients or assess-
ing room status.

Some of these difficulties could be traced to the particular implementation 
and interface for the system, but others were more fundamental (e.g., the removal 
of a public, easily modified information source that supported relatively simple 
coordination for each individual and among individuals).

We subsequently decided to investigate the impact of electronic patient-
tracking systems on caregivers’ understanding of the overall ED state, as well as 
specific patient information. We developed a simulation-based tracking system 
that allows system parameters to be varied and tested by ED staff in a laboratory 
setting (Pennathur et al., 2008a). Immersive, simulated environments like this are 
used by cognitive engineers in many domains, such as aviation and driving, to 
test the impact of technology designs, situations, and tasks on human operators’ 
activities and performance (Lee et al., 2002; Sarter and Woods, 2000).
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The tracking simulation we developed is based on a discrete-event simula-
tion model of a real hospital ED and incorporates both clinical information and 
operational information that can be used by study participants. Historic data on 
patient volume and the severity of their medical conditions were used to develop 
the model.

This model was used to generate sets of patients with medical conditions of 
different levels of severity, process events (e.g., waiting, registration, triage, care-
giver visits, and laboratory tests), and the duration of those events. The simulated 
information was augmented with demographic information, medical complaints, 
and time-indexed medical information (e.g., tests, results, admission decisions, 
and the resulting information that would be shown on a whiteboard) to create 
“scripts” for each simulated patient.

Different scenarios were created based on different levels of demand for 
ED services. The scenarios were used as input to a patient-tracking display that 
was created for use by participants during experiments. The scenarios were aug-
mented with secondary tasks (e.g., phone calls or pages that had to be answered) 
and simulation-freeze techniques for measuring participants’ awareness of infor-
mation represented in the system (Endsley, 1995).

This integrated experimental system can be used to test the impact of differ-
ent display-related variables (e.g., display size, mode, and format of information); 
operational parameters (e.g., type of caregiver, number of patients); operational 
tasks (use of overall monitoring and monitoring during care transitions, such as 
a shift change); or how ED personnel interact with and interpret information on 
the electronic system.

Conclusion

The health care system has critical needs for improvements in efficiency, 
effectiveness, and safety. To meet those needs, we must first understand the com-
plexities faced by health care workers and the knowledge, strategies, and tools 
they use. Cognitive engineering provides methods and tools for developing and 
implementing new technologies for this environment.
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One has only to glance at a newspaper to understand that the proliferation of 
weapons of mass destruction (WMDs) represents an emerging threat to the safety 
and security of people around the world. The mere hint that a nation or nonstate 
organization is trying to acquire a WMD capability, be it nuclear, chemical, or 
biological, is enough to earn those groups penalties ranging from economic and 
political embargos to military action. Because of the significant threat to their 
populations and economic well-being, nations often feel forced to react, even if 
information on the nature of the threat is not clear or is incomplete. The enormous 
complexity of the challenge necessitates a multilevel approach that includes public 
policy and innovative technologies.  

The papers in this section address issues associated with understanding 
the reasons for, and adopting countermeasures to, the proliferation of WMDs. 
National policies and international diplomacy are both involved in creating an 
international environment that discourages proliferation and, it is hoped, elimi-
nates the reasons nations may feel the need to acquire WMDs. The authors discuss 
national and international policy issues to frame the discussion and technical 
means, such as sensing platforms, that have been developed to provide timely 
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intelligence on this evolving threat. Although these cutting-edge systems provide a 
wealth of information that can inform national policies and responses, gaps remain 
in our capabilities of observing, characterizing, and determining the intentions and 
motivations of other countries and nonstate organizations. 



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium

127

U.S. National Security in New Times

Steven D. Nixon

Formerly of the Office of the Director of National Intelligence	
Washington, D.C.

Our national security stands at a critical crossroads. For a generation we con-
fronted the Soviet Union in a Cold War that ended with the collapse of that empire 
in 1991. Now, 17 years later, religious and ethnic tensions, independence move-
ments, and terrorism have emerged as major security challenges, but our national 
security establishment has failed to evolve significantly to confront these new 
challenges. Unlike any other time in history, these challenges are “supercharged” 
by globalization, the rapid advance and spread of technology around the world, 
which is empowering small groups and individuals and leading to a new and very 
dangerous potential for the proliferation of weapons. A looming example is rapid 
advances in biotechnology and the potential for the relatively easy creation of new 
and devastating biology-inspired weapons.

To meet the challenges of this age of globalization, we must significantly 
adapt our national security posture. We cannot win by maintaining our traditional 
focus on bigger satellites, faster fighter aircraft, or quieter submarines, all of which 
take decades to deploy at ever-increasing cost. The bottom line is that we must 
significantly increase our agility, innovation, and collaboration. However, because 
these qualities run counter to the usual behavior of large government bureaucra-
cies, we should seriously consider the option of creating a variety of small, agile 
government agencies and outsourcing new activities to small, agile companies.

We won the Cold War, but . . .

The end of the Cold War left the United States as sole remaining superpower—
at least for the time being. Our economy is the largest in the world, and we enjoy 
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tremendous competitive advantages in technology and many other areas critical 
to sustaining a leading position in global affairs. 

But without the Soviet Union to confront, our national security apparatus 
thrashed around throughout the 1990s looking for a new raison d’être. Even 
though we significantly increased our focus on terrorism after the September 11, 
2001, attacks, our security establishment still has essentially the same processes, 
culture, values, technical capabilities, and organization that were developed to 
confront the Soviets. And so we are in the classic position of a successful enter-
prise that is ironically handicapped by its own prior success, a situation that was 
aptly described in a National Academies (2007) report, Rising Above the Gather-
ing Storm:

There can be no more dangerous place to be than in first place: the one holding 
that exalted position becomes everyone else’s target, and perhaps worse, is the 
recognized beneficiary of the status quo—and therefore reluctant to promote, or 
even accept, change.

In this situation, we are extremely vulnerable to disruptive changes in the 
global security environment. Great companies facing this problem either success-
fully adapt or go out of business. As Clayton Christianson, famous for his study of 
disruptive technologies, has described it (Christianson and Raynor, 2003):

They [industry leaders] pour resources into their core business. They listen to 
their best customers. And in doing so, industry leaders get blindsided by dis-
ruptive innovations—new products, services, or business models that initially 
target small, seemingly unprofitable customer segments, but eventually evolve 
to take over the marketplace. This is the innovator’s dilemma—and no company 
or industry is immune.

Even though the current and future security environments demand greater 
agility from our national security establishment, we have moved in the opposite 
direction. For example, the first Corona optical spy satellite took slightly more 
than two years from start to first successful launch. Today, it is not at all unusual 
for a new government satellite program to take more than a decade to achieve 
first launch. And while we measure our innovation-cycle times in decades, our 
adversaries, like the insurgents in Iraq, measure theirs in weeks. The Washington 
Post reported on this problem last year (Atkinson, 2007):

The Improvised Explosive Device struggle has become a test of national agility 
for a lumbering military-industrial complex fashioned during the Cold War to 
confront an even more lumbering Soviet system. . . .“If we ever want to kneecap 
al-Qaeda, just get them to adopt our procurement system. It will bring them to 
their knees within a week,” a former Pentagon official said.
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From the Cold War to Globalization:  
an inflection point for national security

Andy Groves, the former CEO of Intel, describes strategic inflection points 
as points at which a business transitions from the old state of affairs to a new one. 
These states are often a company’s response to what he calls “10x changes” in 
one or more of the key forces that impact its business.

The world has faced many 10x changes since the end of the Cold War. 
Nowhere is this more apparent than in the area of technology in which observed 
trends in accelerating advances are now described as “laws.” The most famous 
of these is undoubtedly Moore’s law, which states that the number of transistors 
that can be placed inexpensively on an integrated circuit doubles every two years. 
Moore’s law has inspired a cottage industry of sorts in producing new technology 
“laws”:

•	 disk-storage density doubles every 12 months (Kryder’s law)
•	 bandwidth to high-end home users doubles every 21 months (Nielsen’s 

law)
•	 the amount of data coming out of an optical fiber doubles every nine 

months (Butter’s law)
•	 the amount of available DNA-sequence data doubles every 18 months 

(observed, but awaiting someone to attach a name) (Bio Economic Research 
Associates, 2007)

The United States no longer has a corner on the market in technology. In fact, we 
are now a net importer of technology products, and these advances are available 
globally (NSF, 2008). These trends inspired Thomas Friedman (2005) to write the 
bestseller, The World Is Flat, in which he asserts that the diffusion of accelerating 
technical advances around the globe is creating the ultimate level playing field.

Our friends and adversaries around the world now have access to the same 
powerful technical capabilities we do. Armed with these new capabilities, small 
groups and individuals now have the wherewithal to threaten even the mightiest 
of nations. Consider the impact of the 19 men on September 11 who used modern 
aviation technology against us. They not only killed thousands of Americans, but 
also drove our country to spend nearly $1 trillion in response. The amount we have 
spent on the Iraq and Afghanistan wars already exceeds the amount we spent on 
Viet Nam, even when adjusting for inflation (Stiglitz and Bilmes, 2008).

Although our national security operations are running at an exceedingly 
high tempo, I believe the government transformation we need to succeed in the 
“flat world” is near paralysis. In some sense, this is understandable. Andy Groves 
(1999) describes this same condition in companies facing strategic inflection 
points: 
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Ideas about the right direction will split people on the same team. After a while, 
everyone will understand that the stakes are enormously high. There will be 
a growing ferocity, determination and seriousness surrounding the views the 
various participants hold. People will dig in. These divergent views will be 
held equally strongly, almost like religious tenets. In a workplace that used to 
function collegially and constructively, holy wars will erupt, pitting coworkers 
against coworkers, long-term friends against long-term friends. Everything senior 
management is supposed to do—define direction, set strategies, encourage team 
work, motivate employees—all these things become harder, almost impossible. 
Everything middle management is supposed to do—implement policy, deal with 
customers, train employees—also becomes more difficult.

Trends in biotechnology: soon ALMOST anyone can 
have a weapon of mass destruction

A good example of the potential threat from globalization is the proliferation 
of biotechnology that could enable almost anyone with minimal technical savvy 
to build some pretty scary bio-capabilities. DNA sequencing capabilities are 
proceeding faster than Moore’s law (Bio Economic Research Associates, 2007), 
and nasty viruses, such as polio and Spanish flu, have not only been sequenced, 
but have also been artificially reconstructed directly from these sequences (Cello 
et al., 2002; Taubenberger et al., 2005). The European Molecular Biology Orga-
nization reported:

 . . . considering the rapid development of molecular biology, it is only a question 
of time before the artificial synthesis of agents or new combinations of agents 
becomes possible. This danger was highlighted last year by a worrying article 
in Science: a research team at the State University of New York in Stony Brook 
chemically synthesized an artificial polio virus from scratch (Cello et al., 2002). 
They started with the genetic sequence of the agent, which is available online, 
ordered small, tailor-made DNA sequences and combined them to reconstruct 
the complete viral genome. In a final step, the synthesized DNA was brought 
to life by adding a chemical cocktail that initiated the production of a living, 
pathogenic virus (Van Aken and Hammond, 2003).

Today, websites such as www.mrgene.com offer online DNA synthesis—just 
submit your sequence to the website, and they will quickly ship your gene. 
Incidentally, they happen to be running a special in June and July 2008—
your gene sequence for just $0.49 per base pair! A headline in Wired recently 
declared, “Scientists Build First Man-Made Genome; Synthetic Life Comes Next” 
(Madrigal, 2008).

If the prospect of bioterrorism sounds far fetched, consider that there is 
in fact a long sad history of such attacks. Bioterrorism dates back as far as 
ancient Rome where dead and rotting animals were thrown into wells to poi-
son water supplies (http://en.wikipedia.org/wiki/Bioterrorism). The anthrax 
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attacks immediately following September 11 are a recent example in the United 
States; prior to that the Rajneeshee bioterror attack of 1984 sickened 750 
individuals in Oregon with salmonella food poisoning (http://en.wikipedia.
org/wiki/1984_Rajneeshee_bioterror_attack).

Given current advances in technology, it is not difficult to imagine a world 
a few years from now in which a teenager can create a biological virus almost 
as easily as today’s teenager can create a computer virus. This is indeed a scary 
future.

CONCLUSION

How will the national security establishment respond to this threat and oth-
ers (cyber attack comes to mind) that derive from current technology trends? The 
advantage now goes to organizations that can operate faster, more innovatively, 
and more collaboratively than their competitors. In my last job as director of sci-
ence and technology for the director of national intelligence, we called this “Speed, 
Surprise, and Synergy.” Similarly, Secretary of Defense Robert Gates (2007), in a 
recent speech, said, “But these new threats also require our government to operate 
as a whole differently—to act with unity, agility, and creativity.”

We must recognize that we no longer live in the industrial age and that tradi-
tional industrial-scale solutions simply cannot, in themselves, address many of our 
current problems. The information age is evolving into a new networking age in 
which everyone and everything is connected. Our national security establishment 
must learn to operate across interlinked social networks, financial networks, com-
munication networks, and computer networks. We must make decisions, produce 
capabilities, and operate at network speed, not industrial speed. 

Our national security establishment’s love affair with hard science, par-
ticularly physics, chemistry, and engineering, must expand to include biology, 
anthropology, psychology, and other so-called soft sciences. The U.S. government 
must learn to work more effectively with nongovernment providers and allies. In 
addition, we should create small, agile, innovative agencies and also outsource 
more activities to small, agile, innovative companies that do not have to overcome 
crippling bureaucratic barriers. In short, we must let go of the Cold War way of 
doing things and move boldly into the 21st century.
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Soon after the attacks of September 11, 2001, which shattered the sense of 
domestic security of Americans living in the United States, individual and national 
security attention was drawn to the question of what else might happen. Quickly, 
people began to realize that a significant vulnerability of the free and open society 
we enjoy is the risk from “weapons of mass destruction,” or WMDs, in the hands 
of vengeful terrorists like those who attacked us on 9/11. Along with that real-
ization was a renewed and refocused emphasis on both the nonproliferation and 
counter-proliferation of WMDs, which are nothing more than the next turning in 
a long history of innovation trumping innovation in man’s quest to outmaneuver 
and subdue his enemy.

THE IMPORTANCE OF MANEUVER

Aptitude for maneuver is the supreme skill in a general; it is the most useful and 
rarest of gifts by which genius is estimated.

– Napoleon Bonaparte
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“Maneuver,” usually listed second after “Mass” in a list of the Principles 
of War, is defined in joint doctrine as placing the enemy in the most vulnerable 
position for the optimal application of force. Today, this 20th-century definition 
of maneuver must be broadened to include gaining dimensional advantage over 
an enemy, whether by sea, land, air, space, or cyberspace. Viewing the history of 
warfare through the prism of technology development and its impact on maneuver 
brings to light the critical nature of technology in the evolution of warfare.

From the continuous lengthening of standoff range to the introduction of 
the railroad for logistical resupply, historians have often heralded the successful 
introduction of a new technology as a turning point in military history, the point 
at which one side gains an advantage over the other. The stirrup ushered in the 
age of cavalry, dramatically changing the tempo of war and giving the advantage, 
at least temporarily, to the land forces that were best able to use it. The same can 
be said of the internal combustion engine and its application to the tank, which 
ushered in Blitzkrieg strategies and tactics. Is there any doubt that the success-
ful integration of airpower over the last 100 years, from a largely observational 
platform with fighter escort in WWI to precision “Shock and Awe” in Operation 
Iraqi Freedom, has been critical to U.S. strategic dominance in maneuver warfare? 
The introduction of space-based capabilities in communication, surveillance, and 
navigation are examples of technologies that have provided significant early warn-
ing of enemy positions, movements, and intentions.

In the 21st century, technological development is increasing at unprecedented 
levels. Unclassified briefings at the highest levels of our national intelligence 
community indicate that their gravest concern is the combination of technology 
acceleration (Moore’s law in computing power, custom-designed DNA bacteria 
for the cost of a new car, etc.) and technological leveling through the instantaneous 
diffusion of information over the Internet and material via overnight shipping. 	

INNOVATION, THE HISTORICAL PIVOT POINT  
IN MANEUVER WARFARE

What becomes clear through a study of maneuver warfare is that more often 
than not, the most significant and abrupt changes in a combatant’s ability to “gain 
the dimensional advantage through movement” coincides with the successful 
application of a new technology. Placing an adversary in a disadvantageous pos-
ture can be accomplished in one of two ways. First, one can reposition oneself 
into a position that leaves the opposing military forces in a relatively weaker 
posture. Second, one can lure the enemy into such a position that he is left with 
no choice but to move into a disadvantageous position (the classic “horns of a 
dilemma”). Throughout history, a classic method of the former has been relent-
less pursuit by military technologists to lengthen standoff range, which enables 
a force to maintain its strike advantage while making its opponent’s force much 
weaker and less effective.
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	 The original standoff range, when the balled fist was the major weapon, 
was very likely arm’s length. Over the millennia, besides making weapons more 
lethal, man has sought to lengthen the range of rocks, spears, and so on, culmi-
nating in the airplane, the long-range missile, and software viruses, each giving 
him the ability to outmaneuver his opponent and strike him at will. I say this not 
to lessen the importance of other factors, such as skill, courage, and reflex, but 
all else being equal, the first military to adapt a “lengthened knife” or spear to its 
warfighting apparatus gained a clear advantage over its enemies.

THE GLOBALIZED THREAT

The time when only a few states had access to the most dangerous technologies 
has been over for many years. Dual-use technologies circulate easily in our glo-
balized economy, as do the scientific personnel who design and use them. As a 
consequence, it is more difficult for us to track efforts to acquire, for nefarious 
purposes, these components and technologies.

–Annual Threat Assessment of the Director of National Intelligence for the 
Senate Armed Services Committee, 27 February 2007

According to the director of national intelligence, the biggest threat is tech-
nology invention and diffusion and the ability of our adversaries to “live on the 
exponential technology curve,” unlike the U.S. military, which is encumbered by 
the weight and drag of its bureaucracy and infrastructure. Nimble adversaries can 
leapfrog a century of science thanks to the diffusion of technological knowledge 
and access to weapons and materials largely as a result of the Internet and the 
explosive growth of the Google and eBay economies. Ominously, unanticipated 
changes in the character of war can be major pivot points in political history as 
well.

Richard Hellie, in his book Warfare, Changing Military Technology, and the 
Evolution of Muscovite Society, describes how migrating from the bow and arrow 
to the musket not only led to victory in warfare, but also resulted in a reordering 
of political power. From 1450 to 1725, Russia experienced two revolutions as a 
direct result of military threats made possible largely by the full-scale introduc-
tion of technological advances. The first threat was from the Tatar light cavalry, 
and the second was from the Swedish infantry. The replacement of the light bow 
and arrow with the musket changed the nature of warfare from resource control 
to territorial control. Russia quickly reordered its society into a very rigid, caste-
like system and was able to defend itself against threats from Lithuania, Poland, 
and Sweden.

We live in an epoch unparalleled in human history, when “virtually anything 
of value is offered in today’s global marketplace—including illegal drugs . . . 
machine guns and rocket launchers, and centrifuges and precursor chemicals 
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used in nuclear weapons development” (Naim, 2005). The shift to a global 
arms market means a “massive transfer of goods and equipment once under the 
exclusive control of national armies into private hands released into the market 
products ranging from rockets launchers to SCUD missiles and nuclear designs 
and machinery” (Naim, 2005). 

MANEUVER, ADVANTAGE, INNOVATION, AND UNCERTAINTY

It’s tough to make predictions, especially about the future.

– Yogi Berra

Clearly, in warfare, as in the commercial marketplace, the inventor of a tech-
nology doesn’t always “win.” The winner is the successful innovator. Whether in 
standoff range or logistics, reconnaissance or precise navigation, the military that 
most successfully applies the invention to the art of war gains the advantage and 
wins, all other instruments of political power being equal. 

INNOVATION IN THE COMMERCIAL MARKETPLACE

As part of a thesis for the National War College, this author conducted com-
parative case studies in innovation in three industry leaders, Google, Apple, and 
IBM, to determine their common cultural characteristics that could be applied to 
the defense world to improve the nation’s ability to innovate solutions to counter 
the asymmetric technologies being used to significantly degrade U.S. military 
power. The studies were conducted using the framework devised by Jim Collins 
in his treatise, Good to Great, and the results are summarized below.

The 11 Cultural Lessons of Innovation

People

•	 Recruit the best people you can possibly afford, and avoid the worst at all 
costs.

•	 Establish a culture of recognizing the problems to be solved. 
•	 Direct a sizable and conscious amount of work time and effort to fostering 

creativity. 
•	 Organize around small work groups of three or four people to encourage 

the highest level of innovation.
•	 The most important leadership trait is credibility; a leader should be tech-

nically skilled and perceived as such.
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Thinking

•	 A commitment should be made at all levels to “radical honesty.”
•	 The starting point of all relevant innovation is solving a real problem.
•	 The essence of creative, innovative thinking is accomplished by 

individuals.

Actions

•	 Ensure that there is disciplined, rational, but audacious movement at all 
levels. 

•	 Vision and raison d’être should be internalized by all members of the 
organization at every level.

•	 Everyone must have hands-on skills related to the work they oversee or 
are involved with.

NONPROLIFERATION AND COUNTERPROLIFERATION OF 
WEAPONS OF MASS DESTRUCTION

Few propositions are more fraught with disaster than the suggestion that the 
military be run like a business. The goals, motivations, necessity, and reasons for 
existence of companies and the military often run in opposite directions. Neverthe-
less, the confluence of history at which this nation finds itself is unique. Scientific 
and technological know-how and invention are at their highest rate in the history 
of the world, and, at the same time, the world is becoming a technologically level 
playing field. This “flattening” leads to a rise in productivity and living standards 
for people around the world, but it is also one of the factors that leads to tech-
nological advantage. For that reason, the national security apparatus responsible 
for combating WMDs ought to consider these factors as it develops and devises 
organizations for to control and counter the spread of WMDs. 

The Internet is the engine that drives leveling and advancement. Although 
most technologists argue that the Web-enabled world is still in its infancy, suf-
ficient time has elapsed that a highly inventive and competitive economy has 
formed around it. Because of the lower capital costs associated with entering 
this market, it is likely to remain highly competitive. The intellectual property 
associated with it is predominantly in software, and the economic rewards can be 
asymmetric. As a result, the Web-based world is a highly dynamic, competitive, 
and innovative environment. 

The cultural attributes that characterize innovative organizations also apply to 
terrorist organizations trying to obtain WMDs. Thus, we must call into question 
some general assumptions of the culture on which our highly bureaucratic national 
security establishment is based. Even though this culture, organization, and tradi-
tion is in some ways contrary to conventional wisdom, our nation is dealing with 
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a new distribution of power based on technological leveling, and we ignore this 
shift at our peril. We need further studies of this situation, but they must be done 
soon. As Napoleon said, “Given the same amount of intelligence, timidity will do 
a thousand times more damage in war than audacity.”

Philip Howard says in his book, The Death of Common Sense, that very little 
gets done in mature bureaucracies because processes put in place over the years 
have stripped responsibility from bureaucrats leaving them unaccountable and not 
apt to display the three attributes most necessary to solving problems and getting 
things done: effort, courage, and leadership. Without rethinking the reward struc-
ture of our military and beginning to move away from a highly bureaucratized, 
static organization toward a flattened, empowered, versatile, and highly innovative 
culture, there is significant risk that we will be caught by surprise by grave threats 
to our national survival, much as our army was caught by surprise by the evolution 
of improvised explosive devices in Iraq.

CONCLUSION

The only limiting factor for military application of technology is the imagina-
tion of a certain percentage of the 6.5 billion people who would rejoice in seeing 
the United States humiliated for its perceived hubristic behavior. The question 
that ought to be haunting the nonproliferation and counterproliferation establish-
ment is how we can be ready for a 21st-century “Mongol” (the one who applied 
the stirrup to cavalry warfare and changed the world), who at this moment may 
recognize the military utility of something that no one else sees and that can bring 
down the most powerful nation the world has ever known.
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Nuclear Deterrence in the 21st Century:  
The Role of Science and Engineering 

Joseph C. Martz and Jonathan S. Ventura

Los Alamos National Laboratory
Albuquerque, New Mexico

For five decades after the Second World War, the role of nuclear weapons in 
the U.S. defense posture was largely to deter the Soviet Union from attacking the 
United States, its allies, and friends. Almost as important was the nuclear umbrella 
(security assurances) the United States provided to discourage (dissuade) non-
nuclear nations from pursuing nuclear weapons. These two roles were critical to 
the formulation of the Nonproliferation Treaty.

When the Cold War ended with the sudden collapse of the Soviet Union, the 
purpose of nuclear deterrence was fundamentally changed. Although the United 
States continued to retain nuclear weapons as instruments of retaliation, the 
dynamics of deterrence were evolving. In the future, we will need substantially 
fewer deployed weapons to address a variety of potential adversaries.

Unlike the security challenges of 50 years ago, 21st-century challenges are 
multipolar and often asymmetric. However, a few key countries still have substan-
tial nuclear arsenals and active, growing nuclear weapons programs that threaten 
vital U.S. interests. Thus maintaining a credible U.S. nuclear deterrent in the eyes 
of our allies and our adversaries, as well as supporting the goal of nonproliferation, 
will continue to be critical to U.S. national security. 

Overlaid on this national security backdrop are concerns about the effects of 
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a growing world population on climate, food, and energy—which greatly compli-
cate the security challenges facing policy makers today. This changing paradigm 
requires that the United States take additional measures (1) to assure our allies that 
we are still a trusted security partner and (2) to deter potential adversaries from 
taking aggressive action that could threaten global stability. Every U.S. president 
since Truman has affirmed the role of nuclear weapons as a supreme deterrent and 
protector of last resort of U.S. national security interests. 

Recently, President Bush called for a “…credible deterrent with the lowest 
possible number of nuclear weapons consistent with our national security needs, 
including our obligations to our allies.”� How can this be achieved? Can we 
continue on a path of nuclear reductions while maintaining the national security 
benefits of nuclear deterrence? Science and engineering will play a key role in the 
new paradigm for nuclear deterrence, “capability-based deterrence.”  

CAPABILITY-BASED DETERRENCE

Capability-based deterrence is based on the principle that an agile, repeatedly 
demonstrated capability to develop and produce deployable nuclear weapons will 
greatly strengthen the deterrent and enable meaningful reductions in the size of 
the total stockpile. In this scenario, the country can rely, in part, on a working 
weapons complex that could deliver limited numbers of nuclear weapons should 
the situation require rather than on large numbers of reserve or deployed warheads 
for contingency purposes.

The new strategy would provide the benefits of deterrence while enabling 
us to meet some key goals, such as reducing the stockpile of nuclear weapons. 
Indeed, the head of the National Nuclear Security Administration (NNSA) stated 
in December 2007—when he proposed a transformation of the nuclear weapons 
complex—that “the United States’ future deterrent cannot be based on the old 
Cold War model of the number of weapons. Rather, it must be based on the capa-
bility to respond to any national security situation, and make weapons only if 
necessary.”� This adoption of capability-based deterrence would represent a shift 
in the emphasis of our nuclear policy. The role of science and engineering would 
become a critical element in establishing the agility and confidence necessary for 
this strategy to work.

The principal elements of capability-based deterrence are (1) the weapons 
themselves (albeit fewer and potentially designed to meet the specific require-
ments of this strategy); (2) the design, development, and manufacturing elements 
of the weapons complex. It is not only the capabilities of our military forces that 

�Remarks by the President to Students and Faculty at National Defense University, Fort Lesley J. 
McNair, Washington, D.C., May 1, 2001.

� Remarks by Thomas D’Agastino on the Introduction of the Complex Transformation PEIS, U.S. 
Department of Energy Headquarters, Washington, D.C., December 17, 2007.



Copyright © National Academy of Sciences. All rights reserved.

Frontiers of Engineering:   Reports on Leading-Edge Engineering from the 2008 Symposium

NUCLEAR DETERRENCE IN THE 21ST CENTURY	 143

assure our allies and deter potential adversaries; it is also our capability to sustain 
and modernize our forces, while demonstrating the ability to respond rapidly to 
new or emerging threats. 

The notion of capability-based deterrence is not completely new. It was 
included in the Bush administration’s “new strategic triad” concept and was 
emphasized in the administration’s 2001 Nuclear Posture Review (NPR). It was 
also part of the Clinton administration’s NPR in 1994 and was a principle in the 
founding of the Stockpile Stewardship Program. 

This science-based program of experimentation, improved diagnostics, and 
greatly increased computational capabilities gave us the tools to assess and 
redress problems in our management of the stockpile. Research conducted at new 
experimental facilities has improved our understanding of the physics of weapons 
performance and thus contributed to the program’s remarkable technical success, 
which has increased confidence in our ability to transition to capability-based 
deterrence. 

ENABLING A CAPABILITY-BASED DETERRENT

Timeliness and agility are critical elements of this new strategy. We must be 
able to detect and respond to a potential adversary quickly enough to counter any 
provocative act. The need for timeliness is an interesting contrast to our Cold War 
posture. In decades past, we had to be ready to respond to a provocative act on 
a moment’s notice. Thus we had bombers on constant standby, intercontinental 
missiles on hair-trigger alert, and submarines on continuous patrol in the great 
oceans. Our answer to the timing question then was in minutes. 

Today, a threat that might require a response of such a large arsenal may 
not become manifest for several years. Indeed, in an environment of stockpile 
reductions—both the United States and Russia have reduced their arsenals by 
more than 90 percent from their Cold War peaks—we no longer need the large 
nuclear forces that characterized the Cold War. If an adversary decided to restart 
an arms race, it would require a large investment on their part, and, in principle, 
sufficient time for the United States and its allies to respond. 

In essence, the change in strategy would mean moving from the deterrence 
afforded by large numbers of deployed and reserve weapons to deterrence pro-
vided by a smaller number of deployed weapons and a robust and agile infrastruc-
ture and capability. This strategy could potentially provide many of the benefits of 
nuclear deterrence while enabling us to continue to reduce our stockpile. 

The promise of this strategy—the ability to provide an agile, diverse response 
to many threats—would provide us with an advantage we did not have when we 
relied solely on a stockpile of Cold War-optimized, high yield-to-weight weap-
ons. Science and engineering will be key to enabling the United States to become 
an agile responder, because a capability-based deterrent must be grounded in 
science. 
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The challenge is to develop and demonstrate a steady-state capability to 
execute a complete cycle of warhead design, certification, development, and pro-
duction in a three-to-seven-year time frame. This cannot be done with our current 
very outdated and archaic production complex and 1970s-era design practices. 

The NNSA proposal for a transformation of the nuclear weapons complex 
that will increase U.S. agility and inspire more confidence is not entirely theoreti-
cal. Recent developments in the NNSA complex have demonstrated the viability 
of some key elements of this strategy, most notably a few recent stockpile life-
extension program activities, as well as the reliable replacement warhead (RRW) 
feasibility study.

THE RELIABLE REPLACEMENT WARHEAD

In the RRW study, laboratory design teams were able to provide highly 
mature designs in less than 12 months—largely thanks to modern engineering 
and design tools created under the Stockpile Stewardship Program. In addition, 
the laboratories built prototype demonstration hardware and conducted limited, 
nonnuclear proof tests of their designs within 18 months. Note that in the 1980s, 
this level of design maturity required several years. These proof tests exercised a 
portion of the production complex and provided a concrete example of the agility 
and timeliness that would be possible. 

In addition, RRW designs were based on the “relaxation” of a Cold War 
objective—maximizing yield-to-weight ratios. The RRW designs instead increased 
performance margins and backed away from known failure modes of the legacy 
stockpile. Increased performance margins coupled with advances in weapons sci-
ence will provide high-confidence in certification of these RRW designs without 
nuclear testing. In the future, advanced features could be included in the designs 
to improve safety, security, and use control in the warhead and also improve the 
efficiency of manufacturing operations. 

SUMMARY

A movement toward an active, fully functional, demonstrated capability-
based deterrence program could help the nation meet its future policy objectives: 
further reductions in the size of the stockpile, certification of our nuclear deterrent 
without nuclear testing, and advancing compliance with Article 6 commitments 
under the Nuclear Nonproliferation Treaty. 

Two key enablers of an articulated capability-based deterrent are the transfor-
mation of the weapons complex (as proposed by NNSA) and the adoption of many 
of the concepts and approaches demonstrated in the RRW project—all of which 
were made possible by the science and engineering methods and tools developed 
under the Stockpile Stewardship Program.

Although the U.S. government has proposed that we move toward a “…credible 
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deterrent with the lowest-possible number of nuclear weapons consistent with our 
national security needs,” we can only move in that direction in an environment 
in which our security is maintained, our allies are assured of our commitments, 
and our adversaries are dissuaded and deterred. However near or remote a world 
free of nuclear weapons may be, a capability-based deterrence to meet today’s 
threats can facilitate reductions in the stockpile while maintaining our security 
and limiting technical risks. 

RECOMMENDED READING
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Energy Policy and the Role of Technology 
in National Security�

A.D. Romig, Jr. with Arnold B. Baker�

Sandia National Laboratories
Albuquerque, New Mexico

Global security is a dynamic, complex system of systems. From one perspec-
tive, it is a global/national political-economic-technology system. From another, 
it is a defense, intelligence, and security system. From yet another perspective, 
it is an energy (coal, oil, natural gas, and renewables) and environmental system 
that interacts with our economies, demographics, technology, and national and 
geopolitical systems. Consequently, U.S. energy security requires thoughtful 
analysis and global engagement in all of these interrelated dimensions, rather than 
just the “energy” or “energy-environmental” dimensions. As a practical matter, 
globalization, growing international interdependencies, and geopolitics set the 
context for meaningful discussions about energy security.

� Sandia National Laboratories is a multiprogram organization operated by Sandia Corporation, a 
Lockheed Martin Company, for the U.S. Department of Energy National Nuclear Security Administra-
tion, under contract DE-AC04-94AL85000.

� Dr. Romig is executive vice president, deputy laboratories director for Integrated Technologies 
and Systems, and interim chief operating officer, Sandia National Laboratories. Dr. Baker is chief 
economist, Sandia National Laboratories. This is an extended abstract of the keynote address by Dr. 
Romig to the National Academy of Engineering U.S. Frontiers of Engineering Symposium, University 
of New Mexico, September 18, 2008.
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For example, the economic balance of power in today’s global economy 
appears to be shifting from current “developed” economies (members of the 
Organisation for Economic Co-operation and Development, or OECD) to “devel-
oping” economies, such as China and India. OECD members currently account 
for more than half the world’s GDP (on the basis of purchasing power parity, 
or PPP), up from only 30 percent in 1700. When current economic trends are 
extended to 2050, OECD members’ share of world GDP could very well decline 
to approximately 30 percent, while current non-OECD members would account 
for 70 percent, as they did in 1700. At the same time, the U.S. share of world GDP 
in 2050 could decline from the current 20 percent (PPP basis) to 10 percent, while 
China’s share could grow to 30 percent, up from about 10 percent today. 

This economic power shift is being driven by growing global economic 
integration and interdependency, despite continuing protectionist threats. In the 
future, nations will be both more competitive and more cooperative. In a more 
competitive world, the scope of national policies with major economic impact 
may become increasingly limited, while the need for clear domestic consumer-
producer energy price signals and consistent energy-security, environmental, and 
economic objectives and policies will become more important. 

Driven in part by the Internet and economic integration, the world has 
become increasingly complex geopolitically (Figure 1). While the U.S. remains 

Geopolitics Have Become More Complex

Close Democratic Elections
Make Tough Decisions Difficult

Governments Getting More 
Into the Marketplace

Middle East Critical to U.S. Security

Russia Pakistan

China

Iraq

DPRK

Iran

U.S. Needs Coalitions

Romig Figure 1
R01394

portrait above
landscape below

Close Democratic Elections
Make Tough Decisions Difficult

Governments Getting More 
Into the Marketplace

Middle East Critical to U.S. Security

Russia Pakistan

China

Iraq

DPRK

Iran

U.S. Needs Coalitions

FIGURE 1  Map showing the increasing complexity of geopolitics. Source: Sandia Na-
tional Laboratories.
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the world’s only superpower, it increasingly needs coalitions to support its global 
security efforts, such as in the Middle East, Afghanistan, Iran, and North Korea, 
in dealing with emerging Russian adventurism, and in domestic and international 
financial markets. All of these engagements are critical to U.S. security. And, 
while close elections and partisan politics make forging a national consensus on 
complex issues such as energy security and climate change difficult in democratic 
countries, autocratic governments such as in Russia and Venezuela have returned 
to the energy business and are aggressively using energy as a tool of national 
policy. 

At the same time, the character and nature of global conflicts have changed, 
and they will continue to evolve. For example, in the current geopolitical environ-
ment physical force alone may not resolve conflicts, and philosophical differences 
may be irreconcilable. Terrorism has become a reality, and an “unwillingness 
to kill” is viewed by some as weakness. Yet geopolitical and national security 
systems remain flexible to minimize conflict and permit economic development 
to progress.

Between 2005 and 2030 (Figure 2), world energy demand and carbon emis-
sions are expected to grow more than 50 percent, and consistent with the economic 
trends previously mentioned, developing countries will account for 80 percent 
of that increase according to the Energy Information Office. In 2030, liquid 
fuels, mostly petroleum based, would account for 33 percent of world energy 
demand, down slightly from 36 percent today. The share of coal would grow 
from 27 percent today to 29 percent, while the share of natural gas would remain 
at approximately 23 percent. Since renewables (including hydroelectricity) and 
nuclear power would remain at 8 and 6 percent respectively, the share of global 
energy from fossil fuels would remain at 86 percent. 

From an energy-security perspective, it is important to note that today’s fos-
sil-energy reserves are geographically concentrated. Some 60 percent of proven 
oil reserves are in the Persian Gulf and Russia—not the most stable regions in the 
world. Saudi Arabia, Iran, and Iraq account for 20, 10, and 9 percent, respectively, 
while Russia accounts for 5 percent. This same region also accounts for 68 percent 
of proven natural gas reserves. Russia has 27 percent, while Iran and Qatar have 
16 and 15 percent, respectively. Hence disturbances in the Persian Gulf and Russia 
will not only affect world oil markets, but will also affect the world natural-gas 
markets, as the international market for liquefied natural gas grows. 

Coal is more widely dispersed geographically. The United States has 27 per-
cent of proven reserves, while Russia, China, and India have 17, 13, and 10 percent 
each. However, because burning one BTU of coal releases 80 percent more carbon 
dioxide than a BTU of natural gas, and about 40 percent more than a BTU of oil, 
increasing restrictions on coal use are likely to be imposed in some countries.

Fortunately, according to the International Energy Agency (IEA), while the 
world produced some trillion barrels of oil by 2005, there are about 4.5 trillion 
barrels of oil yet to be produced. This includes OPEC Middle East oil, other con-
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ventional oil, heavy oil and bitumen, oil shale, oil in the Arctic, and increases in 
oil from enhanced recovery techniques.� Most of this oil can be produced for less 
than $50 to $70 per barrel ($2004). In addition, and not counted in these totals, 
are liquid fuels that can be produced from coal, natural gas, and biological materi-
als. However, it will take time, some improved technologies, and sizable capital 
investments to bring these various liquids on stream.

The same IEA study indicated that known resources of natural gas will last 
for many years. While 80 trillion cubic meters (TCM) have been produced, 370 
TCM, or more than 120 years supply at current consumption rates (2.9 TCM/year) 
remain. In addition, there are at least 248 TCM of nonconventional gas from coal-
bed methane, tight gas, and gas shales remaining. (Reliable worldwide estimates 
for nonconventional gas are not available, so these resources could be two to three 
times larger.) In addition, between 1,000 and 10,000,000 TCM of gas are locked 
in the form of hydrates in the seabed and permafrost, but their recovery status is 
unknown.

Simply having reserves and the ability to extract them, however, does not 
guarantee a secure supply that will not be disrupted. Physical protection of energy 
infrastructure—pipelines, tankers, and electricity—presents some unique security 
challenges, because infrastructure components are widespread, highly visible, and 
accessible. Many transportation and delivery nodes and links are exposed and in 
unstable and/or unfriendly regions. In addition, growing energy markets and inte-
gration will stretch infrastructure systems and add complexity to their operation 
and security. Nonetheless, we are making progress. We already have a wide range 
of tools, with more in development, to help protect energy infrastructure.

Research and development programs are under way to make advanced bio-
fuels from algae and cellulosic ethanol cost competitive and to explore “sunshine 
to petrol” (Figure 3), an advanced concept that would use solar-energy-powered 
catalytic reactors with water and carbon dioxide to make synthetic gasoline. Such 
technology would be key to minimizing our carbon footprint.

Although energy security is a challenging problem, the policy on global cli-
mate change is even more of a problem. To stabilize the atmospheric concentration 
of carbon and other greenhouse gases at current levels, which would ensure that 
human influence on climate would get no worse than it is today, would require a 
50 to 90 percent reduction in current emission levels, according to the Intergov-
ernmental Panel on Climate Change.� In effect, without carbon sequestration, the 
world would have to reduce its current use of fossil fuels by 50 percent or more; 
and unless developing countries like China also reduce their current use of fossil 
fuels by this amount, then the U.S. and the rest of the world would have to make 
even greater reductions.

�IEA, Resources to Reserves—Oil and Gas Technologies for the Energy Markets of the Future, 
2005.

� IPCC, Climate Change 2007 Synthesis Report, 2007. 
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Nuclear energy, through an integrated nuclear-power enterprise, can play a 
significant role in both energy security and in reducing carbon emissions. Sandia 
is helping to bring this about through efforts to ensure the safety and security 
of nuclear facilities, to solve the nuclear waste problem, to provide innovative 
nuclear-power options, and to help prevent nuclear proliferation (Figure 4). The 
latter issue will become increasingly important as nuclear power grows world-
wide. More enlightened ways of managing the nuclear fuel cycle and nuclear 
waste will be key to minimizing our nuclear footprint. 

Although our current near-term options for dealing with energy (especially oil 
and natural gas) security and carbon emissions are limited, we believe that a range 
of technology innovations will ultimately enable significant advances in energy 
security and reductions in carbon emissions (Figure 5). These advances will both 
enhance energy supply and reduce energy consumption, help improve the security 
of our energy infrastructure, and help reduce the carbon footprint. These advances 
will include high-performance computing, advanced robotics, advanced modeling 
and simulation, and microelectronic systems.

Some governments and automobile companies are working toward a future 
hydrogen economy, which they believe will address many of the current energy-
security and environmental issues related to our reliance on fossil fuels. A hydro-
gen economy could improve a number of current problems by reducing our oil 
dependence on the Middle East and Russia, reducing our fossil-based carbon 

FIGURE 3  Work is being done on producing a carbon-neutral, renewable gasoline. Source: 
Sandia National Laboratories. 
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FIGURE 4  Illustration showing the components of an integrated nuclear-power enterprise. 
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FIGURE 5  Technology innovations for a secure energy future. Source: Sandia National 
Laboratories.
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emissions, and helping to overcome “fixed resource” limitations of fossil fuels 
and their uneven distribution among countries. However, many hurdles would 
have to be overcome, such as onboard hydrogen storage, the lifetime of fuel cells, 
hydrogen production economics, lack of a hydrogen infrastructure, and carbon 
capture and storage, if the hydrogen is derived from fossil fuels. 

As a result, hydrogen fuel and vehicle systems are unlikely to have meaning-
ful market penetration until at least the mid-2020s. In the meantime, automobile 
manufacturers and others are seriously interested in developing and marketing 
a wide range of plug-in hybrid and battery-powered electric vehicles that may 
substantially decrease the use of petroleum-based fuels for automobiles. Although 
only a limited number of models is available today, most auto companies plan to 
offer additional models and options by 2010.

From a longer-range perspective, several advanced technologies are on the 
horizon that could very positively affect our energy system. Nanotechnology, in 
particular, has the potential to change energy supply and demand in ways we have 
only begun to consider. For example, solid-state lighting using quantum dots could 
cut power use for lighting by half. Ultra-high-strength, lightweight nanophase 
materials could improve car and airplane efficiency substantially. Nanoparticles 
and nanoarchitectures for energy conversion and storage may offer solutions to 
low-cost fuel cells and batteries.

SUMMARY AND CONCLUSIONS

The world economy and energy markets will become increasingly integrated 
and interdependent, although clearly the risk of “pull-back” and protectionism 
remains. Based on current trends, energy use and carbon emissions will increase 
substantially, driven by the developing world. In the near to medium term, the 
potential for supply shocks and price instability in oil and natural gas will increase. 
In addition, nuclear power will grow, and nuclear technology will spread, increas-
ing the risk of proliferation. Defense and military complexity will also increase, 
as will requirements for sound, timely intelligence. However, at the same time, 
major new energy-technology platforms based on renewables could transform 
economies and lead to the emergence of other energy markets. 

As both economic competition and cooperation intensify, the appetite for 
high-cost public policies in the United States that are inconsistent with com-
petitor countries will likely become more limited. At the same time, the need for 
consistent energy-security, environmental, and economic objectives and policies 
will grow. 

The protection of energy infrastructure will continue to be a critical com-
ponent of national security, and tools are being developed and improved to help 
provide that protection. Systems analysis, enhanced intelligence, and, as a last 
resort, military force may be brought to bear; and new technologies will enable 
new creative solutions to enhance protection even further.
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During the transition to more advanced energy and environmental technolo-
gies, international flexibility, cooperation, and partnering in many areas, including 
defense, intelligence, nonproliferation, public policy, and science and technology 
investment, will be critical to avoiding disruptions in energy supplies. Flexibility, 
cooperation, and partnering will also be necessary to support international eco-
nomic and political security, improve the health and well-being of the developing 
world, and provide a foundation for global and regional economic prosperity and 
environmental sustainability.
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