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a b s t r a c t

Mobile nodes in some challenging network scenarios, e.g. battlefield and disaster recovery
scenarios, suffer from intermittent connectivity and frequent partitions. Disruption Toler-
ant Network (DTN) technologies are designed to enable communications in such environ-
ments. Several DTN routing schemes have been proposed. However, not much work has
been done on designing schemes that provide efficient information access in such challeng-
ing network scenarios. In this paper, we explore how a content-based information retrieval
system can be designed for DTNs. There are three important design issues, namely (a) how
data should be replicated and stored at multiple nodes, (b) how a query is disseminated in
sparsely connected networks, and (c) how a query response is routed back to the issuing
node. We first describe how to select nodes for storing the replicated copies of data items.
We consider the random and the intelligent caching schemes. In the random caching
scheme, nodes that are encountered first by a data-generating node are selected to cache
the extra copies while in the intelligent caching scheme, nodes that can potentially meet
more nodes, e.g. faster nodes, are selected to cache the extra data copies. The number of
replicated data copies K can be the same for all data items or varied depending on the
access frequencies of the data items. In this work, we consider fixed, proportional and
square-root replication schemes. Then, we describe two query dissemination schemes:
(a) W-copy Selective Query Spraying (WSS) scheme and (b) L-hop Neighborhood Spraying
(LNS) scheme. In the WSS scheme, nodes that can move faster are selected to cache the
queries while in the LNS scheme, nodes that are within L-hops of a querying node will
cache the queries. For message routing, we use an enhanced Prophet scheme where a
next-hop node is selected only if its predicted delivery probability to the destination is
higher than a certain threshold. We conduct extensive simulation studies to evaluate dif-
ferent combinations of the replication and query dissemination algorithms. Our results
reveal that the scheme that performs the best is the one that uses the WSS scheme com-
bined with binary spread of replicated data copies. The WSS scheme can achieve a higher
query success ratio when compared to a scheme that does not use any data and query rep-
lication. Furthermore, the square-root and proportional replication schemes provide higher
query success ratio than the fixed copy approach with varying node density. In addition,
the intelligent caching approach can further improve the query success ratio by 5.3–15.8%
with varying node density. Our results using different mobility models reveal that the query
success ratio degrades at most 7.3% when the Community-Based model is used compared to
the Random Waypoint (RWP) model [J. Broch et al., A Performance Comparison of Multihop
wireless Ad hoc Network Routing Protocols, ACM Mobicom, 1998, pp. 85–97]. Compared to
the RWP and the Community-Based mobility models, the UmassBusNet model from the
DieselNet project [X. Zhang et al., Modeling of a Bus-based Disruption Tolerant Network
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Trace, Proceedings of ACM Mobihoc, 2007.] achieves much lower query success ratio
because of the longer inter-node encounter time.

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

With the advances in technology, we have many wire-
less computing devices e.g. PDAs, sensors, etc. Such devices
can form infrastructureless ad hoc networks and commu-
nicate with one another via the help of intermediate nodes.
Such ad hoc networks are very useful in several scenarios
e.g. battlefield operations, vehicular ad hoc networks and
disaster response scenarios. Many ad hoc routing schemes
have been designed for ad hoc networks but such routing
schemes are not useful in some challenging network sce-
narios where the nodes have intermittent connectivity
and suffer from frequent partitioning. Recently, Disruption
Tolerant Network technologies [1,2] have been proposed to
allow nodes to communicate with one another in such ex-
treme networking environments. Several DTN routing
schemes [3–6] have been proposed.

Although routing is an important design issue for such
sparsely connected networks, the ability to access informa-
tion rapidly is also an important feature that a DTN should
have since the ultimate goal of having such a network is to
allow mobile nodes to access information quickly and effi-
ciently. For example, in a battlefield, soldiers need to ac-
cess information related to detailed geographical maps,
intelligence information about enemy locations, new com-
mands from the general, weather information etc. In addi-
tion, a particular data item may be of interest to multiple
soldiers, so it makes sense to replicate the data item, and
store them at multiple nodes so that it can be accessed
by other nodes. This allows us to save battery power, band-
width consumption and the data item retrieval time. Such
data caching also means that the source of the data items
need not know the identities of the nodes that need to ac-
cess the data items.

Research on data access and dissemination techniques
in ad hoc and sensor networks is not new. For example
in [7], the authors consider the storage node placement
problem aiming at minimizing the total energy cost for
gathering data to the storage nodes and replying queries.
In [8], the authors study the optimal number of replicas
for a set of objects in large two-dimensional wireless mesh
networks such that the access cost can be minimized. Their
approach is not directly applicable to mobile networks
since they assume stationary nodes in their environments.
They also do not consider how a node can discover the rep-
licas of the data items. In [9], the authors propose three
distributed caching techniques for well-connected ad hoc
networks, namely CacheData, CachePath and HybridCache.
However, their techniques are only useful for well-con-
nected ad hoc networks.

Two key technologies enhance our ability to access
information efficiently on the Internet [19]. The first is
the indexing and search infrastructure e.g. Google’s search
engine that enables one to access information by collecting
and maintaining mappings of content to location. The sec-

ond is a caching infrastructure that maintains a mapping
from the content location to a cache location. These tech-
nologies, however, assume that the network devices are
strongly connected to the Internet and hence are not toler-
ant to disruption. In addition, current technologies do not
take into consideration that nodes move in some scenarios
(e.g. mobile devices carried by human beings riding in
vehicles). For a content-based information retrieval system
to work in challenging network scenarios, data items need
to be replicated and cached at different nodes. Questions
like how many copies of each data item need to be repli-
cated and which nodes should be selected to cache the rep-
licated data items need to be answered. In addition,
queries may need to be disseminated and cached by some
intermediate nodes to increase the chances of them being
answered in a timely manner. Again, the issue as to how
a querying node selects other nodes to store its queries
needs to be explored.

In this paper, we design a content-based information
retrieval system for Disruption Tolerant Networks. Our de-
sign focuses on answering questions related to data cach-
ing, query disseminations and message routing. For data
caching, we explore two data caching schemes, namely
(i) random caching and (b) intelligent caching. With random
caching, each node generating a data item creates K tokens
(representing K copies) and spread half of the tokens to the
nodes that they first encounter. With intelligent caching,
each node generating a data item only spreads the K tokens
to carefully selected nodes that they encounter. The node
selection is based on a friendliness metric: a node will be
selected if it can meet many other nodes. The value for K
can be fixed for all data items or varied depending on the
access frequencies of each data item. For query dissemina-
tion, we explore two possible schemes, namely (a) W-copy
selective query spraying (WSS) and (b) L-hop neighborhood
query spraying (LNS). In the WSS scheme, a querying node
carefully selects W nodes based on a friendliness metric to
cache replicated copies of the same query. In the LNS
scheme, the querying node disseminates each query to
its L-hop neighborhood. This is done by setting the TTL of
its query message to L and any intermediate node that re-
ceives a query with a TTL more than one will rebroadcast
the query after decrementing the TTL value. For message
routing, we use an enhanced Prophet [3] scheme that only
forwards messages to a next-hop node with an estimated
delivery probability to the destination that exceeds a cer-
tain threshold. Other routing schemes can also be used.

We conduct extensive simulation studies to evaluate
different combinations of these data and query dissemina-
tion schemes. Our simulation results reveal that the
scheme that performs the best is the one that uses intelli-
gent caching combined with the WSS scheme. With a fixed
replication factor of 5 for all data items, the WSS scheme
achieves a higher query success rate over the CacheData
scheme (a scheme proposed for well-connected ad hoc
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networks) in network scenarios with varying node density.
Our results also indicate that the WSS scheme achieves a
higher query success rate over the LNS scheme in scenarios
with varying node density. In addition, our results with
different mobility models indicate that the query perfor-
mance degrades by at most 7.3% when the Community-
Based (CB) mobility model [11] is used compared to that
achieved by the Random Waypoint (RWP) model [13] with
varying query/data expiration time. With the UmassBus-
Net model (a mobility model built from traces collected
in a vehicular ad hoc network) [14], the degradation can
be as large as 51% (with data/query expiration time of
750 s) or 31% (with data/query expiration time of 2000 s).

In this paper, we assume that a new copy of a data item
is generated only after the old copy expires so we do not
have to address the data consistency issue. Such an
assumption is reasonable for some application scenarios
e.g. surveillance images are only refreshed every 15 min.
In [24], the authors describe three types of consistency,
namely strong, delta, and weak consistency. Our cache de-
sign works for the weak consistency model but can also
work for delta consistency model with some minor
changes. For example, each node that replicates data to
other nodes stores the identifiers of these nodes so that
when it receives an invalidation message from the source
node, it can relay such messages so that old copies can
be removed. We also do not address security issues in this
work. More discussions on security design can be found in
[22]. Another important design issue is related to the nam-
ing of the data items. A declarative language that allows us
to specify facts, rules and location-based queries can ex-
tend the capabilities of current information retrieval sys-
tem. For example, one would be interested in gathering
traffic condition information within a kilometer radius
around the Washington, DC area on the fly. Some discus-
sions on knowledge-based declarative approaches can be
found in [19,20].

The rest of the paper is organized as follows: in Section
2, we discuss related work. In Section 3, we describe our
content-based information retrieval system for DTNs. In
Section 4, we present the performance evaluation of the
proposed schemes. In Section 5, we discuss additional de-
sign issues that need to be addressed before an effective
content-based information retrieval system can be de-
ployed in DTNs. We conclude by discussing some future re-
search that we intend to perform in Section 6.

2. Related work

2.1. DTN routing schemes

Several routing schemes have been designed for DTNs
[3–6,28]. A good summary of various DTN routing schemes
can be found in [27]. These different schemes can be
grouped into three categories. The first category [5] uses
special nodes called ferries to deliver messages between
partitioned networks. Ferry routes have a significant effect
on the data delivery performance, hence they need to be
designed efficiently. The second category [3,4] uses a mul-
tihop routing approach where contact history information

is used to determine the next hop node to which to pass a
message. For example, in [3], a probabilistic metric called
delivery predictability is used to determine if a node needs
to pass any stored messages to a new contact that it comes
across. The third category [25,26] uses a two-hop routing
approach where the intermediate nodes that receive mes-
sages from any source have to store the messages until
they can deliver the messages when they come into con-
tact with the destinations of the messages. Sometimes, era-
sure-coding is used to encode and divide the message into
multiple blocks and these different blocks are sent to dif-
ferent relays to increase the chances of a destination
receiving a particular message since the destination only
needs to receive a certain fraction of the encoded blocks
to reconstruct the original message.

2.2. Data caching schemes for ad hoc networks

In [16], the author considered the data replica allocation
problem in ad hoc networks. More specifically, the author
proposed three replica allocation methods, namely (a) sta-
tic access frequency (SAF) which makes use of the access
frequency to each data item, (b) dynamic access frequency
and neighborhood (DAFN) method which makes use of the
access frequency of data items and the neighborhood of
mobile hosts, and (c) dynamic connectivity based group
(DCG) which considers both the access frequency and the
whole network topology. In SAF, each mobile host caches
the data items that it accesses most frequently. In DAFN,
the approach is similar to SAF except that replications
among neighboring nodes are eliminated. In DCG, nodes
that are connected form groups and the replica allocation
is determined based on the group access frequency. The
disadvantage of these approaches is that they assume full
knowledge of access frequencies and the ability to share
such information in well-connected ad hoc networks.

In [7], the authors consider the storage node placement
problem in sensor networks with the goal of minimizing
the total energy cost for moving data to the storage nodes
and replying queries. The authors consider both fixed and
dynamic tree models. For the fixed tree model, the authors
give an exact solution on how to place storage nodes to
minimize total energy cost. For the dynamic tree model,
they design a scheme for each sensor node to select the
storage node that results in the minimum communication
cost for data forwarding and query diffusion and reply
once the storage nodes have been positioned. This ap-
proach is not applicable to our problem because they as-
sume that a single sink issues a query and that all the
nodes do not move.

In [8], the authors consider an optimal replication strat-
egy for large 2-D wireless mesh networks that can mini-
mize object access cost. They found that to minimize the
object access cost, the number of replicas for a data item
should have is proportional to p0.667 where p is the access
probability of the object. They also present an online opti-
mal replacement scheme and a localized replacement algo-
rithm that can approximate the optimal replication
scheme. Via simulations, they demonstrate that a signifi-
cant performance gain can be achieved by the optimal
strategy and their online replacement algorithm is very
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effective. Again, this approach is not applicable to the
problem we study in this paper because it assumes that
the nodes are fixed and that the access frequencies for all
the objects are known a priori.

In [9], the authors present three distributed caching
schemes, namely (a) CacheData which caches data items
that pass by a node, (b) CachePath which caches the path
to the nearest cache, and (c) HybridCache which caches
the data item if its size is small enough or else the path
to the data will be cached. An LRU policy is used for cache
replacement. These three approaches however do not take
into consideration how nodes within a neighborhood can
collaborate such that the data caching will result in better
access cost. In addition, their approach also assumes well-
connected ad hoc networks.

In [18], Stillerman has proposed flooding queries using
limited radius and also replicating objects to improve the
information retrieval latency. However, no detailed algo-
rithms have been provided on how to replicate the objects.
In addition, in our approach, the nodes carefully select
which nodes to replicate their queries rather than blindly
flooding them.

3. Content-based information retrieval design

There are three main components in our content-
based information retrieval system, namely (a) data cach-
ing, (b) query dissemination, and (c) message routing e.g.
routing query responses. Our system assumes that some
nodes generate data items and some nodes generate que-
ries. Note that data-generating nodes can also be query-
ing nodes. We further assume that all nodes are
cooperative i.e. they are willing to store data items or
queries when they are asked by other nodes. Each data
item and each query has an identifier associated with it
and has an expiration time e.g. a data item may look like
hDataID, Data, Expired_Timei, a query may be of the form
hQueryID, DataID, Expired_Timei. We assume all data
items (or queries) have the same expiration times. Data
items and queries are removed from storage nodes when
they expire. Our system supports both push and pull
mechanisms for information retrievals. For the push
mechanism, each node replicates K copies of a data item
it generates and pushes them to K selected nodes. The
mechanism for selecting the K cached nodes is called
the data caching scheme. Thus, newly generated informa-
tion is pushed to several nodes to improve the latency of
retrieving such information by other nodes. For the pull
mechanism, each node that generates a query can dis-
seminate copies of this query to W selected nodes or to
its L-hop neighborhood. More details on how queries
are disseminated will be discussed in the query dissemi-
nation section. Such query disseminations allow a node
to pull data faster. Thus, contents can be searched and
retrieved in our system even when connectivity is
disrupted. Last but not least, we need an efficient mes-
sage routing scheme to forward the query response
message back to a querying node. We discuss in details
the schemes we consider for these three components
below:

3.1. Periodic beacons

Periodically, each node broadcasts a beacon message.
Such beacons are used for node discovery purposes. Sev-
eral pieces of information are included in the beacon mes-
sage, namely (a) the node’s friendliness metric (FM), (b) a
list of the descriptions of the data items that are currently
stored in this particular node, and (c) a list of the descrip-
tions of the data items that are within the M-hop (M is set
to 2) neighborhood of this node. The friendliness metric is
a measured metric of the average number of unique nodes
that a node encountered during an observation period.
More details on how this metric is obtained will be given
in Section 2.2. For scalability, one can use the bloom filter
approach to store the meta-descriptions of data items that
are currently stored in a node. An example of such an
approach for resource-constrained devices can be found
in [29].

3.2. Data replication

For the push mechanism, we assume that each data
item is replicated to K copies where K can be set (a) the
same for all data items (referred to as the Fixed Replication
Scheme), (b) proportional to the access frequency of a data
item (referred to as the Proportional Replication Scheme),
and (c) proportional to the square-root of the normalized
access frequency of a data item (referred to as the
Square-Root Replication Scheme). To distribute K copies
of a data item, we assume that each newly generated data
item has K tokens associated with it. The source node then
selects a method to spread these copies to other nodes. In
[11], the authors propose a spray and wait routing scheme
where a source node generates L tokens for any message it
generates. During the spraying phase, a node, n1, that car-
ries a message copy with c tokens is allowed to spawn a
message copy, allocate some of the tokens (say m where
m < c to that message copy, and send it to another node
n2. The node n1 retains (c–m) tokens for its own copy.
Any node that receives a message copy with only one token
can only forward this message to the destination itself (this
is referred to as the wait phase). This scheme was origi-
nally designed for message routing but we use this idea
to disseminate replicated data items. Thus, in our work,
we assume that each node that receives a data item that
carries w tokens (where w > 1 will‘ retain bw2c tokens but
send a replicated copy with ðw� bw2cÞ tokens to a selected
next-hop node. Such binary spread of replicated data items
ensure that K copies can be distributed quickly. In chal-
lenging network environments where disruptions are fre-
quent and intercontact times may be large, the data item
may expire before K copies are replicated. Different nodes
in the network have different moving characteristics.
Hence, it is important to select the appropriate nodes for
spreading copies of a data item. In this work, we investi-
gate two methods that a node can use to select which
nodes to spread the extra copies to. We refer to the two
schemes as (a) the random caching scheme and (b) the
intelligent caching scheme. We describe these two
schemes below:
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3.2.1. Random caching
For the random caching, each node, j, which has (w > 1)

tokens for a data item will repeatedly pass a copy of the
data item with bw2c tokens to whichever node that it
encounters until w = 1.

3.2.2. Intelligent caching
Since the nodes may move with different maximum

speeds, the nodes that move faster can encounter more
nodes and hence are good candidates for storing replicated
data items. Thus, we propose having each node measure
the number of unique nodes that it observes within each
observation window (set to be the same as the beacon
interval in this paper) and maintains a metric called friend-
liness metric (FM) which is merely a smoothed estimate of
the average number of unique nodes it encounters during
an observation window. Let T be the observation window
interval, tn = [(n � 1)T,nT] be the nth observation window,
Vi(n) be the number of unique nodes observed by node i
during the nth observation window, and eV i be the
smoothed version of Vi(n). eV i is used as the FM metric of
node i. We show how eV i is updated after each observation
window in Eq. (1).

eV iðnewÞ ¼ aViðnÞ þ ð1� aÞeV iðoldÞ; ð1Þ

where a is the usual smoothing coefficient. A higher value
of a means the instantaneous value is given more weight
while a lower value indicates that past observed values
are given more weight. This smoothed FM value is included
in the beacon message that a node periodically broadcasts.
In the intelligent caching scheme, each node which has
w > 1 tokens for a data item will select a neighbor with a
FM value that exceeds a threshold, FM_threshold, to be a
storage node. This FM_threshold is chosen based on the
node density. We set it to be twice the average number
of nodes that a node can encounter in an observation win-
dow i.e. FM_threshold = 4vRNT/A where v is the average
node speed, R is the transmission range, N is the total num-
ber of nodes in the network, T is the observation window,
and A is the network area. The observation window is set to
be the same as the beacon interval in this work.

Fig. 1 illustrates the K-copy intelligent caching scheme
without the binary spreading of the tokens. K is set to 3
in the picture. Let us assume that the node N10 is the gen-

erator of a data item, d. Then, N10 needs to select three
storage nodes for the data item, d. At time t1, N10 selects
the first node it encounters, N4, to store the data since
the FM value of N4 exceeds the FM_threshold. Then, N4
starts advertising the data item to N5 and N6. Later, at time
t2, N10 moves and encounters N5 which also has an FM va-
lue that exceeds FM_threshold. Thus, N5 is also selected as a
storage node for the data item, d. As N10 moves along, it
encounters nodes N7, N1 at time t3 but since their FM val-
ues are below the FM_threshold, N10 does not select them
as storage nodes for the data item d. When N10 encounters
N8 with a FM value that exceeds the FM_threshold at time
t4, N10 selects this node to be the last storage node for the
data item, d. N4, N5, and N8 will then include a description
of the data item d in their beacons.

3.3. Query replication schemes

For the pull mechanism, we explore two query replica-
tion schemes, namely (a) the W copy selective query spray-
ing (WSS) scheme, and (b) the L-hop local neighborhood
spraying (LNS) scheme. Query replication can help to re-
duce the query response time but it can decrease the data
efficiency (which is defined as the number of transmissions
per query needed to get a response) because redundant re-
plies may be generated when multiple copies of the same
query exist in the network.

3.3.1. WSS scheme
In the WSS scheme, again the binary replication method

described in Section 3.2 is used for replicating queries. As-
sume that node i receives a copy of a query with w tokens.
When node i encounters node j, node i first checks if node j
has any data items within its local cache or M-hop neigh-
borhood for the queries that node i stores. If there is, then
node i will retrieve the corresponding data items. Other-
wise, node i checks the Friendliness Metric (FM) value of
node j. If the FM of node jexceeds the FM_threshold, node
i disseminates a copy of the query with bw2c tokens to node
j and retains ðw� bw2cÞ tokens for its own copy of the query.
Each node follows the same replication procedure until the
query has only one token.

In Fig. 2a, we illustrate how the WSS approach works.
Assume that a query with four tokens is generated at node
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Fig. 1. K-copy intelligent caching scheme.
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N8. N8 first encounters N6 which does not have the data
items that match N8’s new query. So, N8 disseminates
the query with two tokens to its neighboring node N6
whose FM value exceeds the FM_threshold. Then, N8
moves to an area within the transmission range of N4
and N9. Since N4 does have the data item N8 is looking
for, N8 requests for the data item. Thus, N8 gets back a
query response while N6 is still trying to distribute the
query.

3.3.2. LNS scheme
In the LNS scheme, each node that has a query broad-

casts a query message after setting the TTL of the query
message to be L. If a node does not have the data item re-
quested in the query, that node immediately relays such a
query after decrementing the TTL of the query message. In
addition, it will also store the query message. Any node, j,
that receives a query message with a TTL of one, will not
relay the query further even if node j does not have that re-
quested data item. If a node which receives the query has
the requested data item, it will immediately generate a
query response.

In Fig. 2b, we illustrate the LNS approach. N8 generates
a query and broadcasts it with a TTL of 3. N6 that receives
this query first stores the query since N6 does not have the
requested data item. Then, N6 relays the query to N3 be-
cause the TTL still exceeds one after decrementing. N3 does
not have the data item so it also stores and relays the query
to N1 and N2. Since N2 knows N7 has the data item (from
the periodic beacon N7 broadcasts), N2 requests for the
data item and sends a query response to N8. If N2 does
not have the requested data item, N2 merely stores the

query but does not relay the query further since the TTL
of the query that N2 receives is one.

Note that since a query is stored at multiple nodes
when either WSS or LNS approach is used, multiple query
responses may be generated. To increase the efficiency of
the information retrieval system, each node can cache
the identifiers of the query responses it has generated so
that it does not relay any redundant query responses. The
pseudo codes for our data caching schemes and WSS/LNS
query dissemination schemes can be found in our technical
report [30].

3.4. DTN message routing scheme

Once a query response is generated by a node, the query
response will be delivered to the querying node using the
underlying DTN message routing scheme. In this paper,
we consider a DTN routing scheme which is an enhanced
version of the Prophet [3] scheme. Prophet uses the history
of encounters and transitivity to route messages for inter-
mittently connected networks. In this scheme, each node
broadcasts a beacon periodically. Prophet requires each
node A to compute a probabilistic metric called the deliv-
ery predictability for each known destination B. This met-
ric indicates how likely it is that node A will be able to
deliver a message to that destination. When two nodes
meet, they exchange summary vectors which contain the
delivery predictability information stored at the nodes.
This information is used to update the internal delivery
predictability vector according to the following three equa-
tions, and then the information in the summary vector is
used to decide which messages to request from the other
node based on the forwarding strategy used. In Prophet,
a node will forward a message to another node it encoun-
ters if that node has higher delivery predictability to the
destination than itself. Such a scheme was shown to pro-
duce superior performance than epidemic routing [10].
The three equations used for updating the delivery predict-
ability are as follow:

Pða; bÞ ¼ Pða; bÞold þ ð1� Pða; bÞoldÞ � a; ð2aÞ
Pða; bÞ ¼ Pða; bÞold � ck; ð2bÞ
Pða; cÞ ¼ Pða; cÞold þ ð1� Pða; cÞoldÞ � Pða; bÞ � Pðb; cÞ � b:

ð2cÞ

Eq. (2a) is used to ensure that the nodes that are often
encountered have a high delivery predictability. a is the
initialization constant whose value lies between 0 and 1.
Eq. (2b) is the aging equation which is used to reduce the
delivery predictability when a pair of nodes does not
encounter each other. c is the aging constant whose value
lies between 0 and 1. The delivery predictability also has a
transitive property [3] such that if node A frequently
encounters node B, and node B frequently encounters node
C, then node C probably is a good node to which to forward
messages destined to node A. Eq. (2c) shows how this tran-
sitivity affects the delivery predictability where b is a scal-
ing constant which decides how large an impact the
transitivity should have on the delivery predictability. In
[3], a is set to 0.75, b is set to 0.25 and c is set to 0.98. When
a node receives a message that needs to be relayed, it will
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hold the message until it can pass it to a neighboring node
which has the highest delivery predictability to the desti-
nation. Our simulation studies indicate that Prophet is
not a loop-free routing protocol and hence may result in
an unnecessarily long delivery path. Thus, we enhance Pro-
phet to let a node hold a packet until it can find a next-hop
node with a delivery predictability that exceeds a thresh-
old, DVR_Th, to the destination. This enhancement signifi-
cantly reduces the number of hops it takes to deliver a
packet to its destination and hence increases the data effi-
ciency. The price to pay is a probable increase in the deliv-
ery latency.

4. Performance evaluation

In this section, we first present the analysis of a scheme
where the data items are duplicated using the binary
spread approach but there is no query dissemination. We
refer this scheme as the No Query Duplication (NQD)
scheme. This is one of the schemes which we study that
can be analyzed and can be used as a baseline to compare
against other schemes that use query duplication. Next, we
compare the analytical results we obtain with the simula-
tion results. Then, we use simulation studies to compare
the different querying and replication schemes and study
the impact of different parameter values on the query
performance.

4.1. Analytical approach for the NQD scheme

Let us assume that there are N nodes within a network
area of A. We further assume that the nodes are uniformly
distributed over the network area. The average node speed
is v and the transmission range of the radio at each node
is R. The period for a node to encounter another node is
t = (A/N)/(2vR). The data expiration time is Te. Let us con-
sider a node (S) which generates a data item i. Using the
binary spread method, the maximum number of copies
that node S can disseminate before the data expires is
2bTe=tc. If node S intends to disseminate K number of copies
of the data item i to different K nodes, the number of copies
that node S can indeed disseminate is Ci ¼minðK;2bTe=tcÞ.
When a query for data item i is generated at node B, node
B will search its own cache and its 2-hop neighbor’s cache
for data item i. The number of nodes within 2-hop trans-
mission range for node B (including itself since node B
caches data items as well) is NB = p(2R)2N/A. For data item
i, there are Ci copies in the network. The probability that
the querying node B finds the data item i is

Pi¼1� 1�Ci

N

� �NB

where NB¼
p4R2N

A
;Ci¼min K;2

Te
tb c

� �
:

ð3Þ

We conduct some simulation experiments to understand
how close the observed success ratio from the simulation
is compared to what is predicted from Eq. (3). In our exper-
iments, we set K, N, Te and R to 5, 40, 1000 s, and 250 m,
respectively. We vary A as 1000 m � 1000 m, 2000 m �
2000 m, 3000 m � 3000 m and 4000 m � 4000 m. We plot

the simulation and the analytical results (obtained using
Eq. (3)) in Fig. 3. The results indicate that our analytical
and the simulation results match closely.

4.2. Simulation setup

To investigate the usefulness of different combinations
of our designed schemes, we implement the different data
caching, query spraying and message routing schemes in
NS-2 version 2.29 [12]. We assume that the wireless band-
width is 2 Mb/s and the transmission range is 250 m. For
some experiments, we use a network that consists of 40
nodes that are randomly placed in a network area. We
use four sizes for the network area, namely (a) 1000 m �
1000 m, (b) 2000 m � 2000 m, (c) 3000 m � 3000 m
(default) and (d) 4000 m � 4000 m. To show that our
designed schemes still work for larger scale networks, we
increase the network size to 100 nodes and the corre-
sponding network areas to (e) 1600 m � 1600 m, (f)
3200 m � 3200 m, (g) 4750 m� 4750 m and (h) 6300 m�
6300 m in order to maintain the same network density as
the 40-node scenarios. The enhanced prophet scheme is
used to route query responses back to the querying nodes
and DVR_Th is set to 0.1. This value is chosen after some
experiments and seems to provide better data efficiency
values for the scenarios we study. The query success ratio
is not too sensitive to the value chosen for DVR_Th but
the data efficiency is. For the WSS scheme, M is set to 2
because no additional control messages are needed to
maintain such information and using larger number does
not help since topology changes frequently in sparse ad
hoc networks. To avoid having too many redundant query
responses, we set W in the WSS scheme and the L in the
LNS scheme to 5.

4.2.1. Node movement model
The nodes move either according to (a) the random

waypoint (RWP) mobility model [13], (b) the UmassBusNet
[14] model and (c) the Community-Based (CB) mobility
model [11]. These mobility models are chosen because (i)
RWP is a well-known mobility model, (ii) the UMassBusNet

Fig. 3. Analytical and simulation results for the NQD scheme with varying
node density.
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model is based on traces collected from a real vehicular ad
hoc network and (iii) the CB model is a non-homogeneous
model. For the RWP model, each node selects a random
destination and moves towards the destination with a
speed chosen randomly between (vmin, vmax) m/s. After
the node reaches its destination, it pauses for a period of
time and repeats this movement pattern. Unless otherwise
stated, vmin is set to 1, and vmax is set to 5 m/s for all nodes
in the homogenous model (referred to as RWP). For the
UMassBusNet model, we extract the locations of twenty
buses at different times from multiple traces, and scale
their relative locations to fit into the geographical area of
interest. We mimic the CB mobility model proposed in
[11] as follows: 50% of nodes randomly choose their initial
locations and move according to RWP within a restricted
area (1% of the total area) centered around their initial loca-
tions; while, the other 50% of nodes moves freely according
to RWP within the entire simulation area.

4.2.2. Data item generation model
For the small scale 40-node network scenarios de-

scribed above, 10 out of the 40 nodes generate data items
and each node generates two data items periodically. For
the large scale 100-node network scenarios described
above, 5 out of 100 nodes generate data items and each
node generates 20 data items periodically. For the CB mod-
el, the data nodes are selected from those nodes that move
within a small area. The data item interval is set to be the
same as the data expiration time so that we can keep the
total number of unique data items fixed. In this paper,
we assume that each data item has a fixed expiration time.
The default data item expiry time is set to 1000 s. Interme-
diate nodes check the expiration time of the data item con-
tained within a query response they receive. Any query
response messages that contain expired data items will
be dropped. In the future, we intend to explore the
scenario where data item expiration time is not fixed. For
such scenarios, the data consistency issue needs to be dealt
with.

4.2.3. Query model
The query model is similar to what has been studied in

the past [8,9]. Twenty nodes generate read-only queries
periodically. For the CB model, the querying nodes are se-
lected from those nodes that move locally. The access pat-
tern is based on the Zipf-like distribution which has been
frequently used in [15] to model a non-uniform access pat-
tern. In the Zipf-like distribution, the access probability of
the ith (1 6 i 6 N) data item is represented as follows:

Pi ¼
1

ih
Pn

k¼1
1
kh

; ð4Þ

where 1 6 h 6 1. h is used to represent the skewness of the
queries. When h = 1 (the default value we use), it follows
the strict Zipf distribution. When h = 0, it follows the uni-
form distribution. Larger h results in more ‘‘skewed” access
distribution. h = 0.8 has been shown to generate access pat-
tern similar to those real web traces [15]. Each node allo-
cates enough buffer space to store 500 queries. Unless
otherwise stated, the query expiration time is set to 1000 s.

The performance metrics that we use to compare differ-
ent combinations of schemes are

� Query success ratio – this is measured as the average
number of successful queries (those which the querying
node receives responses before the query expires) over
the total number of queries generated.

� Query response time – this is measured as the average
time it takes for the successful query response to arrive
back at a node which issues a query.

� Data efficiency – this is measured as the number of use-
ful data bytes over the total transmitted data bytes (does
not include control overhead).

� Overall efficiency – this is measured as the number of
received data bytes over the total number of transmitted
bytes (which include control overhead).

Each data point that we report in the simulation results
is the average of ten runs. Each simulation has a warm up
period of 1000 s. Queries are generated only after the
warm up period and a total of 1000 queries are generated.
The default query rate is one query every 5 s. After that, the
simulation continues for another 5000 s to allow more
queries to be completed.

4.3. Simulation results

In this section, we present our simulation results1 for the
various experiments we conduct. In our first set of experi-
ments, we are interested in understanding how sensitive
the query performance of the WSS scheme is to the
FM_threshold value. Next, we conduct an experiment to
understand which combinations of the data and query repli-
cation schemes will work better in different node density.
We are also interested in comparing our schemes with the
CACHE-DATA scheme described in [9]. Our results indicates
that WSS performs the best when the RWP model is used.
However, we are interested in knowing whether WSS still
performs well when different mobility models are used. Thus,
we conduct another set of experiments where we study the
performance of the WSS scheme using three mobility models,
namely the RWP model, the CB-model, and the UMassBusNet
model. These mobility models have different characteristics
e.g. the CB model is a non-homogeneous model where the glo-
bal nodes can reach more nodes while the local nodes cannot.
We anticipate that the query performance will degrade when
the nodes move such that they incur longer node encounter
time e.g. in the UMassBusNet model. We also anticipate that
the query performance achieved in the CB model may be bet-
ter than the UMassBusNet model since our scheme utilizes
the friendliness metric to select nodes to cache data items.

In our fourth set of experiments, we are interested in
understanding whether we can see better query perfor-
mance when we use either the proportional or square-root
replication techniques rather than the fixed copies ap-
proach for the case where the queries follow a Zipf-based
model. In sparsely connected environments and finite data
expiration times, not all copies of the frequently assessed

1 Some preliminary simulation results were presented in [17].
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data items can be replicated before the data expires. Lastly,
we study the performance gain that can be achieved with
intelligent caching over what can be achieved using random
caching when a non-homogeneous mobility model is used.

4.3.1. Impact of FM_threshold on query performance
We first conduct an experiment to evaluate the impact

of the FM_threshold on the query performance of the WSS
scheme. We use the network scenario with 40 nodes dis-
tributed over 3000 � 3000 m2. The nodes are assumed to
move according to the CB model. The data and query expi-
ration time is set to be 1000 s. Ten nodes generate data
items. The data generation rate of each data source is set
such that we maintain a total of 400 data items in the net-
work. 20 nodes generate queries with each querying node
generates 1 query/5 s. The Zipf-based querying model is
used. The intelligent data caching scheme is used and
WSS is used as the query dissemination scheme. The data
replication factor, K, is set to be 5. M is chosen to be 2
and W is chosen to be 5 for the WSS scheme. The proposed
FM_threshold (=4vRNT/A) value with R = 250 m and
v = 3 m/s and t = 5 s is 0.067. Table 1 shows the query suc-
cess rate as the FM_threshold is varied from 0.03 to 0.09.
The results indicate that the query performance is the best
when FM_threshold is set at 0.07 (closed to the proposed
threshold). Thus, we use this setting for the rest of our sim-
ulations using the WSS scheme.

4.3.2. Impact of data and query replication schemes
Next, we investigate whether it makes a big difference

when different data and query replication schemes are
used. The enhanced Prophet scheme is used to route query
responses back to the querying node. In this experiment,
we use the network scenario where 40 nodes are distrib-
uted over 1000 � 1000 m2, 2000 � 2000 m2, 3000 � 3000
m2 and 4000 � 4000 m2. We use the Random Waypoint
mobility model where all nodes have a maximum speed
of 5 m/s. As in the previous section, 10 nodes generate data
items, and 20 nodes generate Zipf-based queries. Each que-
rying node generates one query every 5 s. Five different
data/query replication schemes are simulated, namely (a)
the No Data Duplication (NDD) scheme where no data
and query replication is used; (b) the No Query Duplication
(NQD) scheme where only binary spreading scheme is
used for data replication; (c) LNS, which uses the binary
spreading scheme for data replication and LNS query dis-
semination; (d) WSS, which is the same as (c) except that
WSS is used for query dissemination; and (e) CACHE-DATA,
which is a data caching scheme proposed for dense sensor
network in [22]. For cases (c) and (d), we set the data rep-
lication factor to be 5. For the WSS scheme, we set W to 5
but for the LNS scheme, we set L to 2. Table 2 summarizes
the five schemes we consider in this set of experiments.

Fig. 4a–c plots the average query success ratio, the aver-
age query response time (for successful queries), and the
data efficiency obtained for this set of experiments. The re-
sults in Fig. 4a show that WSS is the best scheme. When
compared to the NDD scheme, the NQD scheme achieves
54–270% higher query success ratio with varying node
density. The much improved query success ratio shows
the great benefits of replicating data items in DTN environ-
ments. When queries are replicated (using either LNS or
WSS scheme), we can achieve an additional 3–80% query
success rate improvement. Overall, the WSS scheme
achieves 45–460% higher query success rate when com-
pared to the NDD scheme. WSS achieves 7% higher query
success rate when compared to that achieved using the
CACHE-DATA scheme in a relatively dense network (40
nodes over 1000 � 1000 m2) and 200% higher query suc-
cess rate in a sparse environment (40 nodes over
4000 � 4000 m2). The query success rate for the NQD,
LNS and WSS schemes are much better than the CACHE-
DATA scheme when the network is sparse due to the data
replication. Replicated data copies allow more queries to
be answered from the caches. The WSS and LNS schemes
are better than the NQD scheme due to the query replica-
tion. WSS achieves 3.7–6.7% higher query success ratio
than LNS. Table 3 tabulates the average number of query
copies for the WSS and LNS schemes at different node den-
sities. The numbers show that both schemes have compa-
rable number of replicated query copies. Thus, WSS
performs better because the query messages are more
likely to be disseminated to nodes with higher FM values
when the WSS scheme is used, and such nodes have better
chances of meeting the nodes that cache the queried data
items.

The results in Fig. 4b show that NQD, LNS and WSS have
shorter response times than the CACHE-DATA scheme in
sparse networks due to the data replication. Replicated
data copies allow more queries to be answered from the
caches and hence shorter response time. The CACHE-DATA
scheme has shorter response time than others in the dense
network because flooding is used to discover the queried
data item, but such a flooding method is still not sufficient
to retrieve data items before queries expire in a sparse net-
work. WSS has longer query response time than the NQD,
NDD and LNS schemes because more queries which fail
in other schemes are successful when WSS is used but
such successful query responses take longer hops. How-
ever, if we consider only those packets that are successfully
delivered in all schemes, the response time achieved by
NQD, LNS and WSS are similar. The results in Fig. 4c show
that WSS and LNS have lower data efficiency than the
NQD scheme since more query responses are delivered

Table 1
Query performance vs. FM_threshold for the WSS scheme.

FM_threshold 0.03 0.05 0.07 0.09

Success rate 0.60 0.61 0.64 0.59
Response time 92 93 91 91
Data efficiency 0.28 0.28 0.29 0.29

Table 2
The five schemes considered.

Schemes Descriptions

NDD No data/query replication
NQD Query replication only
LNS Query replication with LNS for query dissenmination
WSS Query Replication with WSS for query dissenmination
CACHE-DATA Data caching scheme [9]
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via longer hops and there are redundant query responses
due to the query replication.

4.3.3. Impact of mobility model
In this subsection, we investigate how query success ra-

tio changes when different mobility models are used. This
experiment was conducted to ensure that our schemes can
perform better than existing schemes that do not use data
and query replications in some well-known or useful
mobility models. We consider three mobility models,
namely (a) the Random Waypoint (RWP) mobility model
[13], (b) the Community-Based (CB) mobility model [11]
and (c) the UmassBusNet [14] model. We use the 40-node
distributed over 3000 � 3000 m2 network scenario. In our

experiments, we set the data and query expiration times
to be the same, and vary their values from 750, 1000,
1500 to 2000 s. We set K = 5 for the data replication factor
for the first two mobility models and set K = 3 for the
UmassBusNet model in order to keep the percentage of
nodes having data items the same for all models (since
only 20 nodes with long enough moving activities are
found in the UMassBusNet traces). Since the success ratio
for the UmassBusNet model is not high when we set
K = 3, we further try K = 5. Our results show that perfor-
mance can be improved by choosing a higher K value for
the UMassBusNet model. Here, we only report the simula-
tion results using the WSS scheme since this is the best
scheme. The query replication factor, W, for the WSS
scheme is set to 5. The comparison results between the
WSS and the LNS schemes for the CB model are also in-
cluded in Appendix 1.

The results for the average query success ratio, the aver-
age query response time (for successful queries), and the
average data efficiency are plotted in Fig. 5a–c. The results
from Fig. 5a show that as the data/query expiration time
increases, the query success ratio increases since more

Fig. 4. Comparison of different schemes using 40-node network.

Table 3
Average number of copies/query for WSS and LNS schemes.

Area (m2) 1000 � 1000 2000 � 2000 3000 � 3000 4000 � 4000

WSS 5 4.5 3.9 3.2
LNS 4.8 4.3 3.8 3.3
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queries can enjoy the benefits of data/query caching. The
results in Fig. 5a also show that the highest query success
ratio is achieved using the RWP mobility model, followed
by the Community-Based mobility model, and the UMass-
BusNet model. This is because the RWP mobility model has
the shortest inter-contact time, followed by the Commu-
nity-Based (CB) mobility model, and the UMassBusNet
model. For example, with a 750 s query expiration time,
a node in the RWP model can have about four encounters
before the query expires. Corresponding numbers for the
CB model and UMassBusNet model are 3 and 1.3, respec-
tively. For a 2000 s query expiration time, the correspond-
ing number of node encounters for the three models (RWP,
CB and UMassBusNet) are 11, 8 and 3, respectively.

The results in Fig. 5b show that the average response
time is the smallest with the RWP model, followed by
the Community-Based model, and the UMassBusNet mod-
el. Again the large delay for the UMassBusNet model is
caused by its high intercontact time.

4.3.4. Impact of different data replication schemes
In traditional peer-to-peer networks, it has been shown

that both the proportional and square-root replication

methods [21] can achieve better data retrieval perfor-
mance. Since in DTN environments, the nodes may not
meet one another for a long time, therefore, not all copies
of the frequently accessed data items can be replicated be-
fore the data expired. Thus, we are interested in under-
standing how much difference in performance one can
see when the proportional and square-root replication
schemes are used compared to the fixed copy scheme in
DTNs. We use the network scenario with 100 nodes dis-
tributed over an area of size (a) 1600 m � 1600 m, (b)
3200 m � 3200 m, (c) 4750 m � 4750 m and (d)
6300 m � 6300 m. For the proportional and square-root
schemes, we assume the total number of buffers in the net-
work allocated for storing all the replicated data items is
400. Five nodes generate data items, and 20 nodes generate
queries. Each querying node generates one query every 5 s.
Using the proportional replication scheme, the number of
replicated copies for the top 5 most frequently accessed
data items are (i) 72, (ii) 35, (iii) 25, (iv) 19 and (v) 16,
respectively. Using the square-root method, the number
of replicated copies for the top 5 most frequently accessed
data items are (i) 21, (ii) 15, (iii) 12, (iv) 10 and (v) 10. For
the fixed method, we set the replication factor K = 4 (which

Fig. 5. Performance difference using different mobility models.
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uses the same total number of buffers (400) to store repli-
cated data copies). The query and data expiration times are
both set to 3000 s.

Fig. 6a–c plot the average query success ratio, the aver-
age query response time and the average data efficiency at
different node density when different data replication cop-
ies are used. The results indicate that the proportional and
square-root methods achieve 4.2–12.2% improvement in
query success rate when compared to the fixed copy meth-
od. Our results also indicate that the square root method
has the highest query success ratio, the lowest average re-
sponse time among the three replication schemes. In
Fig. 6b, we observe that the average successful query re-
sponse time seems to be the lowest for the scenario with
100 nodes over 3200 m � 3200 m. As the node density de-
creases, the longer inter-node encounter time is expected
to cause the average query response time to increase. So,
we only need to explain why the average query response
time for the denser scenario (100 nodes over
1600 m � 1600 m) is higher. When the network becomes
denser, more queries that fail to succeed in the less dense

scenario can be successful but these transactions take
longer time to complete. For example, when the network
density increases from 100 nodes over 3200 m � 3200 m
to 100 nodes over 1600 m � 1600 m, the query success ra-
tio using the square-root replication scheme increases
from 78% to 87% and the mean query response time in-
creases from 25 s to 37 s. If we consider only the same
query responses which contribute to the 78% success ratio
for both network densities, then their mean query re-
sponse times are similar, which are 25 s and 24 s, respec-
tively. The longer query response time with higher node
density is caused by the longer mean query response time
(201 s) of the remaining 9% (from 78% to 87%) queries that
succeed in the dense scenario but fail in the less dense sce-
nario. As for data efficiency, the proportional method
achieves the highest data efficiency because it replicates
many copies of those frequently accessed data items and
hence such items can usually be found in the caches. How-
ever, the data efficiency achieved by the square root meth-
od when the network is very sparse is similar to that with
the proportional method.

Fig. 6. Impact of different replication copies.
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4.3.5. Impact of intelligent and random caching schemes
In this section, we compare the performance difference

when intelligent or random caching schemes are used.
We use the network scenario with 100 nodes spread over
(i) 1600 m � 1600 m, (ii) 3200 m � 3200 m, (iii) 4750 m �
4750 m and (iv) 630 m � 6300 m. The nodes move accord-
ing to the CB model where 50 nodes move locally (within
1% of the total area) and 50 nodes move globally over the
entire area. The data and query expiration times are both
set to 3000 s. Five nodes generate data items, and 20 nodes
generate queries, each generating 1 query/5 s. The items
queried follow the Zipf model. We use the square-root rep-
lication scheme with a total buffer capacity of 400. Fig. 7a–c
plot the query success ratio, the average response time and
the data efficiency for the intelligent and random schemes
with different node densities. The results indicate that the
intelligent caching scheme improves the query success ra-
tio by 5.3–15.8% with varying node density when compared
to the random caching scheme. Some of the queries that fail
using the random scheme can be answered using the intel-
ligent scheme but these are accomplished with more hops

and hence we see a slightly larger query response time
and smaller data efficiency for the intelligent scheme.

5. Discussion

Using simulation studies, we have shown that data and
query replications help to improve the query success ratio
in sparsely connected mobile ad hoc networks. The WSS
query dissemination scheme combined with the binary
spread data replication method can improve the query suc-
cess ratio by 45–460% in networks with varying node
densities. In addition, our results also indicate that the
square-root replication scheme can still improve the query
performance over the fixed copy approach, even though in
some cases, not all copies of the same data item can be rep-
licated before the data expires in very sparse mobile ad hoc
networks.

To successfully deploy an effective information retrieval
system in DTN, apart from the data/query dissemination
and replication issues discussed in earlier sections of this
paper, there are three other important issues that need to

Fig. 7. Intelligent vs. random caching schemes.
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be addressed. One is related to security. We need to ensure
that data items can only be accessed by legitimate nodes.
We refer the readers to another paper [22] for discussions
on the security related issues. The second topic is related
to an efficient design of indices for the cached data items
so that a node can quickly determine if the newly encoun-
tered nodes carry any data items that match the queries
stored locally. In [19], a simple meta-data structure is de-
scribed. More research needs to be done in this area. The
third topic is related to the late binding issue discussed in
[2,19]. In traditional well-connected networks such as the
wired Internet or cellular networks, destination names
are typically resolved at the source to routable identifiers
e.g. IP addresses. This is typically facilitated by a quasi-sta-
tic DNS hierarchy. In networks subject to disruption, such
information to map destination names to routable identifi-
ers may not be readily available at the source and the nodes
that carry such information may not be reachable by the
source. Thus, in DTNs, late binding is proposed to defer
the name resolution as late as possible. In [19], the authors
propose using a declarative logic language in addition to
attaching a meta-data extension block to carry information
for the name resolution. Again, more work needs to be done
to ensure that researchers agree upon a common language
for describing physical objects e.g. sensor nodes in a certain
location where information is stored so that such informa-
tion can be retrieved easily without requiring the querying
node to know the identifiers of these objects.

6. Concluding remarks

In this paper, we have presented the design of an infor-
mation retrieval system for Disruption Tolerant Networks.
We focus mainly on using data and query replications to im-
prove the query performance. We also discuss how nodes
should be selected to cache the replicated data copies. In
our information retrieval system, we show that the intelli-
gent caching scheme provides better query performance
when compared to the random caching scheme. In addition,
we show that query replication is effective in improving the
query performance. Both query replication schemes,
namely the W-copy selection spraying (WSS) scheme and
the L-hop neighborhood query spraying (LNS) scheme pro-
vide higher query success ratio. The WSS scheme performs
better than the LNS scheme because it uses a binary spread
method to duplicate queries to nodes that have higher
chances of meeting other nodes. The WSS scheme can pro-

vide 45–460% improvement in the query success rate when
compared to that achieved using the NDD scheme. The
query performance is greatly affected by the mobility mod-
els. Our results using different mobility models reveal that
the query success ratio degrades by at most 7.3% when the
community model is used compared to the RWP model.
The UmassBusNet model achieves a much lower query suc-
cess ratio when compared to the RWP and community mod-
els. The poorer performance achieved by the UmassBusNet
model is due to its long inter-node encounter time. Our
investigations also reveal that the proportional and
square-root replication schemes achieve higher query suc-
cess ratios than the fixed copy approach.

In this paper, we only consider three mobility models. We
are interested in studying other mobility models e.g. those
built using traces obtained from community networks [23]
or other vehicular ad hoc networks. In this work, we also as-
sume that data items have a fixed expiration time. In real life
scenarios e.g. battlefields, the expiration times of the data
items may not be known ahead of time so mechanisms to
invalidate old data need to be designed such that queries will
not be answered using stale information. One possibility is
to spread multiple copies of data invalidation packets such
that nodes that carry stale information will delete expired
data items upon receiving the data invalidation packets. In
addition, we intend to explore how indices can be designed
to allow for efficient data advertisement and retrievals since
data retrieval schemes have to be implemented on small
mobile devices like PDAs. Data-centric security design needs
to be done to ensure that only legitimate nodes are allowed
to access and retrieve data in an information retrieval sys-
tem operating in challenging network environments. Last
but not least, we intend to build a medium size testbed that
demonstrates our information retrieval schemes.

Acknowledgements

This work has been supported by DARPA under Contract
W15P7T-06-C-P430. Any opinions, findings, and conclu-
sions or recommendations expressed in this paper are
those of the authors and do not necessarily reflect the
views of the sponsor of this work. We thank the anony-
mous reviewers for very useful comments that help to im-
prove the presentation of the paper.

Appendix 1

Here, we present the results that compare the query
performance of the WSS and LNS schemes when the CB
model is used. The network scenario used is the one with
40 nodes distributed over the 3000 � 3000 m2 and the
nodes move according to the CB model. The data/query
expiration time is varied from 750 s to 2000 s. The query
generation rate is set at 1 query/s. The data replication
factor is set to 5 while W is set to 5 for the WSS scheme,
and L is set to 4 for the LNS scheme. The values for the
query replication factor are chosen such that the number
of query replication is the same for both schemes. Table
4 tabulates the results we obtain for both the WSS and
LNS schemes. The results indicate that the WSS scheme
gives better delivery ratio than the LNS scheme. The lower

Table 4
Query performance comparison between the WSS and LNS schemes for the
CB model.

Expiration time 750 1000 1500 2000

(a) Delivery ratio
WSS 0.43 0.54 0.73 0.79
LNS 0.39 0.50 0.70 0.75

(b) Avgerage query response time
WSS 71 59 38 26
LNS 55 50 32 23

(c) Data efficiency
WSS 0.23 0.23 0.24 0.25
LNS 0.25 0.26 0.27 0.27
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average response time for the LNS scheme is misleading.
When we consider only those queries that are successful in
both schemes, the average query response times for both
schemes are the same. Those queries that are not successful
in the LNS scheme but successful in the WSS scheme take
longer to complete, and thus result in slightly higher aver-
age query response time seen for the WSS scheme.

References

[1] K. Fall, A delay tolerant network architecture for challenged
networks, in: Proceedings of ACM Sigcomm, 2003.

[2] V. Cerf et al., Delay Tolerant Networking Architecture, IETF RFC 4838,
Informational, June 2007.

[3] A. Lingren et al., Probabilistic routing in intermittently connected
networks, in: Proceedings of Workshop on Service Assurance with
Partial and Intermittent Resources, August 2004.

[4] J. Burgess et al., MaxProp: routing for vehicle-based Disruption
Tolerant Networks, in: Proceedings of IEEE Infocom, 2006.

[5] M.M.B. Tariq, M. Ammar, E. Zegura, Message ferry route design for
sparse ad hoc networks with mobile nodes, in: Proceedings of ACM
Mobihoc, May 2006.

[6] M. Chuah, P. Yang, Node density-based adaptive routing scheme for
Disruption Tolerant Networks, in: Proceedings of IEEE Milcom, 2006.

[7] B. Sheng et al., Data storage placement in sensor networks, in:
Proceedings of ACM Mobihoc, May 2006.

[8] S. Jin, L. Wang, Content and service replication strategies in multihop
wireless mesh networks, in: Proceedings of MSWiM, October 2005.

[9] L. Yin, G. Cao, Supporting cooperative caching in ad hoc networks, in:
Proceedings of IEEE Infocom, 2004.

[10] A. Vahdat, D. Becker, Epidemic routing for partially connected ad hoc
networks, Technical Report CS-200006, Duke University, April 2000.

[11] T. Spyropoulos et al., Efficient routing in intermittently connected
mobile networks: multiple copy case, in: IEEE/ACM Transactions on
Networking, February 2008.

[12] The network simulator ns-2, [Online] at <http://www.isi.edu/
nsnam/ns/>.

[13] J. Broch et al., A performance comparison of multihop wireless ad
hoc network routing protocols, in: Proceedings of ACM Mobicom,
October 1998, pp. 85–97.

[14] .X. Zhang et al., Modeling of a bus-based Disruption Tolerant
Network trace, in: Proceedings of ACM Mobihoc, September 2007.

[15] L. Breslau et al., Web caching and Zipf-like distributions: evidence
and implications, pp. 85–97, IEEE Infocom, 1999.

[16] T. Hara, Effective replica allocation in ad hoc networks for improving
data accessibility, in: Proceedings of IEEE Infocom, 2001.

[17] M. Chuah, P. Yang, Performance evaluations of content-based
information retrieval schemes for Disruption Tolerant Networks,
Invited Paper, in: IEEE Milcom, 2007.

[18] M. Stillerman, Hotdiffusion: peer to peer tactical information manage-
ment platform, in: DARPA DTN Phase II Kickoff meeting, August 2006.

[19] R. Krishnan et al., The SPINDLE Disruption-Tolerant Networking
system, in: Proceedings of IEEE Milcom, October 2007, pp. 1–7.

[20] B.T. Loo et al., Declarative routing: extensible routing with
declarative queries, in: Proceedings of ACM Sigcomm, Philadephia,
PA, August 2005, pp. 289–300.

[21] E. Cohen, S. Shenker, Replication strategies in unstructured peer-to-
peer networks, in: Proceedings of ACM Sigcomm, Pittsburg, PA,
August 2002, pp. 177–190.

[22] M. Chuah, Secure Data Retrieval in DTNs, CSE Technical Report,
December 2007.

[23] MIT Media Lab: Reality Mining. <http://reality.media.mit.edu>.
[24] J. Cao, Y. Zhang, G. Cao, L. Xie, Data consistency for cooperative

caching in mobile environments, IEEE Computer 40 (4) (2007) 60–
66.

[25] Y. Wang, S. Jan, M. Martonosi, K. Fall, Erasure-coding based routing
for opportunistic networks, in: Proceedings of ACM Sigcomm WDTN
Workshop, August 2005.

[26] S. Jain, M. Demmer, R. Patra, K. Fall, Using redundancy to cope with
failures in a Delay Tolerant Network, in: Proceedings of ACM
Sigcomm, August 2005.

[27] Z. Zhang, Q. Zhang, Delay/disruption tolerant mobile ad hoc
networks: latest developments, Wireless Communications and
Mobile Computing Journal 7 (10) (2007) 1219–1232.

[28] A. Balasubramanian, B. Levine, A. Venkataramani, DTN routing as a
resource allocation problem, in: Proceedings of ACM Sigcomm 2007,
Japan, August 2007.

[29] H. Wang, C.C. Tan, Q. Li, Snoogle: a search engine for the physical
world, in: Proceedings of IEEE Infocom 2008, April 2008.

[30] P. Yang, M. Chuah, Performance evaluations of data-centric
information retrieval schemes for DTNs, Lehigh CSE Department
Technical Report, LU-CSE-08-007.

Peng Yang is a Ph.D. candidate in the
Department of Computer Science and Engi-
neering at Lehigh University. He received his
MEng. in Computer Engineering from Nany-
ang Technological University, Singapore and a
BEng. in Computer Engineering from the
Huazhong University, China. His current
research focuses on architectural and protocol
design for Delay/Disruption Tolerant Net-
works. He is a member of IEEE and a student
member of Sigma Xi society.

Mooi Choo Chuah is currently an associate
professor of CSE Department at Lehigh Uni-
versity. She received the first class honors
bachelor’s degree in electrical engineering
from University of Malaya, Malaysia, and the
MSc. and Ph.D. degrees from the University of
California, San Diego. Prior to joining Lehigh,
she spent 12 years at Bell Laboratories, where
she conducted research in future wireless
system design, network security. etc. She has
been awarded 53 US patents, eight interna-
tional patents, and has five more pending in

various areas, e.g. wireless MAC, IP protocol design, mobility manage-
ment, etc. Her current research interests include Internet and wireless
security, protocol, system design for Disruption Tolerant Networks, and
ad hoc/sensor networks design. She is a senior member of the IEEE and a
member of Sigma Xi society.

P. Yang, M. Chuah / Computer Networks 53 (2009) 541–555 555


