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Introduction

• Strategies to determine the ranking of documents 
in Web Search Engine
– Content-Based
– Link-based
– Combination of Content-based and Link-based

• Inference Network / Belief Network Model
– Can be used as a general framework for classical IR
– Allows combining features of distinct models into the same 

representation scheme

In this paper, the authors purpose a retrieval model, which provides a 
framework for combining information extracted from the content of the 
documents with information derived from cross-references among the 
documents, based on belief network model.
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History

Bayesian network
for inference [pearl,88]

Content-based index-
ing/ ranking  [salton, 
68]

Inference Network for
Document Retrieval  
[Turtle,Croft, 68]

Combined use of 
bibliographic and 
cocitation [Eaton,80]

The anatomy of a 
large-scale hypertext 
web search engine 
[Brin, Page ,98]

Authoritative sources 
in a hyperlink envir-
Onment [Kleinberg,97]

Google

IBM
CLEVER

Bayesian Network 
Models for IR 
[ Ribeiro, Muntz 95]

Belief Network 
Model  for IR [ Ribeiro, 
Muntz 96]

Automatic resource 
compilation by 
analyzing hyperlink 
and associated text
[Chakrabarti,98]

Link-based, content-
Based info. with belief 
network model [Silva, 
Ribeiro 2000]

Related Work (1/4)
• Link-based information

– Kleinberg(HITS) algorithm [kleinberg ’97] [12]
• hub/authority value for local set

– PageRank algorithm [Brin,Page ’98] [4]

• Bayesian Network Model for Information Retrieval
– Judea Pearl purpose bayesian network to represent and infer in 

intelligent system. [13]
– Turtle, Croft first use bayesian network to model information retrieval 

problem [19]
– B. Ribeiro and Muntz generalize bayesian network model to be belief 

network model. [14,15]

• Combination of link-based/content-based information
– Automatic resource compilation by analyzing hyperlink structure and 

associated text , [Chakrabarti 98] [5]
– Improved algorithm for topic distillation in a hyperlinked environment 

[Bharat] [2]
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Related Work (2/4)
– HITS algorithm 

• Start with a root set S 
– Ss is relatively small (typically up to 200 pages)
– Ss is rich in relevant pages
– Ss contains most (or many) of the strongest authorities.

• Recursively compute the degree of authority and hub for 
each element.

set T

set S a(p) = ? h(q)

h(p) = ? a(q)

q? p

p? q

Related Work (3/4)
– PageRank algorithm

• Propagation of ranking through links

v? Bu

Bu : back link
Fu : forward link
Nu = | Fu |

R’(u) = c ? + cE(u)R’(v)
Nv
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Coverage of the Web (1/2)
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Coverage of the Web (2/2)
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Related Work (4/4)

• Belief Network Model
– Based on Bayesian Network
– Subsumes the classical models in IR
– More general than the inference network model

B

E

C D

F

G

A

P(A,B,C,D,E,F,G)=
P(G|F)P(F|B)P(E|B)P(B|A)P(C|A)P(D|A)P(A)

P(X)=  ? P(Xi|Parents(Xi))i=1

n
X = X1,… ,Xn

Belief Network Model - Ranking

q

k1 k2 k3 k4 k5

d1 dj dn

P(c) =  ? u P(c|u) x P(u)
P(u) =(    )t 

P(di|q) ? ? u P(di|u) x P(q|u) x P(u)

concept space
2t concepts

Degree of coverage of the space U by c

Ranking

kt…

1
2

Vector Space Model

P(q|u) =
1  if ? ki, gt(q)=gt(u)

0 otherwise

P(d|u) =

P(~q|u) = 1 – p(q|u)

? i=1
t

Wij x Wik

? i=1
t

wij
2 ? i=1

t
wik

2??

P(~d|u) = 1 – p(d|u)
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Modeling Content/Link-Based Evidence

q

k1 ki kj kt

dc1 dcj dcn

…K

… …C da1 daj dan… …A dh1 dhj dcn… …H

d1 dj dt

P(dj|q) = ? ? k[1-(1-P(dcj|k))(1-P(dhj|k))              
(1-P(daj|k))] x P(q|k) x p(k)

P(k) =
1  if ? i gi(q) = gi(k)

0  otherwise

P(q|k) =
1  if ? i gi(q) = gi(k)

0  otherwise

P(dj|k) =
? i=1

t
W ij x W ik

? ? i=1
t wij

2 ? i=1
t wik

2?

Evaluation
• Reference collection

– 3,027,540 pages of the Brazilian Web. (collected by 
CoBWeb, indexed by inverted lists)

– 20 queries are selected from hot queries of TodoBR
search engine logs.

– For each of the 20 queries, use top 10 documents to 
compose query pool (so each query contains at most 60 
distinct pages).

• Average number of pages per query pool is 38.15
• Average number of relevant pages per query pool is 17.05

Number 
of pages

3,027,540

Number of
keywords

3,456,910

Average # of 
word / page

512

# of queries

20

Average # of 
word / query

1.6

Ave. # of page
/ query pool

Ave.  # of relevant 
page  / query pool

38.15 17.05
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Recall ? Average precision for 20 Web queries
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Conclusion
• Belief network model provides powerful mechanisms 

to model the information retrieval problem, specially 
when distinct sources of evidence are available.

• Hub and authority values performs better in 
combination than in isolation.

Average Precision and Gains
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