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Segmentation of Neuronal Axons in Brainbow Images
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ABSTRACT

In neuroscientific research, image segmentation is one of the most important processes. The morphol-

ogy of axons plays an important role for researchers seeking to understand axonal functions and

connectivity. In this study, we evaluated the level set segmentation method for neuronal axons in a

Brainbow confocal microscopy image. We first obtained a reconstructed image on an x–z plane. Then,

for preprocessing, we also applied two methods: anisotropic diffusion filtering and bilateral filtering.

Finally, we performed image segmentation using the level set method with three different approaches.

The accuracy of segmentation for each case was evaluated in diverse ways. In our experiment, the combi-

nation of bilateral filtering with the level set method provided the best result. Consequently, we confirmed

reasonable results with our approach; we believe that our method has great potential if successfully

combined with other research findings.
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1. INTRODUCTION

The discovery of the jellyfish green fluorescent

protein (GFP) as a vital stain has enabled re-

searchers to stain individual axons. Because the

GFP chromophore is derived entirely from the pol-

ypeptide chain, GFP can be used to label living cells

with minimal perturbation. Researchers have been

using yellow fluorescent protein (YFP), a spectral

variant of GFP, to label axons in vivo. In earlier

works, combining two fluorescent protein (XFPs)

in one animal and stably expressing them in a mo-

saic manner has been achieved through various

strategies. However, these approaches are cum-

bersome and generate only a limited palette of

colors.

In 2007, Lichtman and Sanes developed the

“Brainbow” technique [1]. Brainbow is a term

coined to describe a process by which individual

neurons of a brain are mapped with fluorescent

proteins that cause the neurons to glow with spe-

cific colors under a light source. By controlling and

varying the amount of red, green, and blue de-

rivatives of XFPs expressed in individual neurons,

it is possible to map each neuron with a distinctive

color. Earlier techniques allowed for mapping only

a few neurons; the new method allows more than

100 different neurons to be simultaneously mapped

in this manner. The resulting images can be quite

striking and have, in fact, won awards in science
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photography competitions.

Image segmentation is an essential step in un-

derstanding image content because the quality of

the interpretation of image visual objects depends

on the results of image segmentation. This process

divides an image into different regions such that

each region is homogeneous and the borders be-

tween adjacent regions are distinct. Studies of im-

age segmentation have been performed previously,

and notable examples are the Snake model pro-

posed by Kass, Witkin, and Terzpoulos [2] and the

region-growing method proposed by Beveridge et

al. [3]. Furthermore, many studies have been per-

formed to improve these traditional approaches

[4-6].

In neuroscientific research, image segmentation

is one of the most important processes. The mor-

phology of axons plays an important role in under-

standing axonal functions and connectivity.

Tracking and extracting the axons requires cor-

rectly segmenting axons from the background and

separating each axon from its neighborhood.

However, traditional methods of manual segmen-

tation and tracking of axons are tedious, requiring

hours of careful labeling and correction. Many

methods of segmenting and tracking various tubu-

lar objects such as axons and vessels or other neu-

ronal structures accurately and rapidly have been

reported recently [7-12]. Cai et al. studied the re-

pulsive-force-based active-contour method for

tracking axons [13], and Srinivasan et al. proposed

a probabilistic region-merging-based method for

axon centerline detection [14]. Cohen et al. pre-

sented a method for automatic three-dimensional

(3D) tracing from confocal image stacks of se-

lectively stained neurons based on segmentation,

skeletonization, and graph extraction [15]. For cur-

vilinear structure detection, Wang et al. studied a

dynamic local tracing method by considering local

neuronal topology [16]. Vasilevskiy and Siddiqi and

Nain et al. developed a geometric-flow framework

to perform 2D and 3D vessel segmentation using

prior knowledge of the vessel shape [17-18].

Vazquez-Reina et al. proposed the multiphase, lev-

el set, active ribbon model, which segmented mul-

tiple objects simultaneously by combining several

level set functions [19]. Jeong et al. also proposed

an improved algorithm that solves the sensitivity

problem during contour initialization by adding an

additional constraint [20]. Recently, Jurrus et al.

purposed a novel axon-tracking method based on

the Kalman filter [21].

The major purpose of the present study was to

investigate axon segmentation methods as a pre-

phase of 3D axon reconstruction. To do this, we

evaluated accuracy and speed in segmentation,

combining the level set segmentation method with

bilateral and anisotropic filtering.

Section 2 describes the research material along

with the details about obtaining the images used

in the experiment and methods. Section 3 presents

the study results from the application of the method

to the actual Brainbow confocal microscopy image

data and an evaluation of the results, followed by

conclusions in the final section.

2. METHODS

2.1 Materials

Original Brainbow confocal microscopy images

were provided by Department of Radiology,

Methodist Hospital Research Institute, Weill

Medical College of Cornell University. Brainbow

constructs were assembled using standard cloning

methods with the nine XFPs. For transgenic mouse

generation, Brainbow constructs were cloned in a

Thy1.2 cassette. Mice were anaesthetized with so-

dium pentobarbital before intracardiac perfusion

with PBS and 4% PFA. Then 100-μm sagittal brain

sections were obtained using a vibrating micro-

tome (Leica VT1000). Sections and fixed tissues

were mounted in Vectashield and stored at -20°C

before imaging.

Fixed-brain and muscle samples were imaged
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Fig. 1. Image stacks: (a) x–y, (b) x–z, and (c) y–z plane.

Fig. 2. Overall pipeline procedures.

with ×20 (0.8 NA), ×40 (1.3 NA), or ×60 (1.45 NA)

oil objectives. Confocal images were acquired with

an Olympus FV1000 microscope equipped with a

440-, 515-, 568-, and 633-nm primary beam split-

ter using a 440-nm photodiode laser for cyan fluo-

rescence protein (CFP; PMT1, 510 nm, dichroic

mirror, 465–495-nm barrier filter), a 515-nm ar-

gon line for YFP (PMT2, 560-nm dichroic mirror,

530–565 nm barrier filter), and a 561-nm photo-

diode laser or 568-nm krypton laser for red fluo-

rescence protein (RFP; PMT3, 568–615-nm bar-

rier filter). Confocal image stacks for all three

channels were acquired sequentially and were

maximally projected.

The original x–y plane Brainbow image sets

were composed of about 40 slices, each with a size

of 1024×1024 pixels and a resolution of 24 bits/

pixel. These images were reconstructed to gray

images with 8 bits per pixel and then used for im-

age segmentation using the following formula as

(1)

Although the spectral information is essential in

Brainbow image, we just focused on the selection

of proper segmentation method, so we performed

gray scale based image segmentation.

Original x-y plane volume data was re-

constructed as new stacks on x-z and y-z planes

additionally. Fig. 1 presents examples of cross-sec-

tional images of stacks on x–y, x–z, and y–z

planes, respectively. Then, we selected the x-z

plane stack after investigation, with the easy ac-

cessibility of individual axon object and mainly

performed our analysis on this plane.

2.2 Overall pipeline procedures

The overall procedure for this study is summar-

ized in Fig. 2. First, we performed a preprocessing

step using anisotropic diffusion and bilateral

filtering. These two filters can preserve edges

while unwanted image artifacts such as noise are

smoothed or removed effectively.

When using a filtering method for medical image

data, image degradation caused by blurring or arti-

facts resulting from a filtering scheme is not

acceptable. However, preprocessing sometimes

modifies texture or image information in unin-

tended ways. Therefore, the following three re-

quirements should ideally be fulfilled:

∙Minimize information loss by preserving ob-
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Fig. 3. An example of preprocessing results on the Brainbow image: (a) original Image (b) bilateral

filtering; (c) anisotropic diffusion filtering; and (d) Gaussian filtering

ject boundaries and the detailed structure.

∙ Efficiently remove noise in regions of homo-

geneous physical properties.

∙ Enhance morphological definition by sharp-

ening discontinuities.

A necessary denoising process should be applied

to the image to remove noise contained in the im-

age before any further processing. Regarding noise

reduction, well known filtering techniques such as

mean or median filtering can be used easily but

these techniques lack image feature preservation.

And general linear low-pass filters, such as the

Gaussian filter, also smooth both noise and

high-frequency information from edges. Therefore,

more advance methods are needed to preserve and

enhance edge information during the denoising

process.

Moreover, in the case of level-set method, it is

very important to consider this issue. For example,

a local minimum of energy such as spurious edges

caused by noise may stop the evolution of the ac-

tive contour unexpectedly. In addition, when we

enhance image edges effectively, total computa-

tional cost of the level set method also can be

reduced.

We confirmed the effectiveness of two denoising

filters from the result of our preliminary study. Fig.

3 below shows a result of denoising test by apply-

ing three different types of filters (anisotropic dif-

fusion, bilateral and Gaussian smoothing).

Although the Gaussian filter removed noises effec-

tively, it couldn’t preserve edges at the same time.

On the contrary, other two filters showed relatively

reasonable results. According to the result of our

test, we selected these two approaches for

preprocessing.

Then we segmented images using active con-

tour based on the level set method. Finally, we per-

formed comparative evaluations of the segmenta-

tion accuracy for each case.

2.3 Anisotropic Diffusion Filtering

The first preprocessing method applied in this

study was anisotropic diffusion filtering [22-23].

This is a powerful scheme for multi-scale descrip-

tion of images, image segmentation, edge detection,

and image enhancement. The basic idea of aniso-

tropic diffusion is to evolve from an original image

u
0
(x,y) u

0
(x,y), defined in a convex domain Ω⊂

R×R, to a family of increasingly smooth images

u(x,y,t) derived from the solution of the following

partial differential equation:

(2)

with initial condition u(x,y,0)=u(x,y). The diffusion

coefficient D(․) is a nonnegative function of the

magnitude of local image gradient
.

The desirable diffusion coefficient in Equation 2
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diffuses more in smooth areas and less around

large intensity transitions, so that small variation

in image intensity such as noise and unwanted

texture are smoothed and edges are preserved.

Two different functions have been proposed:

(3)

(4)

The parameter k is chosen according to noise

level and edge strength. In this study, we empiri-

cally selected the formula (Eq. 3) as a conduction

coefficient function, and set iteration number to 30,

kappa (k) values to 30, and ∇u to 0.14, respectively,

and applied the filter to each image slice-by-slice.

2.4 Bilateral Filtering

As another preprocessing method, we used bi-

lateral filtering. Originally, bilateral filtering was

proposed as a noniterative alternative to aniso-

tropic diffusion [24-26]. Unlike anisotropic dif-

fusion, bilateral filtering does not involve the sol-

ution of partial differential equations, and it can be

implemented in a single iteration. It combines gray

levels or colors based on both their geometric

closeness and their photometric similarity, and

prefers near values to distant values in both do-

main and range. Bilateral filtering involves a

weighted convolution in which the weight for each

pixel depends not only on its distance from the

center pixel but also its relative intensity. A simple

case of bilateral filtering is shift-invariant Gaus-

sian filtering, in which filter components are

Gaussian functions of Euclidean distance. Two fil-

ter components, the closeness function c( ,x) and

the similarity function s( ,x), are defined as fol-

lows:

(5)

where is the Euclidean

distance between x and x.

(6)

where is a measurement

between the two intensities i and j. The geometric

spread σd in the domain is chosen based on the de-

sired amount of low-pass filtering. A large σd blurs

more; in other words, it combines values from

more distant image locations. Similarly, the photo-

metric spread σr in the image range is set to ach-

ieve the desired amount of combination of pixels.

Pixels with values much closer to each other than

σr are combined. In our case, it showed best results

when we selected two parameter values as σd=3

and σr=10 empirically.

2.5 Level-set based Segmentation

Traditional active contour models can be classi-

fied as either parametric models or geometric mod-

els according to their representation and im-

plementation. Geometric models, introduced by

Caselles et al. are based on curve-evolution theory

and the level set method [27]. The classical models

have some limitations. They are nonintrinsic be-

cause the energy depends on the parameterization

of the curve, and they are not directly related to

the object geometry. To avoid these limitations in-

herent to the active-contour model, level sets can

be used, which provide an implicit representation

of the curve [28-30]. Level-set based segmentation

provides a well-known to encode segment boun-

daries at a homogeneous resolution, with simple

up- and down-sampling scheme. In addition, in the

case of multiple objects, the detection and for-

mulation of constraints to prevent overlaps be-

tween adjacent segment boundaries can be ach-

ieved much simpler by a level set function where

signed distance functions are employed. In this

reason, we adapted the level-set based active con-

tour model method for our purpose.

The two most common categories of Level set

methods are the “active contour with edge” ap-

proach and the “active contour without edge”

approach.

The main advantages of using level sets are that
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arbitrarily complex shapes can be segmented and

topological changes such as merging and splitting

are handled implicitly. The basic idea is summar-

ized as follows:

1. Instead of manipulating the contour directly, the

contour is embedded as the zero level set of

function, called the level set function φ(x,t).

2. The surface intersects the image at the location

of the curve. As the curve is at height 0, it is

called the zero level set of the surface.

3. The higher dimensional level set function is then

evolved under the control of a partial differential

equation (PDE) instead of the original curve.

4. The zero level set remains identified with the

curve during evolution of the surface. At any

time, the evolving contour can be obtained by

extracting the zero level set φ(x,t)=0 from the

output.

Li et al. proposed a new variational formulation

for geometric active contours that forces the level

set functions to be close to a signed distance func-

tion, and therefore completely eliminates the cost

of re-initialization [31]. In this study, we applied

their approach to improve the segmentation

performance. For applying the level-set based ac-

tive contour segmentation in practical, several ini-

tial parameters were set empirically.

1. Scale parameter in Gaussian kernel for smooth-

ing (σ): 1.5

2. Smoothing parameter in the Dirac function (ε):

1.5

3. Time step of curve evolution (t): 5

4. The coefficient of the internal energy term (μ):

0.15

5. The coefficient of the weighted length term

(λ): 5

6. The coefficient of the weighted area term

(φ): 3

We also selected total six numbers of iter-

ations(100, 200, 250, 300, 350, and 400) for compar-

ing computational costs and tested for each case.

2.6 Measurement of Image Similarity

Generally, the best-known methods for sim-

ilarity measurement include Sum of Squared

Distance (SSD) based on the difference of pixel in-

tensities, Sum of Absolute Distance (SAD),

Normalized Correlation Coefficient (NCC) based on

the correlation, and Mixed Pixel Count (MPC)

based on the number of similar pixels [32-35].

In this study, we measured similarity by using

Mean Square Error (MSE), Peak Signal-to-Noise

Ratio (PSNR), and NCC. MSE and PSNR are the

most common measures of image similarity, de-

spite of the fact that they are not adequate as per-

ceptually meaningful measures. A high MSE value

means that there is a high degree of difference from

the original image, and this indicates low similarity

because it is measured as a low PSNR value. A

low MSE value signifies little difference from the

original image, and it is measured as high PSNR,

indicating high similarity. NCC is a measurement

parameter that can complement well-known cross-

correlation methods. Furthermore, NCC overcomes

limitations by normalizing the image and template

vectors to unit length, yielding a cosine-like corre-

lation coefficient.

(7)

(8)

(9)

where M and N indicate the size of the image in

rows and columns, respectively. i and k represent

the pixel coordinates, and xj,k, yj,k represent the

pixel values of the original and segmented images,

respectively.

3. RESULTS

The experimental result using the Brainbow im-
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Fig. 4. Result of bilateral filtering with variations of range and domain parameters (σr, σd)

ages describes the detailed evaluations. Fig. 4

presents the different results of bilateral filtering

with variations in range and domain parameters

(σr,σd). Rows correspond to different amounts of

domain filtering, while columns correspond to dif-

ferent amounts of range filtering. When the σr is

large with respect to the overall range of values

in the image, the range component of the filter has

little effect for small σd. For smaller values of the

range parameter σr, range filtering dominates per-

ceptually because it preserves edges.

We compared segmentation times based on the

number of iterations of the level set method. We

performed level set segmentations using the origi-

nal image without preprocessing, the image with

anisotropic diffusion, and the image with bilateral

filtering. Fig. 5 and 6 present examples of each of

these approaches. Red lines for each image show

the result of the segmentation.

All images in Fig. 5 and 6 are partial 316×76 im-

ages extracted from x–z reconstructed images

(1024×40) and magnified. Axon objects of original

images are spread widely on the images regions.

In this paper, we just focus on the accuracy of

segmentation. We set a fixed ROI size and ex-

tracted a part of region for our study. Additionally,

when we had used original image, it was also diffi-

cult to apply the level-set base method directly be-

cause height of the image is very small. In this rea-

son, we magnified the extracted ROI patch images

by 316×76. The visual investigation shows five ob-

jects (axons). Each row image represents the proc-

esses of level-set based segmentation according to

each of the three approaches, by the number of

iterations: 100, 200, 250, 300, 350, and 400,

respectively. In the case of the first column in fig-

ure 5, which directly applied the level set method

to original image, did not yield a reasonable result

despite more than 400 iterations, except for the first

object on the left. According to the intensities of

background, contour failures occurred even though

no object existed, as shown in second contour of

the first column.

In contrast, the second (b) and third (c) columns,

which used bilateral filtering and anisotropic dif-

fusion as preprocessing, showed good results for

the five objects, with effective edge preservation

and smoothing despite smaller numbers of

iterations. In the case of the second row (250 iter-

ations), although it appears that anisotropic dif-

fusion was faster than bilateral filtering, the aniso-

tropic diffusion algorithm itself had additional iter-

ation costs (in our case, 30) in application. For this

reason, the case of bilateral filtering, which re-

quired no iteration itself, performed segmentation

faster. Another test case in Fig. 6 also showed a

similar tendency with the result of Fig. 5.

To compare image-segmentation accuracy, we

performed segmentations on the same objects and

accumulated each result contour with different

colors. As a basis for comparison to evaluate the

accuracy of segmentation, we used images man-
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Fig. 5. A comparison of iteration costs for level set based three approaches #1: (a) Level-set method

using original image (b) Level-set method after bilateral filtering, and (c) Level-set method after

anisotropic diffusion filtering.

Specification of two
input image

Measurement

(Manual) - (Original +
Level-Set)

MSE 90.6546

PSNR 28.5569

NCC 0.2500

(Manual) - (Anisotropic
Diffusion + Level-Set)

MSE 32.7192

PSNR 32.9828

NCC 0.4144

(Manual) - (Bilateral
Filtering + Level-Set)

MSE 9.5334

PSNR 38.3383

NCC 0.7413

Table 1. A summary of similarity measurements

for the three approaches

ually segmented by diagnosticians. By the nature

of original image data, a gold standard to evaluate

the accuracy didn’t exist. In this reason, we had

to use manual segmentation results as a standard.

ROI drawing was supported by the open source

software ImageJ (National Institutes of Health

(NIH), USA).

Fig. 7 below shows an example of one such im-

age overlaid with each segmented contour from the

original image.

As we can see, the blue contour (bilateral filter-

ing) is most similar to the result of manual seg-

mentation, and the green contour (anisotropic dif-

fusion filtering) showed a slight tendency toward

under-segmentation.

Finally, the evaluation more objectively meas-

ured the similarity between the original and seg-

mented images using the aforementioned three

parameters. Table 1 summarizes average values of
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Fig. 6. A comparison of iteration costs for level set based three approaches #2: (a) Level-set method

using original image (b) Level-set method after bilateral filtering, and (c) Level-set method after

anisotropic diffusion filtering.

Fig. 7. An overlay image of segmentation results (corresponding to the Fig. 5).

three different similarity parameters for 10 serial

images using original images and segmented im-

ages from the three approaches. As we expected,

the image segmented after bilateral filtering scored

the highest PSNR values (38.3383) and lowest

MSE values (9.5334), so we confirmed that the

similarity of this technique to manual segmentation

is relatively high. It also scored the highest NCC

values (0.7413) among the three cases.

4. CONCLUSION

The level set method can detect and segment

multiple objects simultaneously. In this respect, we

think that our approach is suitable for neuro-

scientific image segmentation for images such as
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Brainbow images. However, contour initialization

failure occurred from several test data when we

performed the experiment. These errors must be

analyzed in detail. In most cases, we solved this

problem by adjusting the control parameters of the

preprocessing methods. However, some of test im-

ages with high background variation or low con-

trast still need to be improved. In addition, to seg-

ment axons with occurrence windings of objects

frequently on planes at different angles, and to vis-

ualize them in 3D space, the center line extraction

approaches reported in recent research should be

considered. The method proposed by Srinivasan et

al. is a good example [14]. In this method, they ex-

tracted the center line of axons using the x–y

plane MIP images combined with cross-sectional

images, and they successfully reconstructed 3D

volume data. To effectively visualize many objects

with more than 100 different colors, the application

of 3D labeling techniques is important. Unlike color

image segmentation, in cases of gray-level image

segmentation, such as our approach, we should

necessarily consider this process. We applied 3D

labeling in our previous study on visualization

based on surface rendering and analysis of can-

cer-cell nuclei and obtained successful results

[36-37].

The main purpose of this paper has been to ex-

plore the possibility for accurately segmenting ax-

ons in Brainbow confocal microscopy images and

evaluating the results through diverse measure-

ments. The results of our study show that the

combination of bilateral filtering with the level set

method produces the best result. These results

were evaluated using various measurements of the

level-set based three different approaches.

Certainly, the present study was limited in scope.

Further studies with different, large-scale assess-

ments are needed. However, the results of this

study point to several promising directions for fu-

ture research. We believe that our method, in com-

bination with other research findings, has great

potential.
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