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ABSTRACT
Modern global seismic waveform tomography is formulated
as a PDE-constrained nonlinear optimization problem, where
the optimization variables are Earth’s visco-elastic param-
eters. This particular problem has several defining charac-
teristics. First, the solution to the forward problem, which
involves the numerical solution of the elastic wave equation
over continental to global scales, is computationally expen-
sive. Second, the determinedness of the inverse problem
varies dramatically as a function of data coverage. This is
chiefly due to the uneven distribution of earthquake sources
and seismometers, which in turn results in an uneven sam-
pling of the parameter space. Third, the seismic wavefield
depends nonlinearly on the Earth’s structure. Sections of
a seismogram which are close in time may be sensitive to
structure greatly separated in space.

In addition to these theoretical difficulties, the seismic
imaging community faces additional issues which are com-
mon across HPC applications. These include the storage of
massive checkpoint files, the recovery from generic system
failures, and the management of complex workflows, among
others. While the community has access to solvers which can
harness modern heterogeneous computing architectures, the
computational bottleneck has fallen to these memory- and
manpower-bounded issues.

We present a two-tiered solution to the above problems.
To deal with the problems relating to computational ex-
pense, data coverage, and the increasing nonlinearity of wave-
form tomography with scale, we present the Collaborative
Seismic Earth Model (CSEM). This model, and its associ-
ated framework, takes an open-source approach to global-
scale seismic inversion. Instead of attempting to monolith-
ically invert all available seismic data, the CSEM approach
focuses on the inversion of specific geographic subregions,
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and then consistently integrates these subregions via a com-
mon computational framework. To deal with the workflow
and storage issues, we present a suite of workflow manage-
ment software, along with a custom designed optimization
and data compression library. It is the goal of this paper to
synthesize these above concepts, originally developed in iso-
lation, into components of an automatic global-scale seismic
inversion.

CCS Concepts
•Applied computing → Earth and atmospheric sci-
ences; •Computing methodologies→Massively parallel
and high-performance simulations; •Software and its en-
gineering → Software libraries and repositories;

Keywords
full-waveform inversion, seismic tomography, workflow man-
agement, compression

1. INTRODUCTION
Since its conception [20, 3], seismic tomography has devel-

oped into one of the most powerful tools to study the Earth’s
interior. Its ability to address important problems of soci-
etal, economic and scientific relevance has driven the impres-
sive densification of seismic station coverage. Thousands of
permanent seismic stations together with dense temporary
arrays [41, 17] are being used today to record seismic wave-
fields. In addition to increasing data quality and quantity,
technical developments have sharpened our images. Lin-
earized ray tomography used early on [20, 3] has been com-
plemented by methods that account, e.g., for nonlinearity
[42, 5, 43] or the finite-frequency nature of seismic waves
[56, 13, 28, 57]. Recently, 3D full-waveform inversion has
become possible [11, 22, 50, 27], allowing us to exploit com-
plete seismograms for the benefit of improved tomographic
resolution.

While tomography has painted a fascinating picture of the
Earth, it has reached a stage where individual researchers
are unable to take full advantage of the rapidly expanding
seismic data volume. Today’s tomographic studies there-
fore mostly operate on either regional [11, 50, 37, 58] or
global scales [27, 48, 15], using simplified theory and/or



small datasets. Applications that rely on highly-resolved
Earth models thus lag behind the potential offered by the
available data. Key science questions remain unanswered.

To address this issue, we have introduced the Collaborative
Seismic Earth Model (CSEM) [1], that goes beyond tradi-
tional monoscale seismic tomography by constructing a mul-
tiscale Earth model through successive, community-driven,
regional refinements. In isolation, the CSEM represents a
snapshot of a continuously evolving global seismic inversion,
with high resolution regional contributions to global-scale
gradient update. It is our goal in this paper to dynami-
cally extend the CSEM framework to include the regional
contributions themselves.

This extension poses various computational challenges.
These include (i) the spatial and physical parameterization
of the Earth model and its efficient user interfacing, (ii) the
consistent, collaborative, multiscale updating of the Earth
model, (iii) the management of seismic data and the in-
version workflow, (iv) the efficient nonlinear optimization
of the misfit between observed and synthetic seismograms,
and (v) the reduction of the massive storage requirements
related to the computation of sensitivity kernels using ad-
joint methods. In the following sections, we provide a con-
densed description of approaches that allow us to overcome
these challenges and to enable the future construction of a
community-driven multiscale whole-Earth model.

2. THE COLLABORATIVE SEISMIC
EARTH MODEL

In this section we describe the basic concepts of the CSEM,
to provide a context for the subsequent descriptions of the
workflow and optimization tools. In a sense, the role of the
CSEM in this paper is to tie the other sections to the phys-
ical Earth. That is, it acts as factory responsible for the
generation of the input Earth models referred to in section
3. As well, it is responsible for amalgamating the results of
the corresponding seismic inversions into a consistent global
model. To fully understand this process, it is necessary to
review several important details of the CSEM’s construc-
tion.

2.1 Parameterization
Contrary to most Earth models, the CSEM is parame-

terized in terms of a fully 3D, anisotropic, and attenuative
medium. This means that 3D variations in all 21 elastic pa-
rameters, shear and compressional attenuation, and density,
are stored. Where available, local estimates of resolution
are stored as well. Due to the under-determinedness of the
seismic inverse problem not all of these parameters can be
resolved by a specific dataset. However, this overparam-
eterization offers maximum flexibility, without restricting
the model to a particular system of elastic symmetry that
may not be compatible with seismic data included in future
updates. The initial construction of the model, explained
in section 2.2, considered contributions from transversely
isotropic models, and as a result most of stored parameters
are currently zero. To work with specific forward and in-
verse problem solvers that require a less general rheology,
the fully anisotropic CSEM may be projected onto a lower-
dimensional subspace, or transformed into a more classical
parameterization.

Geometrically, the model is parameterized as a refinable

tetrahedral finite-element mesh representation of the Earth.
The default element size is approximately 100 km in the
lat/lon direction, and the radial discretization varies be-
tween 1 km at the surface, and 50 km near the core-mantle
boundary. These scale lengths allow us to capture all struc-
tural details present in the initial model, on both crustal and
whole-mantle scales. High resolution subregions are incor-
porated into the model via local mesh refinements, with the
mesh size set to one half of the estimated resolution length
of the corresponding model.

The user-facing interface to the CSEM comes in the form
of a Python/C++ API. The practical purpose of this inter-
face is to abstract the extraction and interpolation of sub-
regions, for use in generic forward problem solvers, and for
visualization purposes. Interfaces to the CSEM currently ex-
ist for the spectral-element wave propagation solvers SES3D
[30], SPECFEM3D GLOBE [35, 34], the fast-marching trav-
eltime solver FMTOMO [44, 14], and TERRA [8], a mantle
convection solver used in geodynamic simulations.

2.2 Initial Model
As a 1-D background model, we used the Preliminary Ref-

erence Earth Model (PREM) [19] with the following mod-
ifications. The original discontinuity at 220 km depth is
replaced by a linear gradient, and we ignore the poorly con-
strained P wave anisotropy.

Added to this background are the 3D S velocity pertur-
bations from S20RTS [46], which are mapped to P velocity
perturbations using the P-to-S scaling given in [47]. The
initial crustal model is the one derived by [40, 39], which in-
cludes estimations of both S wave velocity and crustal thick-
ness. These parameters are interpolated onto the CSEM
mesh via a bilinear interpolation. Below these estimated
crustal depths, the mantle values from PREM and S20RTS
are stretched upwards if necessary. Within the crust, map-
pings from S velocity to P velocity and density are those
given by [40].

Higher-resolution submodels were incorporated into the
initial CSEM for the following regions: Australia [22, 24],
Japan [18], the South Atlantic [12], and Europe with an
embedded regional model of Anatolia [26, 25, 45]. All of
these regional models were obtained by independent full-
waveform inversions.

2.3 Workflow
The CSEM workflow comprises of four main stages, illus-

trated in figure 1. First, a geographic subregion is extracted
from the multiscale ‘master’ CSEM. The region is at this
point independent from the master Earth model, and exists
on the numerical grid of a chosen solver.

Second, the seismic inverse problem is solved on this sub-
region. This stage includes the collection of regional data,
repeated solutions of the forward problem, and the itera-
tive solution of the optimization problem. The result of this
stage is a model which is optimal with regard to the asso-
ciated regional data, and the forward/inverse methodology
selected. Of course, this choice of a specific solver and in-
verse method is highly problem-dependent. For example, if
the target is a detailed crustal model of a particular region,
full-waveform inversion methods may be chosen, while if the
target is deep mantle structure, classical traveltime-based
methods may be preferred. It is here that the other compo-
nents of this paper, namely the workflow management and



optimization toolbox, are meant to fit in.
Third, the model update, or difference between the optimal

and initial subregion model, is added back into the master
CSEM. The update, rather than the absolute optimal model,
is chosen as this (i) minimizes any solver and method-specific
biases, and (ii) ensures that any under-resolved structure in
the master is not overwritten. Finally, to ensure that any up-
dates to subregions remain consistent with a global seismic
dataset, a global-scale iteration of full-waveform inversion
is performed on the updated master model. The technical
details of this update may also be found in [1].

In broad strokes, these previous sections explain the tech-
nical details of the CSEM construction and workflow. With
these details explained, it is worth reiterating the central
concept: instead of constructing a high-resolution global
Earth model by monolithically inverting all available data,
we discretize the problem into independent geographic sub-
problems, and tie the solutions to these subproblems to-
gether within an ongoing large-scale global FWI. In the fol-
lowing sections, we describe the technical details of the as-
sociated workflow and optimization framework.

3. A HIGH PERFORMANCE SEISMIC
INVERSION FACTORY

3.1 Motivation and Objectives
In recent years, massively parallel high-performance com-

puters became the standard instruments for solving forward
and inverse problems in seismology [36, 33, 50, 24, 30]. The
respective software packages dedicated to forward and in-
verse waveform modeling specially designed for such com-
puters are now mature and widely available. These packages
achieve significant computational performance and provide
researchers with an opportunity to solve problems of bigger
size at higher resolution within a shorter time. However,
a typical seismic inversion process contains various activi-
ties that are beyond the common solver functionality. They
include management of information on seismic events and
stations, 3D models, observed and synthetic seismograms,
pre-processing of the observed signals, computation of mis-
fits and adjoint sources, minimization of misfits, and process
workflow management. These activities are time consum-
ing, seldom sufficiently automated, and therefore represent a
bottleneck that can substantially offset performance benefits
provided by even the most powerful modern supercomput-
ers. Furthermore, a typical system architecture of modern
supercomputing platforms is oriented towards the maximum
computational performance and provides limited standard
facilities for automation of the supporting activities.

To address this challenge we have developed a prototype
solution that automates all aspects of the seismic inversion
process and is tuned for modern massively parallel high per-
formance computing systems. We address several major
aspects of the solution architecture, which include (i) de-
sign of an inversion state database for tracing all relevant
aspects of the entire solution process, (ii) design of an ex-
tensible workflow management framework, (iii) integration
with wave propagation solvers, (iv) integration with opti-
mization packages, (v) computation of misfits and adjoint
sources, and (vi) process monitoring. The software design
fits well into the common massively parallel system architec-
ture featuring a large number of computational nodes run-

ning distributed applications under control of batch-oriented
resource managers. The solution prototype has been imple-
mented on the “Piz Daint” supercomputer provided by the
Swiss National Supercomputing Centre (CSCS).

3.2 Solution Architecture
The inversion process, illustrated in figure 2, is initiated

with the definition of the modeling and inversion setup that
remains invariant during the entire process. The setup com-
prises the type and parameters of the wave propagation
solver, an initial Earth model, attributes of seismic events
(e.g., earthquakes) and seismic stations, and observed seis-
mograms for all involved events, stations, and recording
channels. The inversion process is implemented as a se-
quence of iterations; each iteration starts with an initial
Earth model and aims at producing a better final model.
Each iteration involves multiple runs of the solver, which
can be started in either normal or adjoint mode. Each run
takes a distinct Earth model version as input and computes
synthetic seismograms and, in the adjoint mode, misfit gra-
dients. Based on these results, the misfits between observed
and synthetic data are computed; they are passed, together
with misfit gradients, to the optimization module, which
performs model updates aiming at the minimization of mis-
fits.

For the purposes of misfit computation the observed data
are pre-processed. Pre-processing is performed separately
for each event and consists of selection of a data slice cor-
responding to the duration of the event, filtering according
to the specified bandwidth, instrument response removal,
and interpolation of data samples according to the specified
simulation time step. Pre-processing takes place before the
first iteration; it is repeated for the following iterations only
when the user decides to change the filtering bandwidth;
otherwise the existing pre-processed data are reused.

The adjoint computations are performed in two phases,
depicted as “adjoint phase 1” and “adjoint phase 2”. At
the first phase, the forward simulation is performed with
the periodical storage of the intermediate wave fields. At
the second phase the adjoint simulation proper is performed
and the previously stored forward wave fields are combined
with the adjoint fields to produce sensitivity kernels.

We use a special database for tracking the state of the in-
version process; we call it an inversion state database. This
database, shown in figure 3, represents a hierarchical struc-
ture with branches for the process setup, inversion iterations,
and solver runs. A single setup branch contains all the setup
data. For each iteration a separate iteration branch is cre-
ated. It contains information related to the state of the
entire iteration, in particular, the initial and final models,
pre-processed observed data, and configuration parameters
of various processing components. Iteration entities serve
as roots for solver run branches, which contain informa-
tion describing the state of individual solver runs, in par-
ticular, synthetic seismograms and respective misfit values.
The setup, iteration, and solver run branches have uniform
hierarchical structure specifying information at the event,
station and channel levels. Earth models are represented as
separate entities in the state database. To store and man-
age the inversion state we use SQLite, an open source, self-
contained, serverless SQL database engine, which fits very
well into the high-performance system architecture.

The setup tree specifies: (i) at root level, the initial model,



Figure 1: Illustration of the CSEM workflow. From the current CSEM (i) a subregion is extracted. The
independent subregion (ii) may be updated using, e.g., full-waveform inversion. Updates to the initial sub-
region (iii) are then added back to the global CSEM (iv). The workflow may continue either with additional
regional updates, or with a global FWI that ensures consistency of the regional refinements with the global
longer-period data. Regional refinements can be contributed by external researchers.
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Figure 2: Schematic illustration of the inversion pro-
cess.

simulation time step and number of steps and the solver
configuration parameters; (ii) at event level, the event start
time, location, and momentum; (iii) at station level, the
station coordinates and definition file format; (iv) at channel
level, the references to the station/channel definition file and
raw observed data.

The iteration tree specifies: (i) at root level, the parame-
ters for pre-processing, source time function, tapering, win-
dow selection, and misfit computations as well as the start
and end models and gradient data associated with the it-
eration; (ii) at event level, the weight and gradient data
associated with the event; (iii) at station level, the weight
associated with the station; (iv) at channel level, the ref-
erences to the pre-processed data and adjoint source time
functions.

The solver run tree specifies: (i) at root level, the simula-
tion type and phase, model, and misfit associated with the
run; (ii) at event level, the misfit associated with the event;
(iii) at station level, the misfit associated with the station;
(iv) at channel level, the misfit associated with the channel
and the reference to the synthetic data.

Each solver run record corresponds either to a single for-
ward computation or to a single phase of an adjoint compu-
tation; therefore, adjoint computations produce two consec-
utive solver run records corresponding to the adjoint phases
1 and 2.

The workflow management framework implements con-
trol over the entire inversion process. For this task we could
either choose one of the existing scientific workflow man-
agement frameworks or design a specialized solution tuned
to our needs. In this, we had to address several require-
ments. The software architecture must be well tuned for job
scheduling environments and resource control policies com-
mon for the state-of-the-art massively parallel HPC systems;
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Figure 3: The process setup, inversion iterations,
and solver runs are organized in a hierarchical in-
version state database.

in particular, it must be compatible with resource managers
and job schedulers like SLURM or PBS. Many modern work-
flow management solutions are based on common Web-based
technologies like Web services, however, using of such tech-
nologies on the massively parallel HPC platforms seems both
impractical and unnecessary. Furthermore, it is important
to choose an approach for the workflow specification. For
the sake of simplicity, we strongly prefer defining workflows
in terms of common structured programming constructs like
choices or loops rather than directed acyclic graphs; respec-
tively, for the workflow specification we prefer a simple built-
in scripting language to a specialized GUI or a proprietary
(e.g., XML-based) specification format. Finally, provided
that the intended user community consists mainly of seis-
mologists who are not necessarily experts in computer sci-
ence, the workflow management software must be easy to
learn, install, configure and maintain. In particular, the
chosen software architecture must not implement function-
ality that is not needed on massively-parallel HPC systems
or use unnecessarily complex technologies that do not add
value for solving the seismic inversion problem.

We have reviewed a few scientific workflow management
frameworks, in particular, Kepler [38], Pegasus [16], and
Apache Taverna [54], and rejected them for the following
reasons: (i) they are too large and complex and require a
significant effort for learning, installation, configuration, and
maintenance; (ii) they implement extensive functionality for
grid and cloud platforms, which we do not need; (iii) they
use relatively complex protocols and technologies like Web
services, which do not add any value in our case; (iv) they
define workflows in terms of directed acyclic graphs, which
are specified either in graphical form using a specialized GUI
or (in case of Pegasus) as XML-based DAX files generated
using the proprietary API.

Therefore, we decided to implement a specialized lean
workflow management framework well tuned for solving the
seismic wave propagation problems on the massively parallel
HPC platforms. This framework is illustrated schematically
in figure 4. From the workflow management perspective,
the inversion is represented as a sequence of activities, each
activity implementing a certain atomic processing function,
like seismogram pre-processing, running the solver, compu-
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Figure 4: Schematic illustration of the workflow
management framework that controls the inversion
process.

tation of misfits and adjoint sources or the model update.
The activities can be implemented either as built-in services
or external programs started via the batch resource man-
ager of the host system. The external programs may be
started in parallel on multiple nodes of the host computer.
The workflow manager communicates with the external pro-
grams using asynchronous messages. The respective messag-
ing engine is implemented using the SQLite message queue
database. The workflow manager and external programs can
access the inversion state database, however, to simplify the
design, only the workflow manager has write access. The
workflow logic, controlling the invocation order of activities,
is specified using the process definition. We express pro-
cess definitions as scripts written in the simple high-level
programming language Oberon 2007 [53]. The workflow
manager includes an embedded Oberon interpreter, which
serves as a scripting engine. All available activities are rep-
resented as library functions and thus can be accessed from
the scripts. This approach substantially improves the design
flexibility and allows definition of various workflow scenarios
without rebuilding the underlying software platform.

We prefer Oberon to the popular scripting languages like
Python or Lua because it is easy to learn, combines power
and simplicity, enforces a systematic approach towards pro-
gramming and allows an extremely lean and simple imple-
mentation. SQLite was chosen as a database engine because
its self-contained, serverless and zero-configuration architec-
ture meets well the resource control requirements on the
massively parallel HPC platforms.

At present the SES3D wave propagation solver [23, 30]
is integrated in the solution. SES3D is a spectral-element
implementation of full seismic waveform inversion in spher-
ical 3D coordinates. It is designed for the massively par-
allel computing systems and can be used in both homoge-
neous (CPU only) and heterogeneous (equipped with GPU
accelerators) hardware configurations. SES3D is integrated
with the workflow manager as an external program run-
ning in parallel on multiple computing nodes. The workflow
manager provides an abstract solver interface that can be
adapted to different solvers. In particular, interfacing with



SPECFEM3D GLOBE [35, 34] is currently work in progress.
A separate framework is designed for interoperability with

an optimization module. The workflow manager and opti-
mization process run in parallel and cooperate by exchang-
ing messages according to a specially designed protocol. This
protocol implements an abstract interface hiding implemen-
tation details of both the workflow manager and the opti-
mization module. This approach facilitates independent de-
sign of both modules and improves solution flexibility. The
architecture of the optimization module is discussed in detail
in the following chapter.

A library of high-performance modules implementing sig-
nal pre-processing, misfit and adjoint source computations
represents an integral part of the solution. The algorithms
for misfit and adjoint source computations are based on the
time-frequency transform of observed and synthetic seismo-
grams with the use of phase and envelope misfits [21]. Mon-
itoring is based on information stored in the inversion state
database and at present implements a command line inter-
face; design of a graphical user interface is in progress.

4. OPTIMIZATION LIBRARY
In this section, we describe the optimization module of the

inversion framework in more detail. The motivation behind
developing this library instead of using an existing general-
purpose optimization package is twofold. On the one hand,
we tailor mathematical optimization methods to the spe-
cial structure of the seismic inverse problem in order to re-
duce the computational cost and to improve the quality of
the reconstruction. Within the context of time-domain full-
waveform inversion, on the other hand, we offer a generic
implementation that allows us to easily interchange the pa-
rameterization of the Earth model and/or the wave propa-
gation solver.

4.1 Features and Methods
From a mathematical perspective, the most relevant char-

acteristics of the seismic inverse problem can be summarized
as follows:

(i) high computational cost to compute the misfit func-
tional and its derivatives with respect to structural
parameters, which requires forward and adjoint sim-
ulations for each of the seismic events,

(ii) ill-posedness of the inverse problem, which requires
some form of regularization,

(iii) non-convexity and the existence of multiple local min-
imizers, which can be partially circumvented with a
suitably chosen misfit functional in combination with
a good initial model and starting the inversion using
only low frequencies,

(iv) a partially separable structure due to multi-experiment
data, where the cost functional is the weighted sum
of misfits from several seismic events, which can be
computed independently of each other.

The optimization module exploits this problem-specific
structure and implements customized trust-region methods
using either exact second-order information [7] if available,
or a quasi-Newton approximation of the Hessian [29]. Both
of the aforementioned methods work matrix-free and are ap-
plicable to large-scale problems with millions of unknowns.

We extended those methods to work with inexact deriva-
tive information. Here, built-in error estimators of the opti-
mization module adaptively control the level of inexactness
to ensure convergence. This enables us, for instance, to ex-
ploit the separable structure of the objective function and to
use only a subset of the seismic events to approximate the
gradient. We combine ideas from the nonlinear Kaczmarz
method [9] and related problems in machine learning [10]
to reduce the required number of wave simulations for this
task. Another source of inexactness in the gradient compu-
tation is introduced by lossy compression of the wavefield
during the forward run, which in turn reduces the memory
requirements significantly (see next section for details).

We distinguish three types of model parameterizations:
the physical parameters that enter the elastic wave equa-
tion as coefficients, the actual parameters the user wants
to infer (which might be a subset of the first parameters),
and the optimization variables that the inversion toolbox
uses internally. Although this is often done implicitly for
gradient-based inversion schemes, we explicitly incorporate
this separation in our inversion framework, because it offers
a lot of flexibility for incorporating smoothing, scaling and
regularization and for using different meshes for the model
and the wavefield. The internally used model incorporates
depth-scaling and multi-parameter coupling and parameter-
izes for relative model perturbations instead of absolute val-
ues. This improves the scaling of the problem and acts as
a preconditioner for gradient-based descent schemes. Fur-
thermore, this yields a better condition number of the linear
system that needs to be solved iteratively in a Newton-CG
method. Moreover, we directly incorporate a Gaussian filter
into the internal parameterization to ensure smooth updates.
All of the aforementioned strategies can be treated simulta-
neously by applying an affine transformation that maps the
internally used parameters to the physical model. Likewise,
we have to apply the adjoint of this transformation to the
gradient with respect to the physical model parameters in
order to obtain a consistent discrete gradient.

Smoothing the updates has a regularizing effect, but to
further mitigate the ill-posedness of the inverse problem
the optimization module offers built-in tools for adding a
Tikhonov-type regularization [52] to the objective function.

Due to the tremendous computational cost of repeated
calls to the wave propagation solver, we re-use as much in-
formation as possible during the iterations. This includes,
for instance, bookkeeping of all previous simulations of the
wave equation. Furthermore, we interpolate the misfit func-
tional using previous evaluations whenever a step is rejected
to obtain a better approximation of the misfit surface com-
pared to classical backtracking approaches.

Prior knowledge to better constrain the nullspace of the
problem can be included by restricting the set of feasible
Earth models. The optimization module supports box con-
straints, such as lower and upper bounds on the parameters,
as well as linear equality and inequality constraints. These
restrictions on the feasible set of models do not involve a
PDE, thus evaluating the constraints or their Jacobians is
extremely cheap compared to solving the wave equation.
Hence, we use a feasible-point trust-region SQP algorithm
[55] that ensures feasibility in every iteration by projecting
the model onto the set of models that satisfy all constraints.
Non-linear constraints can be included as well, but require
a custom implementation of the projection subproblem.



4.2 Interface to the Earth Model
The Earth model appears only as a template object within

the optimization routines. This enables the use of solver-
specific file formats without the need to modify the optimiza-
tion module itself nor to convert Earth models to different
data structures.

Besides basic input/output functionality there are only a
few model-specific functions that have to be implemented for
each template specialization. These include the functional-
ities of adding an Earth model to another model, scaling a
model by a constant factor as well as point-wise scaling of a
model by another model.

In addition, there are two callback functions for comput-
ing the inner product of two models and for computing the
dual pairing. It is necessary to take spatial dependencies
into account when solving the inverse problem, since the
unknown Earth model is in fact a vector field defined on a
three-dimensional domain. Hence, all computations involv-
ing the discrete Earth model should resemble the actions
of the continuous vector field. Note that this becomes par-
ticularly important when the cells of the discretized Earth
model vary in size. Furthermore, the choice of the inner
product is known to have a great impact on performance of
the minimization algorithm [32]. Hence, we change from the
standard Euclidean metric to the one that is induced by the
finite element discretization of the Earth model.

4.3 Interface to the Wave Propagation Solver
As has been mentioned in the previous section, the opti-

mization module exchanges information with the workflow
manager and triggers activities using a message protocol; cf.
figure 2. Interaction with the wave propagation solver is re-
quired whenever the optimization module requests the value
of the misfit functional or its derivatives for a certain Earth
model. For each of these activities the optimization module
sends a message specifying the task and a pointer to the
corresponding model. Depending on the activity, the work-
flow management system will either return a double value
(in case of computing the misfit value) or a pointer to the
gradient, which is stored in the same format as the Earth
model itself. The module sends an additional message after
successful completion of each iteration. The workflow man-
ager can use this callback, for instance, to select a new set
of seismic events or to change time windows or frequencies
for the next iteration.

There is also a fourth callback function for computing
Hessian-vector products in case the wave propagation solver
can handle general space- and time-dependent source terms
in addition to point sources.

5. WAVEFIELD COMPRESSION
While the previous parts mainly dealt with the automa-

tion of processes within our seismic inversion framework,
this section focuses on reducing the massive memory re-
quirements by using compression methods tailored to seismic
wavefields.

All of the optimization methods presented in the last sec-
tion require derivatives of the misfit functional with respect
to the Earth model. These sensitivities can be efficiently
computed with the help of adjoint techniques. However,
one of the main challenges in time-domain full-waveform in-
version is the opposite time direction of forward and adjoint
simulations and the necessity to access forward and adjoint

Figure 5: Illustration of the opposite time direc-
tions of the forward and adjoint wavefields, needed
to compute sensitivity kernels.

wavefields simultaneously at the same time step during the
computation of sensitivity kernels, which is sketched in fig-
ure 5. Hence, in addition to requiring a huge amount of com-
putational resources for the wave propagation solver already,
full-waveform inversion on 3D data sets also demands for
massive storage capabilities. Storing the four-dimensional
space-time cylinder of the forward wavefield is prohibitively
expensive for large data sets and potential remedies like
checkpointing [31, 4, 49, 2] or solving a so-called backward
wave equation [51] introduce a significant computational
overhead of at least one additional simulation. Hence, in-
put/output (I/O) operations and the amount of auxiliary
data that has to be transferred to and from disk increase
the memory-boundedness of full-waveform inversion.

To overcome this bottleneck, we utilize techniques for the
lossy compression of the spatio-temporal wavefield that

(i) provide a significant reduction of the I/O overhead
without the need for additional simulations, and

(ii) maintain a similar rate of convergence when solving
the inverse problem with inexact gradient information
resulting from the compressed wavefield.

Following the modular approach that has been outlined in
the previous sections, the compression techniques work inde-
pendently of the PDE solver. Note, however, that spectral
element methods using a high-order continuous Galerkin dis-
cretization and an explicit Newmark time stepping scheme
achieve the highest performance in terms of compression
rate and computational overhead. This numerical scheme
is widely used in the seismological community, for instance,
in the open source packages SPECFEM3D GLOBE [35, 34]
and SES3D [23, 30].

The compression module that we integrated into the seis-
mic inversion framework extends the methods developed in
[6] and embeds them into the minimization algorithm by
adaptively steering the accuracy of the inexactly computed
gradients. This approach combines a moving-window re-
interpolation on a coarse temporal grid with spatial com-
pression on hierarchical meshes using an adaptively chosen
floating-point precision. Furthermore, we identify “shadow
zones” in which forward and adjoint waves do not overlap,
i.e., where neither storing nor even computing the wavefield
is required.

It is important to note that the compression only affects
the computation of the gradient of the misfit functional,
whereas seismograms, misfits and adjoint sources are al-
ways computed with the full accuracy. Here, the compres-
sion algorithm exploits the problem-specific structure of the
Fréchet derivative of the wavefield w.r.t. structural param-
eters and ensures that spatial errors (absolute and/or rela-



tive) remain below predefined thresholds. Hence, instead of
enforcing a certain compression factor a-priori, we control
the pointwise errors in the decompressed wavefield. These
thresholds are chosen adaptively during the inversion and
ensure that more accurate gradients are computed when ap-
proaching a local minimum. Thus, this strategy prevents
losing high-resolution information during the compression.
On the other hand, the achievable compression factor might
decrease with an increasing model resolution.

This approach achieves an effective compression factor of
three orders of magnitude in numerical experiments with-
out slowing down the rate of convergence. Moreover, it is
computationally cheap by adding only a few percents to the
costs of a forward simulation.

With an ever-increasing resolution of the numerical mesh,
even the reduced memory requirements using compression
might become less efficient than checkpointing at some point,
which of course depends on both, the problem size and the
HPC architecture. In this case our compression methods can
be used in combination with checkpointing, i.e., to compress
the snapshots at the checkpoints.

6. CONCLUSIONS
We developed an ensemble of computational methods in-

tended to facilitate the construction of a Collaborative Seis-
mic Earth Model, i.e., a multiscale model of the Earth’s inte-
rior that evolves successively by community-driven regional
refinements. This ensemble has the following components:
(i) A fully anisotropic, visco-elastic whole-Earth model, pa-
rameterized in terms of tetrahedra that can be refined in
regions where higher-resolution refinements have been con-
tributed. (ii) An inversion paradigm that ensures the consis-
tent refinement of subregions, using different forward and in-
verse modeling techniques. (iii) A high-performance system
for the management of seismic data and nonlinear, iterative
inversions. (iv) An optimization library that is specifically
tailored to full-waveform tomographic inverse problems. (v)
A suite of compression algorithms that reduce the storage
requirements of adjoint-based gradient calculations by three
orders of magnitude without reducing convergence speed.

It is worth a quick conceptual tracing of the passage of an
Earth model through these frameworks, now that their de-
tails have been explained. To begin, a subregion is extracted
from the CSEM, and passed off to the inversion factory de-
scribed in section 3. Here, during each nonlinear iteration,
the model is passed down to the optimization library de-
scribed in section 4, along with updates calculated with the
assistance of the compression techniques described in section
5. After the final iteration, the updated model then works
its way back up to the CSEM, where it becomes a compo-
nent of a global-scale update. This process is then repeated
as data and compute time allow.

The optimization and streamlining of these components,
needed to bring the Collaborative Seismic Earth Model to
production-stage maturity, are currently work in progress.
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A. Pazos, D. Códoba, J. Pulgar, J. L. Garćıa-Lobón,
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