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Abstract – In this paper, we propose a new method for detecting bearing faults using vibration 
signals. The proposed method is based on support vector machines (SVMs), which treat the harmonics 
of fault-related frequencies from vibration signals as fault indices. Using SVMs, the cross-validations 
are used for a training process, and a two-stage classification process is used for detecting bearing 
faults and their status. The proposed approach is applied to outer-race bearing fault detection in three-
phase squirrel-cage induction motors. The experimental results show that the proposed method can 
effectively identify the bearing faults and their status, hence improving the accuracy of fault diagnosis. 
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1. Introduction 
 
Induction motors are widely used as major electrical 

machines in a variety of industrial applications. Induction 
motor failures that are due to environmental stress and load 
conditions can result in severe damage to the motor itself 
as well as to motor-related industrial applications. It is well 
known that bearings are among the most common sources 
of motor faults in induction motors. Further, bearing faults 
represent 40-50% of the various types of induction motor 
faults [1, 2]. The major source of bearing faults is damage 
on the inner or outer races of the bearing due to thermal or 
mechanical stresses [2, 3]. 

For bearing fault detection, various types of sensors and 
condition-monitoring systems have been employed [2-9]. 
Vibration measurements are commonly used to identify 
bearing faults [2, 5-9]. The amplitude at the bearing fault-
related frequency is used as the fault index in the vibration 
spectrum [2, 6, 13]. In addition, there are also harmonic 
frequencies in the vibration spectrum in motors with faulty 
bearings [3, 5, 9]. The spectral analysis of vibration signals 
is performed using the fast Fourier transform (FFT) 
method, which is the basic tool used together with some 
other approaches such as machine learning and statistical 
analysis. 

To increase the accuracy of bearing fault detection, 
various machine learning and statistical analysis have been 
developed [10-13]. Neural-network-based fault diagnosis 

has been proposed for rolling bearing faults using time-
frequency domain vibration analysis [10]. The fuzzy 
classifier has been adopted to diagnose roller bearing 
faults using simple fuzzy rules and membership functions 
[11]. A support vector machine (SVM) was employed 
using time-domain and frequency-domain features for 
multiple faults diagnosis of induction motors [12]. 
Quadratic discriminant analysis and SVM have been used 
for multiple fault (air-gap eccentricity, bearing damages, 
and their combinations) detection using multiple sensors 
such as acoustic, vibration, and current sensors [13]. 
However, the effects of variations of the motor speed 
and fault severity have not been examined for SVM-based 
bearing fault detection [12, 13]. 

This paper considers bearing faults that are due to outer-
race damages to the bearing in induction motors. In 
order to detect bearing faults, we implemented a two-stage 
diagnosis method for fault and fault-severity detections 
based on the FFT and SVMs. The first SVM classifier 
distinguishes faulty motors from healthy motors, while the 
second SVM classifier is used to discriminate between 
different bearing fault severities. The proposed fault 
detection method focuses on the spectra of vibration 
signals at fault-related frequency harmonics, and uses the 
values of the peak-to-mean ratio at harmonic frequencies 
as fault indices. Using the cross-validation for the SVM, 
the fault indices and SVM parameters are optimized from 
experiment results for different load conditions. The 
proposed diagnostic method can distinguish a faulty motor 
from a healthy motor with a probability of 100% of correct 
detection and a 0% likelihood of obtaining a false alarm 
under different load conditions. It can also discriminate 
between different severities with an average detection 
probability of 98.67% and a false alarm probability of 0% 
under different load conditions. 
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2. Outer-race Rolling Bearing Faults 
 
In this section, we present characteristic frequencies that 

are due to outer-race faults of rolling bearings and an 
experimental setup for rolling bearing fault detection. 

 
2.1 Characteristic frequencies 

 
The outer-race defect of rolling bearings induces a 

specific vibration frequency as shown below: [2, 9] 
 

 1 cos
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where N represents the number of rolling elements, rf  is 
the mechanical rotational frequency, BDD  is the rolling 
element diameter, PDD  is the pitch diameter, and ϕ  is the 
contact angle. Moreover, when the defective area is large, 
the harmonics of ODf  will also lead to the vibration 
spectrum as in [3, 5, 10] 

 
 ,OD k ODf k f= ×  (2) 

 
where 1,  2, 3, k =  is the harmonic index. 

In (1) and (2), the frequencies that are commonly used as 
a diagnostic measure for bearing fault detection in [2, 3, 5, 
9, 10], and vary depending on the load conditions. Table 1 
lists the mechanical rotation frequency rf  and the outer-
race defect frequency ODf  for test motors under different 
load conditions. 

 
Table 1. Mechanical rotation frequency fr and outer-race 

defect frequency fOD for test motors 

Load condition (%) No load 50 100 
fr (Hz) 29.99 29.8 29.66 

fOD (Hz) 157.2924 156.2959 155.5616 

 
2.2 Experimental setup 

 
Experimental tests were performed with 75-kW squirrel-

cage induction motors, where the rated voltage is 3300 V, 
the rated current is 16.3 A, the supply frequency sf  is 60 
Hz, the speed is 1780 rpm, and the number of poles is 4. As 
shown in Fig. 1, the rolling bearing outer-race faults were 
simulated by making a hole in the outer race. This artificial 
fault cannot occur while a bearing is operating in a motor, 
but it is important to understand this fault in order to 
analyze the effects of bearing outer-race faults [3, 14]. For 
motor conditions, three types of test motors were used: a 
healthy motor, a motor with faulty bearing with an 8-mm 
hole, and a motor with faulty bearing with a 12-mm hole. 
In this paper, the two latter motors are labeled as “bearing 
1” and “bearing 2,” respectively. 

Fig. 2 shows the induction motor test system, which is 
composed of a test motor, a load motor, an inverter, and a 

data acquisition system (DAS) [15]. The test motor is 
equipped with a type NU318E roller bearing with 13N =  
rollers ( BDD  and PDD  are 28 and 145 mm, respectively). 
An acceleration sensor (AS-022 from B&K Vibro) is used, 
and is mounted on the test motor with 0ϕ = . The inverter 
is connected to the load motor to control the load condition 
of the test motor. In the experimental tests, we considered 
for different load conditions of test motors, i.e., no load, 
50%, and 100% load. For the vibration measurement 
experiments, the discrete time signals [ ]Sx n  with 222SN =  
were measured at a sampling frequency of 200SF =  kHz 
using the DAS, and the acquisition time was calculated as 

20.972 sacqT = . 
 
 

3. Proposed Diagnostic Method for Bearing Fault 
Detection 

 
To diagnose bearing faults using the spectra of the 

vibration signal, we propose a new detection method that is 
based on the SVM, which is a type of machine-learning 
technique based on the statistical learning theory. In the 
proposed approach, the objective of the SVM is to 
diagnose motor bearing faults using optimal fault indices 
from the fault-related harmonics of the most important 
components present in the spectrum of the vibration signals. 
In this section, we first introduce the SVM, emphasizing its 
use as a diagnostic tool for the vibration spectrum. Second, 
we propose an SVM-based two-stage diagnostic method 
that includes the feature calculation, feature selection, 
training, and classification, in order to detect the outer-race 

 
Fig. 1. Outer-race faults of roller bearings (bearing 1 and 

bearing 2). 
 

 
Fig. 2. Experimental setup. 
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faults of rolling bearings. 
 

3.1 Background of SVM 
 
The basic idea that is introduced in this paper was 

thoroughly developed based on the statistical learning 
theory [16-19]. The basic SVM deals with two-class 
problems separating two classes by a hyperplane, which is 
defined by a number of support vectors. 

In a linear separable case, there exists a separating 
hyperplane whose function is 

 
 0b⋅ + =w x , (3) 

 
where the vector w defines the boundary, x  is the input 
vector of dimension d, and b is a scalar threshold. The 
optimal hyperplane can be obtained as follows [17]:  

 

 ( ) ( )21min  , subject to 1
2 iJ y b= ⋅ + ≥w w w x , (4) 

 
where w  is the Euclidean norm of w, 1,  ,  i l=  is the 
number of training sets, and labels 1iy =  and 1iy = −  are 
for positive and negative classes, respectively. The solution 
can be obtained by 

 

 
1

l
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i
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=
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where 0iα ≥  are Lagrange multipliers and ix  are 
support vectors obtained from training. After training, the 
decision function for the linear SVM is obtained as 
follows: 
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In a linear non-separable case, SVMs can create a 

hyperplane, which allows linear separation in the higher 
dimension, to perform a nonlinear mapping. The nonlinear 
mapping by the kernel function converts the input vector 
x  from a d-dimensional space into a higher dimensional 

feature space. In nonlinear SVMs, kernel functions such as 
the polynomial, sigmoid, and radial basis functions (RBF) 
may be selected to obtain the optimal classification results 
[18]. In this study, the RBF kernel is used for nonlinear 
SVM and is defined by 

 
 ( ) ( )2, expK γ= − −x y x y , (7)  

 
where 0γ >  is the RBF kernel parameter. For the non-
linear SVM, the decision function is obtained by 
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3.2 Feature calculation  
 
The peak-to-average ratio (PR) has been proposed as an 

indicator to identify bearing faults in the spectrum [20]. 
The PR is defined as the sum of the peak values of the 
defect frequency and harmonics over the average value of 
the spectrum, and is defined as [20, 21] 
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where kP  is the amplitude of the maximum peak located 
at the frequency band that is centered at the kth defect 
frequency harmonic, ,OD kf , with a bandwidth BW , jS  is 
the amplitude at any frequency, J is the number of points in 
the spectrum, and K  is the number of harmonics in the 
spectrum. In (9), the PR will contain the information at all 
harmonics contained in the vibration signal; however, only 
some of them will be significant depending on load rates. 
Therefore, the peak values of the defect frequency or 
harmonics are used as fault diagnostic indices, respectively, 
and are defined by 
 

 
,
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where k  is the harmonic index, ,k jW  is the amplitude of 
frequency component at the frequency band centered at 

,OD kf  with BW, and M is the number of frequency-domain 
sample points in BW . 

 
3.3 Feature selection 

 
After feature calculation, a sequential forward search 

(SFS) creates candidate feature subsets using (2) for feature 
selection [13]. For each candidate feature subset, using υ -
fold cross-validation, the SFS examines the performance of 
a linear SVM when separating the data for healthy motors 
from those for faulty motors. In υ -fold cross validation, 
the training set is divided into subsets of equal size and a 
subset is sequentially tested using the classifier trained on 
the remaining 1υ −  subsets. Based on experimental results, 
the motor speed can be calculated using the vibration 
signal [10], and therefore, feature selection gives the 
optimal feature subsets depending on variable load rates. 

 
3.4 Training and classification 

 
Based on the SVM algorithm, a two-stage classification 

is used to detect the motor fault and its severity. From the 
selected feature subset on the each load rate, the whole test 
data set is classified by the first SVM for the bearing fault 
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detection. Then, some of the test data, which were 
classified as faulty motors by the first SVM, are classified 
by the second SVM to distinguish the severity of the 
bearing faults. The whole training set is used for the 
training of the first SVM, while the second SVM classifier 
exploits training data for faulty motors. 

In the SVM training processes, to optimize the parameters 
C for linear SVM or { },C γ  for nonlinear SVM, we use 
the υ -fold cross-validation to test all values of C  for the 
linear SVM or all of the pairs of { },C γ  for the nonlinear 
SVM, where 0C >  is the penalty parameter of the error 
term for SVMs, 5υ = , { }15 14.9 152 ,  2 ,  , 2C − −=  for the 

linear SVM, and { }10 9.5 102 ,  2 ,  , 2C − −= and γ =  

{ }10 9.5 102 ,  2 ,  , 2− −  for the nonlinear SVM [19]. Using 
the training set, υ -fold cross-validation accuracies are 
obtained by the grid search, where the cross-validation 
accuracy is the percentage of data that are correctly 
classified. The values corresponding to the best cross-
validation accuracies are then selected. With the optimal 
parameters, the entire training dataset was trained again 
to define hyperplane for SVM classifiers. The process 
employed for the proposed fault diagnosis algorithm is 
illustrated in Fig. 3. 

 
 

4. Classification Results 
 
To validate the proposed method, we performed 

experimental tests using the rolling bearings of squirrel-
cage induction motors. The experiments were performed in 
the steady-state condition and the measured vibration 
signals were analyzed using the FFT. The Hanning window 
was used to minimize frequency leakage for the FFT [22] 
and the frequency resolution for the spectrum analysis was 

0.0477fΔ = Hz. For feature calculation in (9), we set the 
following values: 3K =  and 2SJ N= . The bandwidth 
BW  was 8 Hz for feature calculation in (10). Experiments 
were performed 50 times in each load condition. 

For comparison purposes, the bearing fault detection with 
one feature was examined based on the signal detection 
theory [23]. Each fault index A and the corresponding 
threshold parameter thA  were determined for each load 
condition using the combination criterion [15], [24], where 

{ }1 2 5,  ,  , ,A PR PR PR PR∈ . The optimal fault index *A  
and optimal threshold *

thA  for the classifier with one 
feature is obtained by 

 

 { }
{ }

{ }* *
, ,

,
, arg max

th

th D A FA A
A A

A A P P= − ,     (11) 

 
where the detection probability ,D AP  and the false alarm 
probability ,FA AP  are defined as [23] 
 
 { }, 1Pr ;D A thP A A H= >  and      (12) 

 { }, 0Pr ;FA A thP A A H= > ,         (13) 
 

respectively, 1H  is the bearing faulty motor hypothesis, 
and 0H  is the healthy motor hypothesis. 

Fig. 4 shows the cumulative distributive functions 
(CDFs) of PR and PR1 under the no-load condition. For 
each fault index, the optimal threshold was determined 
based on the combination criterion. For the fault index PR, 

Fig. 3. Block diagram of the proposed fault diagnosis 
system. 
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Fig. 4. CDFs for the fault detection with one feature under 

0% load condition: (a) PR and (b) PR1. 
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bearing 1 can be easily detected, but the difference between 
the healthy motor and bearing 2 is unclear. The fault index 
PR1 is more evident than PR, and performs optimally when 
separating healthy motor from faulty motors. However, 
PR1 does not perform optimally when discriminating 
between bearing 1 and bearing 2 under no-load conditions. 

For the fault detection with one feature, *A  and *
thA  

are summarized in Table 2. The optimal fault index for no-
load and 50% load conditions is 1PR . In particular, 3PR , 
which is obtained from the third harmonic of the vibration 
signal, is the optimal fault index under 100% load 
condition. For the bearing fault detection with one optimal 
feature, the detection probability decreases as the load rate 
increases. Figs. 5(a) and 5(b) show the CDFs of PR1 and 

3PR  under 50% and 100% load conditions, respectively. 

The amplitudes of PR1 for bearing 2 are lower than those 
for bearing 1 under the 50% load condition, while the 
amplitudes of 3PR  for bearing 2 are larger than those for 
bearing 1 under the 100% load condition. This is because 
the severity of the bearing faults induces the large 
harmonic of the fault frequency [3, 5, 10]; therefore, 3PR  
is the dominant feature for bearing 2. As shown in this 
figure, fault detection with one optimal feature cannot 
guarantee an optimal performance for classifying a healthy 
motor, bearing 1, or bearing 2. 

For the proposed scheme, using the SFS method, a 
subset of features { }1 2 5,  , ,PR PR PR  is determined as 
the best feature set depending on the load rate. Fig. 6 
illustrates the first classifier with the linear SVM using the 
best feature set { }1 3,  PR PR  on the 50% load rate. The 
parameter 14.92C =  is determined from the fivefold cross-
validation analysis during the training process. Fig. 6 
indicates that the healthy motors can be easily separated 
from the motors with faulty bearings (bearing 1 and 
bearing 2). For the 50% load condition, the proposed 
scheme is better than the previous fault detection method 
with one feature, as shown in Fig. 5(a). 

For the 100% load rate, the best feature set can be 
obtained by { }1 3,  PR PR  using the SFS method for the 
first classifier with both the linear and nonlinear SVMs. 
As shown in Fig. 7(a), for the first classifier with the 
linear SVM, the detection probability is 0.98 and the 
false alarm probability is 0, where 22C = . Fig. 7(b) 
shows the performance of the first classifier with the 
nonlinear SVM, where the kernel parameters 72C =  and 

82γ =  are used for the RBF kernel. The first classifier 
with the nonlinear SVM gives the optimal performance 
under a 100% load rate. Therefore, the proposed 
approach can correctly differentiate all motors with 
faulty bearings from healthy motors using the linear 
SVM under the 50 % load condition, and nonlinear SVM 
under the 100% load condition. Table 3 summarizes the 
performance and parameters of the first classifier with 
linear and nonlinear SVMs. With the proper parameter C  
and kernel parameter γ , the linear SVM obtains the 

Table 2. Fault detection performance for the classifier with 
one feature under different load condition 

Load 
condition (%) A *

thA (dB) ,FA AP  PD,A 
(Bearings 1 and 2)

0 PR1 20.2362 0 1 
50 PR1 13.879 0.04 0.93 

100 PR3 10.471 0 0.92 
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Fig. 5. CDFs for the fault detection with an optimal feature: 
(a) PR1 under 50 % load condition and (b) PR3 
under 100 % load condition. 
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Fig. 6. The 1st classifier with linear SVM for faulty motor 

detection under 50 % load condition. 
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optimal detection probabilities under 0% and 50% load 
conditions, and the nonlinear SVM gives the optimal 
detection probability under the 100% load condition. For 
linear and nonlinear SVMs, proper kernel parameter 
selection is important to obtain good classification results; 
therefore, a grid search of C or { },C γ  is needed to obtain 
the proper SVM parameters. 

Finally, in Table 4, we present the fault classification 
using the 2nd classifier for bearings 1 and 2. It can be seen 
that almost all bearing fault types have been classified 
correctly under different load conditions. The feature set 
selected for the 2nd classifier is based on the use of the 

data obtained from faults involving bearings 1 and 2. Fig. 
8 shows that both bearings 1 and 2 are in two separate 
clusters with the feature set of { }1 3,  PR PR  for the 50% 
load rate, where 4.92C = . Compared to Fig. 6, the 
normalization set for the 2nd classifier is different from that 
for the 1st classifier, and therefore, the sample points in 
Fig. 8 are different from those in Fig. 6. Furthermore, the 
classification for bearing fault types on the 100% load rate 
has a high detection probability and low false alarm rate 
( 0.96DP =  and 0FAP = ). 

 
 

5. Conclusion 
 
In this paper, we proposed a new diagnosis method for 

rolling bearing faults in induction machines. The proposed 
method is based on the FFT and SVM methods, and 
consists of the two SVM classifiers to detect outer-race 
rolling bearing faults and their severity under different 
load conditions. The harmonics of fault-related frequency 
of vibration signal, which can be extracted from the 
vibration signal, serve as new bearing fault signatures. 
The optimization of the fault index subsets and hyperplanes 
was investigated using SVM cross-validation based on 
experimental data depending on the load conditions. An 
analysis of the experimental results shows that the 
proposed method has the higher detection probability and 
lower false alarm probability than the classifier with one 

Table 3. 1st SVM classification results for fault detection 

SVM Load  
condition(%) 

Fault  
indexes 

Kernel 
parameters FAP  PD (Bearings

1 and 2) 
Linear 0 { }1PR  1.12C =  0 1 

Linear 50 { }1 3,  PR PR  14.92C =  0 1 

Linear 100 { }1 3,  PR PR  22C =  0 0.98 

Non- 
linear 100 { }1 3,  PR PR  

72 ,C =  
8=2γ  

0 1 
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Fig. 7. The 1st SVM classifier for faulty motor detection 
under 100% load condition: (a) Linear SVM and (b)
nonlinear SVM with RBF kernel. 

Table 4. 2nd SVM classification results for fault type 
detection 

SVM Load  
condition(%)

Fault  
indexes 

Kernel 
parameters PFA PD

Linear 0 { }3PR  2.72C = 0 1 

Linear 50 { }1 3,  PR PR  3.72C −= 0 1 

Linear 100 { }1 2 3 5,  , ,  PR PR PR PR  4.62C = 0 0.96

Non-
linear 100 { }1 2 3 5,  , ,  PR PR PR PR  

32 ,C −=
7.5=2γ  

0 0.96

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Normalized amplitude of PR1

N
or

m
al

iz
ed

 a
m

pl
itu

de
 o

f P
R
3

 

 

bearing 1

bearing 2

 
Fig. 8. The 2nd SVM classifier used to separate bearings 1 

and 2 under 50 % load condition. 



Support Vector Machine Based Bearing Fault Diagnosis for Induction Motors Using Vibration Signals 

 36 │ J Electr Eng Technol.2015;10(1): 30-40 

feature under different load conditions. Experimental results 
show that the proposed two-stage classifier significantly 
improved the detection performance of bearing faults and 
their severity conditions. The proposed method will be 
useful in other bearing-related faults detections such as 
inner-race, cage, and ball faults modifying interested 
frequency bands. 
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