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Abstract Thousands of users issue keyword queries to the Web search engines to
find information on a number of topics. Since the users may have diverse backgrounds
and may have different expectations for a given query, some search engines try to
personalize their results to better match the overall interests of an individual user.
This task involves two great challenges. First the search engines need to be able to
effectively identify the user interests and build a profile for every individual user.
Second, once such a profile is available, the search engines need to rank the results
in a way that matches the interests of a given user. In this article, we present our
work towards a personalized Web search engine and we discuss how we addressed
each of these challenges. Since users are typically not willing to provide information
on their personal preferences, for the first challenge, we attempt to determine such
preferences by examining the click history of each user. In particular, we leverage a
topical ontology for estimating a user’s topic preferences based on her past searches,
i.e. previously issued queries and pages visited for those queries. We then explore the
semantic similarity between the user’s current query and the query-matching pages, in
order to identify the user’s current topic preference. For the second challenge, we have
developed a ranking function that uses the learned past and current topic preferences
in order to rank the search results to better match the preferences of a given user. Our
experimental evaluation on the Google query-stream of human subjects over a period
of 1 month shows that user preferences can be learned accurately through the use of
our topical ontology and that our ranking function which takes into account the learned
user preferences yields significant improvements in the quality of the search results.
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1 Introduction

The Web search engines serve millions of queries daily from thousands of eager users
searching for a multitude of topics. Every user has a unique background and goal in
mind and is searching for a specific piece of information through the use of keyword
queries. According to a study (Jansen et al. 2000), a significant number of such que-
ries are typically under-specified and contain only a small number (between 1 and 3)
of keywords. Such short queries are oftentimes marginally informative of the user’s
search intentions and may return search results that are not relevant to the user’s infor-
mation needs. In addition, certain queries are polysemous in nature since the same
keyword can be used to express distinct topics or ideas. For instance, a video games
fan may issue the query quake searching for a popular computer game, a scientist
may issue the same query to search for data about earthquakes and a football fan
might issue the exact same query (quake) to find information about a football team
in California.

In order to address the variance in the information needs of people issuing queries,
search engines are trying to personalize (or customize) their search results by return-
ing results that are closely matching the interests of an individual user. Personalized
search has a significant potential in providing the user with information that accurately
satisfies her particular search intentions, but it entails two great challenges. The first
challenge, involves identifying the interests of an individual user. This task is partic-
ularly challenging mainly due to the reluctance of the users to give explicit feedback
about their search preferences. The second challenge is that, given that we have iden-
tified a given user’s preferences, we need a way to retrieve search results that closely
match those preferences. In this article, we present our work towards a personalized
Web search engine and we discuss how we addressed each of the above challenges.

For the first challenge, instead of requiring explicit feedback from the user, we are
implicitly learning her interests through the analysis of her past clickthrough data.
Based on this analysis, we create a user search profile which can be later used in the
personalized ranking of the search results. Typically, although implicit feedback does
not require the user’s direct involvement in the personalization process, one prob-
lem arising in a practical setting is that the user interests may change over time and
therefore the learned profiles need to be updated in order to reflect the user’s current
interests. In this article, we study the dynamic identification of user search preferences
based on both their past and current searches. We present a model that automatically
captures the past preferences of a user, based on her click history. Our model can
be updated to also account for the user’s current interests based on the association
between the user’s query and her past topic preferences. Our main idea is to employ
a topical ontology that we constructed from high-quality sources [such as WordNet
(Fellbaum 1998) and SUMO (Pease et al. 2002)] in order to compute a topic to assign
to each one of a user’s previously visited pages as they are identified from the user’s
click history. Based on the topics of the pages visited for a given query, we estimate
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the similarity of the query to each of the topics from the ontology. Additionally, we
examine the semantic association between a given query and the pages visited for that
query in order to learn the topic that best describes a user’s preference.

In order to address the second challenge, we have developed and implemented a
ranking function that orders the search results based on the learned interests of a given
user. Our main idea is based on determining how well every page within the search
results matches the topics present within a given user’s profile.

The remainder of our article is organized as follows. In the next section, we start
by discussing some background for our work. In Section 3 we present our method
for automatically identifying the topical preferences of a given user, and we discuss
how we use the identified topics for personalizing the search results. In Section 4 we
demonstrate the potential of our method by presenting the results of a study involving
human subjects and the queries they issued to a real search engine during October of
2006. We review related work in Section 5 and we conclude in Section 6.

2 Background

As we discussed in the previous section, our approach in creating a personalized Web
search engine is to use a topical ontology in order to determine the topics of the pages
that each individual user has visited. Based on these identified topics, we can then build
the user’s preference model and proceed to rank the results according to this model.

In this section, we present the topical ontology that we have developed and that can
be used towards this goal. In Section 3, we discuss an algorithm called DirectoryRank
that determines how relevant a given Web page is to each of the topics within our
ontology and we present our profile learning model.

2.1 The topical ontology

For our purpose of using an ontology to identify the general topics that might be of
interest to the Web users, we choose to develop an ontology that would describe human
perception of the most popular topics that are communicated in the Web data. Thus,
we define our ontology as a hierarchy of topics that are currently used for categorizing
Web pages. To ensure that our ontology would define concepts that are representative
of the Web’s topical content, we borrowed the ontology’s topical categories from the
Dmoz Directory1 and we further enriched them with conceptual hierarchies that we
leveraged from existing ontological resources that have proved to be richly encoded
and useful. The resources from which we leveraged the ontology’s hierarchies are:

1. WordNet. WordNet (Fellbaum 1998) is a large lexical network of almost 160,000
terms organized in nearly 118,000 cognitive synonym sets (synsets), each repre-
senting a distinct concept. Synsets are interlinked by means of conceptual-seman-
tic and lexical relations. The resulting network of meaningfully related words and
concepts can be effectively navigated and is freely available for download.2

1 http://www.dmoz.org.
2 http://www.cogsci.princeton.edu/~wn/.
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2. The Suggested Upper Merged Ontology (SUMO). SUMO (Pease et al. 2002) is
an upper-level formal ontology with 20,000 terms and 60,000 axioms written in
the SUO-KIF language and it is publicly available3 through the IEEE Web site.
SUMO is a richly axiomatized ontology that combines several domain taxonomies
and provides complete mappings to all WordNet synsets.

3. The MultiWordNet Domains (MWND). MWND (Bentivogli et al. 2004) is an aug-
mented version of WordNet that assigns domain labels to the synsets of WordNet.
Within MWND4 each WordNet synset is assigned at least one domain label from
the total set of 165 hierarchically-structured domains available.

Given that our goal was to augment Dmoz with WordNet as comprehensively as pos-
sible, we used SUMO and MWND as complementary lexical resources. These two
resources were selected because they are considered to contain rich and qualitative
content, they are freely available and they are directly mapped to WordNet. By employ-
ing these two additional resources, our goal was to ensure that we would be able to also
link Dmoz categories that are absent from WordNet domains (e.g. Kids and Teens,
Regional) with their corresponding WordNet concepts. For a thorough description of
the methodology we adopted for building the ontology, we refer the interested reader
to the work of Stamou et al. (2007).

At a high level, the construction of our ontology involved a combination of both
top–down and bottom–up approaches and aimed at anchoring the WordNet lexical
hierarchies to their corresponding Dmoz topical categories.

In order to enrich the Dmoz topics with their corresponding lexical hierarchies,
we relied on the domain concepts in SUMO and MWND that are used to label the
lexical elements in WordNet hierarchies and we selected those domain concepts that
are hyponyms of the Dmoz topics as our ontology’s middle level concepts (Mid-Level
Ontology).

The first decision we had to make in the process of merging the Dmoz topics and
the WordNet hierarchies into a common topical ontology was to settle on the rela-
tions to be used to map WordNet synsets to the Dmoz topic categories. To decide
which of the three popular formal ontology relations (i.e. specialization, instantiation
and membership) were of interest in each step, we relied on the SUMO and MWND
structure from which we derived dependencies between concepts. More specifically,
we started by identifying which of the SUMO or MWND domain concepts are hyp-
onyms in WordNet of the Dmoz top level topics. Once we identified such concepts,
we incorporated them in the ontology as sub-topics (i.e. middle level concepts) of
the ontology’s top level categories and we also imported the lexical elements from
the WordNet hierarchies that were labeled with the identified middle level concepts
(top–down merging).

For example, consider the Dmoz top level topic Sports and the SUMO domain
concept Swimming. By looking up these two concepts in the WordNet ontology we
can identify that they are semantically related. Therefore, we incorporate the SUMO
domain concept Swimming as a middle level topic in our ontology (linked to the

3 http://ontology.teknowledge.com.
4 http://wndomains.itc.it.
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Sports top level category) and we append to our ontology (as bottom level concepts)
the WordNet hierarchies that are labeled with the respective SUMO domain concept.
We should note here that since Swimming is already a sub-topic of Sports in
Dmoz (i.e. Sports→Water Sports→Swimming) and therefore we could have directly
appended all WordNet lexical hierarchies labelled with Swimming under the respec-
tive Dmoz sub-topic. In this case however, since the topic Water Sports is not
used to label any WordNet synset part of our ontology would not be represented in
WordNet’s lexical hierarchies. To avoid this, we use SUMO and MWND during the
construction process to ensure that we have adequate coverage for each node in the
ontology instead of merging simply by string matching between WordNet and Dmoz
categories.

In the cases were the SUMO or MWND domain concepts were not directly linked
(i.e. neither was hyponym of the other) to any of the Dmoz top level topics, we relied on
the hypernyms of the SUMO or MWND and we examined whether their generalized
concepts relate to any of the Dmoz topics. The SUMO or MWND hypernyms that are
semantically linked to the Dmoz topics were incorporated in the ontology as middle
level concepts and we also imported the WordNet hierarchies whose elements are
labeled with the respective domain concepts (bottom–up merging).

For instance, consider the Dmoz top level categoryHealth and the SUMO domain
category Disease or Syndrome. Looking up the two concepts in WordNet hierar-
chies returns no direct link between them. However, going from the SUMO matching
concept (Disease) one level up in the WordNet ontology shows that the direct hyper-
nym of Disease (i.e. Illness) is an inherited hypernym of Health (the Dmoz
topic). Therefore, the hypernym of the SUMO domain concept Disease, namely
Illness, is incorporated in the ontology as a middle level concept linked to its
respective top level category (i.e. Health). Similarly, the WordNet lexical hierar-
chies labeled with the SUMO domain concept Disease are incorporated in our
ontology under the respective middle level category i.e. Illness.

Similarly, we tackled membership links by adopting a middle-out merging approach.
For instance, the SUMO concept “Human” has no specialization (i.e. hyponymy) link
to any of the Dmoz top level topics. In order to assess whether the given SUMO do-
main concept could be incorporated in our ontology, we work as follows. We examine
the definition of the term “Human” in WordNet where it is described as “a living
or extinct member of …”. We also examine the definitions of Dmoz domain con-
cepts within WordNet and we determine that the Dmoz topic “Society” is defined in
WordNet as “an extended social group…”. From these definitions, we can infer that
“human is a member of …” and that “society is a social group (of people)”. Therefore,
we decided to link the SUMO concept “Human” to the Dmoz topic “Society” via a
member-of relation and then append the WordNet synsets labeled with the domain
“Human” to our ontology. In all merging steps, we used the SUMO and MWND
domain concepts to connect the WordNet synsets and the Dmoz topics, when a direct
relation between the latter could not be traced within our resources. These SUMO and
MWND domain concepts formulated the middle level topics in our ontology, i.e. the
sub-categories of the respective Dmoz topics.

At the end of this process, we came down to a total set of 489 middle level con-
cepts, which were organized to the 16 Dmoz top level topics. The resulting upper
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Fig. 1 A portion of the ontology for the Dmoz topic arts

level ontology (i.e. top and middle level concepts, 156 of which are Dmoz topics) is a
directed acyclic graph with maximum depth 6 and maximum branching factor, 28 (i.e.
number of children concepts from a node). Figure 1 shows a portion of our ontology
for the Dmoz topic Arts.

In the Figure, the dark-gray node on top illustrates the top-level ontology concept
(Arts) that is borrowed from the Dmoz top level topics. The light-gray nodes repre-
sent the ontology’s middle level concepts, which are borrowed either from a SUMO
or a MWND categories and which are linked to their respective top level concepts
through one of the following relation types: specialization, instantiation or member-
ship. Finally, the lower-level ontology concepts (depicted as white nodes) represent the
lexical elements in WordNet ontology that are specialized concepts of the respective
middle level concepts.

Having developed the ontology, one question is whether our ontology is sufficient
for the task of identifying the Web pages’ topics. Since the upper level topics covered
in our ontology have been borrowed from the Dmoz Directory topics, we believe that
the ontology covers the domain of Web topics reasonably well. Moreover, by relying
on WordNet data to organize the concepts in our ontology, we deem that the ontol-
ogy’s hierarchies are meaningfully structured. Consequently, we believe that we have
created a useful resource that can help us automate the task of identifying the Web
pages’ topical categories.

Although it is unlikely that a single ontology can meet the needs of all Web users
and applications, we believe that providing the means to explore the ontology for the
automatic categorization of Web pages into topic directories is less subjective than
relying solely on individual categorization judgments.

Another issue we need to address at this point is the soundness of the approach
that we took for merging SUMO and MWND into a common resource. Since both the
above resources share a significant amount of overlapping content, we did not encoun-
ter any significant difficulties while integrating SUMO and MWND hierarchies with
the ontology’s topics. In addition, WordNet data was manually checked throughout
the entire merging process, in order to ensure the validity of the produced mergings.
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Finally, although it might be argued that building the ontology is a burdensome and
time-consuming task (it took us nearly 3 months to build and validate the ontology)
that could be avoided through the use of a classification method, we believe that the
ontology once it is built allows more flexibility as it abandons the need for (re-)train-
ing a classifier. This is also attested in a previous work we have carried out (Stamou
et al. 2006) where we managed to automatically classify about 300,000 Web pages in
the ontology’s topics in nearly 6 h (including data cleaning and pre-processing time)
without any need for prior training or human involvement.

3 Ontology-based personalized search

Given the topical ontology that we constructed, we need a way of determining what
are the potential topics of a Web page. These topics will be used later in conjunction
with the topics of a user’s profile to present her with personalized search results. We
begin our discussion by presenting our approach on how we exploit a topical ontology
along with a user’s past queries and visited pages to identify the topics that this user
is interested in.

Based on the topic importance values of the visited pages, we estimate the user’s
degree of interest in each of the identified topics. We then describe how we can suc-
cinctly learn the latent topic preferences of a user’s current query for which there is
no previous click history available. Roughly, this learning can be done based on the
relationship between the user’s past topic preferences and the semantic association
between the current query and the query-matching pages. Finally, we present how we
can exploit the user’s learned preferences (past and current) during query-time to rank
search results according to the preferences of this particular user.

3.1 Topical analysis of click history

The billions of pages available on the Web today may span a large number of topical
categories. For example, the Dmoz Directory contains more than 590,000 topical cat-
egories which are used to organize pages from the Web. In a practical setting, a user is
unlikely to be equally interested in all of the existing topics on the Web. Rather, each
user has a small number of topic preferences which she is interested in.

Our intuition here is that the topic preferences of each user are implicitly commu-
nicated through the queries she issues to search engines and the pages she views based
on those queries.

One way to identify the topics of the pages that a given user is interested in is to use
the pages’ classification that is provided by a Web Directory (such as Dmoz). How-
ever, considering that Dmoz (one of the largest Directories) classifies only 0.03%5 of
the pages that are known to the search engines, we need a way to determine the topics
that the user-visited pages belong to, regardless of whether they appear in Dmoz or
not. Therefore, we need to employ a classification scheme that categorizes Web pages

5 Dmoz contains approximately 4 million Web pages and the size of the indexable Web is estimated to be
at least 11.5 billion pages (Gulli and Signorini 2005).
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into a set of predefined topics. In this paper, we use a classification method which uses
our topical ontology for estimating a suitable category to assign to every page. The
main advantages that our approach exhibits over the existing classification schemes
is that it manages to automatically detect the suitable topic(s) of a page without any
prior classification knowledge. Moreover, in a recent study (Stamou et al. 2006) we
found that our classification model managed to classify a large set of pages in their
respective 156 topics with an overall accuracy of 70% compared to the accuracy of a
Bayesian classifier that delivered for the same set of pages and topics an accuracy of
about 66%.

To that end, in order to find the topics of the visited pages, we adopt the lexi-
cal chaining technique (Barzilay and Elhadad 1997). A lexical chain is essentially a
sequence of semantically related consecutive terms in a text and it is generated in a
three-step approach: (i) select a set of candidate thematic terms from the page, (ii)
for each candidate term, find an appropriate chain relying on a relatedness criterion
among members of the chains, and (iii) if such a chain is found, insert the term in the
chain. Thematic terms are terms which convey most of the topical information in texts
(Gliozzo et al. 2004) and are typically the nouns and proper nouns within the content
of the page.

The relatedness factor in the second step is determined by the type of the links that
are used in WordNet for connecting the candidate term to the terms that are already
stored in existing lexical chains. In case a candidate term is not represented in the
WordNet concepts it is not used in the lexical chain construction process.

Barzilay and Elhadad introduce a greedy disambiguation algorithm that constructs
all possible interpretations of the source text using lexical chains. However, Song et al.
2004 noted some caveats in this disambiguation formula in avoiding errors because it
does not discriminate between relation types that connect words to each other in the
WordNet hierarchy.

To surpass this limitation, they propose a new disambiguation formula, which relies
on a scoring function f , which provides a score indicating how likely it is that a given
relation between two words is the correct one. Given two words, w1 and w2, their
scoring function f via a relation r , depends on an association score between words,
their depth in WordNet and their respective relation weight.

The association score (Assoc) of the word pair (w1, w2) is determined by the word
co-occurrence frequency in a corpus and it is given by:

Assoc(w1, w2) = log(p(w1, w2) + 1)

Ns(w1) · Ns(w2)
(1)

where p(w1, w2) is the probability that the word pair (w1, w2) co-occurs in the corpus
within a neighborhood size of 20 words (Turney 2004) and Ns(w) is a normalization
factor, which indicates the number of WordNet senses that a word w has. In our work,
we relied on the Web TREC corpus for computing the co-occurrence probability of
the thematic words.

Given a word pair (w1, w2) their DepthScore expresses the words’ position in
WordNet hierarchy and captures the fact that the lower a word is in WordNet hierar-
chy, the more specific its meaning. DepthScore is defined as:
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DepthScore(w1, w2) = Depth(w1) · Depth(w2) (2)

where Depth(w) is the depth (i.e. number of levels from the root) of word w in
WordNet.

Additionally, given a word pair (w1, w2) there is at most one semantic relation
type r(w1, w2) that connects w1 and w2. For a given relation type, semantic relation
weights (RelW eight) have been experimentally fixed according to Song et al. (2004)
to 1 for reiteration, 0.2 for synonymy and hyper/hyponymy, 0.3 for antonymy, 0.4 for
mero/holonymy and 0.005 for siblings. Finally, the scoring function f of w1 and w2
is defined as:

f (w1, w2) = Assoc(w1, w2) · DepthScore(w1, w2) · RelWeight(r(w1, w2)) (3)

The score of lexical chain c j is calculated as the sum of the score of each consecutive
pair of words wi and wi+1, Formally:

Score(c j ) =
|c j |−1∑

i=1

f (wi , wi+1) (4)

To compute a single lexical chain for every downloaded Web page, we segment the
latter into shingles, using the shingling technique, described in Broder et al. (1997). To
form a shingle, we group n adjacent words of a page, with n = 50, which roughly cor-
responds to the number of words in a typical paragraph. For every shingle, we generate
and score lexical chains using the formula described above. In case a shingle produces
multiple lexical chains, the chain of the highest score is regarded as the most repre-
sentative shingle’s chain, thus eliminating chain ambiguities. We then compare the
overlap between the elements of the lexical chains of all adjacent shingles. Elements
that are shared across chains are deleted so that lexical chains display no redundancy.
The remaining elements are merged together into a single chain C p, representing the
contents of the entire page, and a new normalized Score(C p) for the resulting chain
C p is computed. This way we ensure that the overall score of every page’s lexical
chain is maximal. The elements of each chain are used as keywords for assigning the
underlying pages in topical categories. We now introduce a model that automatically
identifies the topics of Web pages.

3.1.1 Identifying the topics of visited pages

In order to detect the topics of the pages that a user has previously visited, we follow
the TODE categorization scheme, presented in Stamou et al. (2007). The main idea is
to map the thematic keywords of a page to the concepts of the ontology by traversing
the ontology’s matching nodes up to the root nodes. Recall that thematic words are
disambiguated during the generation of the lexical chains, thus ensuring that every
keyword is mapped to a single node in the ontology.

Traversal of the ontology hierarchies amounts to following the hypernym links
of every matching concept until all their corresponding topics (first or second level)
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are retrieved. For short documents with very narrow subjects there might be a single
matching topic. However, due to the richness of our ontology, it is often the case that
some thematic words of a given page correspond to multiple topics.

To accommodate for the assignment of multiple topics, we compute a Related-
ness Score (RScore) of every Web page to each of the ontology’s matching topics.
This relatedness score indicates the expressiveness of each of the ontology’s topics in
describing the Web pages’ contents. Formally, the relatedness score of a page p (rep-
resented by the lexical chain C p) to topic T of the ontology is defined as the product
of the page’s chain Score(C p) and the fraction of words in the page’s chain that are
descendants (i.e. specializations) of T , which are noted as d(T ).

RScore(p, T ) = Score(C p) · |C p ∩ d(T )|
|C p| (5)

The denominator is used to remove any effect the length of a lexical chain might have
on RScore. RScore values range between 0 and 1, with 0 corresponding to no relat-
edness at all and 1 indicating the category that is highly expressive of the page’s topic.
Finally, a Web page is assigned to the topical category Tk for which it has the highest
relatedness score of all its RScores above a threshold τ , with τ been experimentally
fixed to τ = 0.5. The page’s (as expressed by chain C p) indexing score is:

IScore(p) = max∀Tk∈ontologyRScore(p, Tk) (6)

Pages, with chain elements matching several topics in the ontology, and with related-
ness scores to any of the matching topics below τ , are categorized in all their matching
topics. By allowing pages to be categorized in multiple topics we aim at capturing the
variety of topics for a given page (and subsequently for a given user) in scenarios
where we do not have enough support for one single topic.

Our overall goal behind the use of threshold τ is to discriminate between pages
that have a strong affinity to one single topic and pages that do not have such a strong
affinity. Our empirical observations from examining the topics of the pages calculated
using the RScore metric above suggested that pages with a few (one or two) very
predominant topics (i.e. τ > 0.5) tend to focus on one single topic which is usually
captured well by the topic with the highest RScore. In such cases the remaining topics
(below τ ) had small values and therefore we consider the topic with the highest value
as conveying the most signal about the topic of a page. On the other hand, pages having
all of their RScores less than the threshold were usually either pages that discussed
a variety of topics or did not contain enough content for our method to determine a
predominant topic. In these cases, we maintain all topics in order to ensure that we
capture the potential diverse interest of the pages (and later on the user). Overall, the
use of threshold τ is driven by practical and efficiency reasons (i.e. by pruning the
topics when τ > 0.5 we do not have to consider as many topics when modeling the
user interests.)

In the remainder of the paper we will use T (p) to represent the set of topics that
a given page p has been assigned to and P(T ) to represent the pages assigned under
topic T .
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3.1.2 Topic importance of the visited pages

Within each topic of the ontology the pages are sorted on the basis of a Directory Rank
(DR) metric, which captures the importance of a page for a given directory topic. In
the DR scheme that was presented in Krikos et al. (2005) the importance of a page
with respect to a given topic is perceived as the amount of information that the page
communicates about the topic.

Intuitively, an important page in a category, is a page that has a high relatedness
score (RScore) to the category’s topic and that is semantically close (similar) to other
pages, which in turn they are highly related to the given topic.

The semantic similarity between two pages p1 and p2 is determined by the degree
of overlap between their thematic terms C p1 and C p2 , respectively, i.e. the common
thematic terms in p1 and p2. It is formally calculated as the Dice coefficient of the
thematic terms:

Sim(p1, p2) = 2 · |C p1 ∩ C p2 |
|C p1 | + |C p2 |

(7)

The DR metric defines the importance of a page in a topic to be the sum of its topic
relatedness score and its overall relatedness to the fraction of pages with which it
relates in the given topic. This way, if a page is highly related to topic T (i.e. has high
RScore for T ) and also relates highly with many important pages in T (i.e. has high
Sim values with other pages assigned to T ), its DR score will be high.

Formally, consider that we want to calculate the DR score for page p for the
hierarchy topic T . Assume that p has RScore(p, T ) and let p1, p2, . . . , pn be the
other pages in T with which p semantically relates with scores of Sim(p,

p1), Sim(p, p2), . . . , Sim(p, pn), respectively. Then the DR of p is given by:

DR(p, T ) = RScore(p, T ) + 1

n

n∑

i=1

Sim(p, pi ) (8)

where n corresponds to the total number of pages in topic T with which p semantically
relates, i.e. has Sim > 0. In its simplest implementation, the RScore and Sim scores
participate equally in the DR calculation based on the intuition that a Directory user
will not only prefer to see topically important pages but she is equally interested in
viewing pages that are highly associated to other topically important pages. In Krikos
et al. (2005), the authors computed DR values for a large set of pages listed in 156 top-
ics in the Open Directory and showed that DR orders pages substantially different from
the standard PageRank measure, and that it also has a notable potential in improving
the user browsing experience when looking for information about particular topics.

In our current work we are applying DR to the Web search paradigm and especially
towards personalized search. Therefore, instead of measuring the importance of a page
to some directory topic, we measure the importance of the page to the topic that is
preferred by the user. That is, we weight DR values according to the likelihood that the
topic considered is of interest to the user. We should note that studying the individual
metrics employed to compute DirectoryRank, although interesting, are beyond the
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scope of our current study. The interested reader may refer to Krikos et al. (2005) for
more details.

3.2 Past topic preference identification

In this section, we describe how our model identifies the topic preferences of a user
based on her past click history. At a high level, our model relies on the topical catego-
ries of the pages visited for a query q and the topic importance (as expressed by the
DR metric) of the visited pages, in order to estimate how related q is to each of the
topics in our ontology.

More specifically, let us assume that a given user has issued query q and has vis-
ited the set of pages V (q) for this query. Then, for each of the pages within V (q),
we identify one or more ontology topics, based on the approach presented in Section
3.1.1 and we calculate its topic importance according to the DR metric for the topics
in our ontology. We repeat the process for all the k queries that the user has issued so
far and thus we generate a table with tuples of the form:

〈qi , p j , Tm, DR(p j , Tm)〉 (9)

This table essentially records for every query qi (total of k queries) that a user issued,
the pages p j that she clicked on (total of |V (qi )| pages for qi ) along with the topics and
their DR value (total of |T (p j )| for a given qi , p j pair) that a page was assigned to.

Based on the data stored in the table above, we can now determine for every query
how interested the user was for each of the topics that has been encountered in her past
click history. Formally, we consider that the metric expressing that q relates to a topic
T is captured by the average DR values of the pages visited for q that are classified
under T , and is given by:

IQT (q, T ) = 1

|V ′(q, T )|
∑

p j ∈V ′(q,T )

DR(p j , T ) (10)

where, V ′(q, T ) is the set of pages visited for q that are assigned to topic T . Based
on the above metric, we can now compute the degree of relatedness of each query to
each of the candidate topics.

One issue that we should note here is that for simplicity we have so far assumed
that there are no duplicate page visits. That is, if a user issues a query and clicks on
a page, the user only clicks on the page once. To regulate the effect of multiple page
visits, we may use the logarithm of the number of page visits N to a given page:
N ′ = log(1 + N ) and compute the importance (DR) of a page weighted by its visit
frequency. Moreover, in case a query received no clicks from the user we omit it from
the user profiling process. Finally, we utilize the weighted DR values of the pages
visited for a query q in order to estimate the value IQT above.

We now proceed to describe how we utilize the IQT values of all the queries pre-
viously submitted by a user, in order to estimate the user’s degree of interest in each
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of the topics that relate to her past search intentions. The user’s interest on topic T is
given by:

IP (T ) = 1

k

k∑

j=1

IQT (q j , T ) (11)

where q j are the past queries for a given user that relate to topic T and k is the total
number of past queries considered for that user. IP (T ) gives the user’s degree of
preference for some topic based on the relatedness between her past queries and the
topic considered, so that the greater the relatedness between the queries and a topic,
the stronger the user’s interest in that topic.

The IP values for each topic can be readily exploited for offering personalized rank-
ings based on a user’s past click history alone. However, our personalization model,
being rather generic, attempts to also identify the topic preference of a user’s current
query, based on the intuition that a user’s search interests might change over time. In
the following section, we describe how we can utilize a user’s past topic preferences
for identifying the topic described in a user’s current query, for which there is no click
data available.

3.3 Current topic preference identification

So far, we have described how we can automatically identify a set of candidate top-
ics for describing the queries issued by a user based on the topical categories of the
user’s past click history. We have also presented how we can estimate the amount of
relatedness (IQT ) of a query to a candidate topic based on the DR values of the visited
pages that correspond to the identified topic.

We now turn our attention to how we can accurately identify the topic preference of
a user’s current query, based on both the learned preferences of the user and the query
itself. Based on the findings of Teevan et al. (2007) that web users tend to submit the
same queries multiple times across different web searches and that 40% of repeated
searches are re-finding queries, the first step we take towards search personalization
is to examine whether the user’s current query has been previously submitted in the
user’s past searches. If so, we employ the topical category associated with that query as
the latent interest of the user issuing the query without any further need for computing
a new user profile.6 On the other hand, in case the user’s current query is a new one
(i.e. it has not been recorded in that user’s search history), our method proceeds as
follows.

In deciding the most likely topic of a new query q among all candidate ontology
topics, we begin by estimating the semantic similarity between the terms in q and the
thematic terms in the pages listed under each of the topics in the ontology. Note that in

6 Of course a repeated search might not always aim at the re-finding of information. In this case, it would
be useful to the user to provide her with a diversified set of results, where, besides results based on her
existing profile, portion of the results would belong to categories different from her existing profile in order
to encourage “exploration” of other categories. Such a method is out of the scope of this work.
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estimating the topic preference underlying a new user query, we rely on a set of pages
already classified and ordered in their respective ontology topics. These pages have
been collected in the course of an earlier study (Krikos et al. 2005). To measure the
semantic similarity between the terms in a query and the terms in the pages listed under
each of the topics, we use the similarity measure presented in Resnik (1995), which
is based on the hypothesis that the more information two concepts share in common,
the more similar they are. The information shared by two concepts is indicated by the
information content of their most specific common subsumer, i.e. their first common
hypernym in the ontology. Formally, the semantic similarity between two words, w1
and w2 is given by:

ssim(w1, w2) = − log P(mscs(w1, w2)) (12)

where P(mscs(w1, w2)) is the probability of encountering one of the concepts within
the common subsumers of w1 and w2 and the ssim are normalized to take values be-
tween 0 and 1. The measure of the most specific common subsumer (mscs) depends on:
(i) the length of the shortest path from the root to the most specific common subsumer
of w1 and w2 and (ii) the density of concepts on this path. Based on the semantic sim-
ilarity values between the query terms and the thematic terms in a page, we compute
the average query-page similarity (Sim Q P ) for all pairs of query and page terms as:

Sim Q P (q, p) = 1

|t (q)||t (p)|
∑

∀tq∈t (q),∀tp∈t (p)

ssim(tq , tp) (13)

where t (q) denotes the terms in query q and t (p) denotes the terms in page p that have
some degree of similarity to the query terms. Finally, we take the similarity values
between the terms in a query t (q) and the terms in all the pages listed under each of
the ontology’s topics and we compute the similarity of the query to any of these topics.
We formally define a metric that indicates how interested the user is for topic T given
the current query q for which no visitation data is available as:

IC (q, T ) = 1

|P(T )|
∑

p j ∈P(T )

SimQP (q, p j ) (14)

Recall that P(T ) is the set of pages under topic T .
In the previous section, we described how our model operates for learning a user’s

past topic preferences, based on the analysis of her past click history. In this section,
we have so far presented how our model can infer the topic preference of a user based
on the relationship between the user’s query and the page contents.

We should note here that our method for identifying the user interests based on new
queries is quite different from the method that our model uses for identifying the user
interests based on the user’s past queries. This is because for new queries (for which
there is no click data available) we attempt to decipher the user interests before the
user actually clicks on some search results. In other words, we attempt the automatic
query-topic detection without relying on any implicit information communicated by
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the user via her clicking behavior. Therefore, we try to identify the user interests for
new queries by relying primarily on the semantic similarity between the query terms
and the terms in the pages listed under each of the ontology topics.

We now turn to discussing how we can put together the knowledge accumulated
so far regarding the user’s interests in both the past and current queries in order to
determine her overall topic preference.

Given that we can learn the topics in which the user was interested in her previous
searches and estimate a degree of interest for them (IP ) and given also that we can
estimate the topic that is hidden behind a new query issued by the user (IC ), we can
measure how interested the user is overall for the topic T given the current query q as
follows:

I(q, T ) = α · IP (T ) + (1 − α) · IC (q, T ) (15)

Note that Eq. 15 gives weight α to the user’s past estimated topical preference for the
given topic T and 1 − α to the estimated topical preference of the current query. In
this way, we can fine-tune our model to be more “conservative” (larger values of α)
and to consider past topical preferences of higher importance, or we can tune it to be
more “aggressive” (small values of α) and mainly focus on using the estimation of the
topics for the current query.

One additional issue that we need to address with Eq. 15 is that it does not account
for the potential semantic similarity that exists between the topic identified for a cur-
rent query, i.e. a query for which there is not click history available, and the topics
describing the user’s past queries. In order to include this missing piece of information,
we use the ontology in order to compute the semantic similarity between the current
query topic and the past query topics. In general, the similarity between two topics T1
and T2 is determined by the maximum number of topics that subsume both T1 and T2
in the ontology, and is given by:

s(T1, T2) = 2 · |common subsumers of T1 and T2|
|subsumers of T1| + |subsumers of T2| (16)

Having accounted for the potential inter-topic association, we can now generalize our
model for learning the topic preferences of a user’s current query q, as follows:

I(q, T ) = α · IP (T ) + β · IC (q, T ) + (1 − α − β)
1

|TP |
∑

Ti ∈TP

s(T, Ti ) (17)

where TP are all the topics that have been identified as important for a given user’s
past queries. Note that if the past and new topic preferences are the same (i.e. the
topic identified for describing a current query is among the topics that describe the
user’s past queries) their relatedness in the above formula will be one. Again, I is
generic enough to allow for different weights to the past, current and related topic
preferences. In general, the values of α and β need not be fixed but may vary depend-
ing on the application, the user, her search behavior and/or the nature of the query. In
addition they can be adjusted dynamically for a given user over time using some sort
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of relevance feedback from the application. Determining a good model for α and β

is out of the scope of this article and is an interesting future research avenue that we
plan to investigate. In our current implementation and the experiments we present in
Section 4 we have set α = β = 1/3.

Based on the assumption that it might not be possible to learn the user’s exact topic
preferences relying on her visit history alone, our goal was to design our model in a
way that its effectiveness in learning a user’s topic preference is not totally dependent
on the user’s click history. We believe that we have achieved that by allowing new
queries (for which there is no click data) to participate in the learning process. By
doing so, we ensure that our model is generic enough to accommodate volatile topic
preferences, i.e. the case that a user’s interests change over time.

3.4 Ranking search results using topic preferences

We now describe how we rank search results based on the user’s topic preferences
we have learned. Our approach is based on the framework proposed in Krikos et al.
(2005).

Given a query q, we examine the top-n (typically n = 200) results that would nor-
mally be returned by a search engine. Then, we assign a weight to every page in the
result set according to how interested a user is to the m topics represented by her profile
and how relevant each page in the result set is to the given topics. More specifically,
for every page p within the result set we calculate the value:

RP (p) = 1

m

m∑

i=1

I(q, Ti ) · DR(p, Ti ) (18)

That is, we average the DR values of the page weighted by the metric capturing the
user’s interest for each of the topics. In the above equation, I(q, T ) represents how
interested the user who issued q is in topic T based on her past topic preferences, the
query itself and the relation between the past and the currently preferred topics. Addi-
tionally, DR(p, Ti ) indicates the global importance of page p in topic Ti and RP (p) is
the personalized topic importance of p. We should note here that, when building a real
system for personalized search, several parts of the whole RP calculation (e.g. the DR
computation, extraction of thematic words) can be performed offline thus speeding up
the computation of RP .

In the following section, we experimentally evaluate the effectiveness of I, our
personalization factor, in improving the quality of search results.

4 Experimental evaluation

The performance of the personalization algorithm that we presented in the previous
section depends on two things: first, our ability to determine the topics of the given
queries successfully and, second, our ability to reorder the pages in a manner that is
preferable to the users. In this section we discuss the experiments we have conducted
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to evaluate our proposed method for personalizing Web search and we discuss the
obtained results.

We begin with the description of our experimental setup in Section 4.1. Then,
in Section 4.2 we describe a user study we carried out to measure our ability to
learn the topics of the issued queries accurately. In Section 4.3 we present the results
from our user survey that measures the perceived quality of our personalized rank-
ing method. Finally, we discuss our experiences on the performance of our system in
Section 4.4

4.1 Experimental setup

To evaluate the effectiveness of our technique we have recorded the query and click
sessions of 11 users for a period of 1 month. More specifically, for the experiments
that we present in the next sections we relied on the following data:

(i) The queries that 11 users issued during October 2006. To collect such data, we
contacted 11 postgraduate students from our school and asked them to install a
browser plug-in that we have implemented which recorded the queries that our
subjects issued to Google. Overall in our data set we collected a total of 756
queries during the period of 1 month with 68.72 queries per user on average.

(ii) For every query issued and right before presenting the results to the user we asked
our subjects to specify the general topic of interest communicated via that query.
The users were presented with the text descriptors of the categories in the first 2
levels of the Open Directory that are common within our ontology (156 topics
in total). The topics were presented to the subject in a hierarchical manner for
easier navigation. On average, each of our subjects was interested in 1.8 (out of
16) different top-level topics per query and 48 (out of 156) second-level topics.
Topic interests for each of the queries were explicitly determined by our study
participants.

(iii) For every query issued by each user we recorded the pages that were clicked by
the respective user. From this set of pages we generated the set of visited pages
by each user by keeping only pages that the user dwelled on for more than 10 s.

(iv) For every page that was visited by a given user as a result of a click, we asked the
user to specify whether the visited page was relevant or non-relevant to the given
query. For the relevance judgement we restricted to pages reachable directly from
the search results and we did not consider any pages reachable after following
more than one links from the search results. The relevance judgement was per-
formed right after visiting each page and not after the termination of the user
session.

(v) For every page used in the following experiments we calculated its topic as
follows. If the page appeared in Dmoz under the 156 topics presented to the
users we used the DMOZ topic as the topic of the page and we pre-computed
its DirectoryRank (DR) value for the given topic. If the page did not appear
in Dmoz we calculated the affinity of the page to the Dmoz topics based on
its RScore and I Score values and according to the discussion in Section 3.1.1.
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Table 1 Experimental pages
topic distribution

Category No. of documents No. of sub-topics

Arts 28,342 18
Sports 20,662 26
Games 11,062 6
Home 6,262 7
Shopping 52,342 15
Business 60,982 7
Health 23,222 7
News 9,462 4
Society 28,662 14
Computers 35,382 13
Reference 13,712 10
Recreation 8,182 20
Science 20,022 9
Total 318,296 156

After that we computed the page’s DR for the assigned categories. Table 1 shows
the distribution of the pages to the Dmoz top-level categories that we used in our
experiment.

In the following sections, we describe how we used our experimental data to evaluate
the accuracy of our model in determining the user topic preferences automatically
and the effectiveness of our personalization method in improving the quality of search
results.

4.2 Accuracy of topic preference learning

One important component of our method is the identification of the topics that are
of interest to the users. If we can identify the topics for a given query correctly we
can then build a more accurate profile and we can then personalize the results more
effectively. On the other hand if, through our click-based topic learning method, we
learn topics that were completely different from what the users had in mind then our
personalized ranking might not be very effective. In this section we study the accuracy
of our method in learning through the click history of the users the topics that they are
interested in.

To that end, we will use the topic preferences that were specified by each user after
the submission of a query, as we described in Section 4.1. These topics will serve as
the ground truth for evaluating the performance of our method. However, given the
fact that a user is typically interested in a small number of topics per query, we will
focus on comparing at most the top-3 topics from the ground-truth set with the set of
topics identified from our method. In order to rank the topics from the ground-truth
set, we consider that each viewed page contributes a vote to the topic where it has the
highest DR and we order the user-specified topics based on the number of votes. In
this way we get a ground-truth set La for the topic preferences.

For each of our experimental queries, we apply our model and, by exploiting the user
click history, we compute the estimated ranking of topics Le, based on Eq. 11. In order
to evaluate the accuracy of our learning method, we used the OSim measure, reported
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Table 2 Distribution of
experimental queries across the
different values for overlapping
topics between the ground truth
and the ones identified by our
method

OSim Fraction of queries (%)

1 10.0
2/3 73.3
1/3 13.3
0 3.4

in the work of Haveliwala (2002), which indicates the degree of overlap between the
top k topics of the two sets of preferences for each of the queries. Formally, the overlap
of two ranked sets La and Le (each of size nl ) is given by:

OSim(Le, La) = |Le ∩ La |
nl

(19)

where La denotes the actual topic preference for a given query as this is determined
by the ground-truth model, Le denotes the estimated topic based on the user search
history for that query as it has been estimated by our proposed model and nl denotes
the total number of topics considered for a given query.

Using the above formula we computed for each of the experimental queries the
overlap between the topic preferences ranked in the top-3 positions for that query by
the ground truth and our preference estimation model, respectively.

The results are shown in Table 2, where we report the fraction of queries (out of the
756) for which our method managed to correctly identify all their ground-truth topics
(i.e. having O Sim = 1), 2 out of 3, 1 out 3 or zero topics.

Overall, our method has a good potential in learning the user preferences that are
latent behind their search queries. The overlap of the learned topics between our
method and the ground truth is 0.632 on average, which means that our method man-
aged to identify 2 out of 3 topics correctly most of the time. There were 76 queries in
our dataset for which our method guessed correctly all 3 topics and 26 queries where
it did not manage to identify any of the ground-truth topics.

In the evaluation that we have just described, the decision whether our method
managed to identify the desired topics correctly is “binary”: we either managed to
identify the topic or we did not. However, there may be topics which are semantically
similar. In these cases if a user specified a given topic but our method did not manage
to get this exact topic right we will not count it as a correct topic. However, we would
like to capture the fact that there may be topics that we got wrong but are somehow
semantically similar to the topic that we should have identified.

To investigate this issue further we also evaluated the semantic similarity among
the first three topics estimated for every query by the ground-truth system and our
model respectively. To estimate the similarity between a query’s actual and estimated
topics, we employ the topic similarity (s) values given by the topic’s similarity in the
ontology (see Eq. 16) and we compute for every query the average similarity between
each of the actual and estimated topics. We compute the semantic similarity T Sim
between the sets of topics La (the ground truth) and the estimated set of topics Le as:

T Sim(Le, La) = 1

nlnl

∑

∀Te∈Le,∀Ta∈La

s(Te, Ta) (20)
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Based on the above equation, we compute the semantic similarity of topics from our
method to the ground truth. Our results indicated that, our method has a semantic
similarity of 0.738, which means that, overall, the topics that were identified from our
method were about 73% semantically similar to the ground truth topics. Considering
that our method has 63% accuracy in learning the same topic for a query that a human
has explicitly specified and given that our method has 73% accuracy in learning a
close-matching to the ground truth topic for a query, we can derive that in 10% of the
cases where our model did not succeed in identifying a manually-selected query topic,
it still managed to deliver a topic that is semantically close to the one determined by
our subjects for describing the intentions of the query.

Summarizing, our model has a promising potential in identifying suitable query
topics for most queries. Recall that the user topic preferences are derived from the
topics identified for the queries that the user has previously issued (Eq. 11). There-
fore, if our model manages to successfully identify a suitable topic for the user queries,
it may also be capable of effectively ranking the search results based on the identified
topics. In the next section, we investigate how the learned topic preferences partici-
pate in the personalization process and we study how they influence the quality of the
search results.

4.3 Quality of personalized search

In this section, we experimentally measure the effectiveness of our personalization
method in improving the overall quality of search results. To measure that, we used
the data collected from our human survey (described in Section 4.1) and we compared
the following ranking schemes.

1. Directory Rank (DR): Given a query, we rank pages that match the query based on
their importance to the topics under which they are listed within the Open Direc-
tory. In case the query-retrieved pages are not listed in the Open Directory, we
pre-process them and classify them to the respective ontology topics as we previ-
ously described. This ranking method (Eq. 8) does not take into account the user
preferences but favors pages which are very representative of a topic. Our goal here
is to indirectly “identify” the topics of a query based on the returned results and
present the user with very representative pages of such topics.

2. Personalized Directory Rank (RP ): We rank the pages that relate to a given query
based on Eq. 18, which considers the estimated user preferences for the topics under
which the query relevant pages are listed from the Open Directory. This ranking
method uses both the user topic preferences from her click history along with the
query terms to identify the likely topic of the query.

To measure the quality of each ranking scheme, we relied on a large pool of search
queries that we had recorded during an earlier study, out of which we picked the 10
most frequently occurring queries that had not been issued by the users of our current
study. We then presented those 10 queries to our 11 participants and we asked them
to specify for each query the pages that they would consider informative/relevant to
their own information need had they submitted such a query.
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The pages presented to the users during this judging process were drawn from the
set of pages that we preprocessed as we discussed in Section 4.1. For each query we
determined the top-20 pages that contained most frequently the query keywords (since
the set of pages is a union of search results and Dmoz pages they are globally popular
on the Web anyway). Overall, we relied on a total set of 200 pages (20 pages per
query).

The reason for focusing on the most frequent queries instead of random queries was
to avoid very rare, and potentially specialized, queries where our subjects would not
have a clear idea of what the intention might be. Additionally, we picked a different
query set for our second evaluation (instead of relying on our participants’ self-defined
queries, previously collected) in order to measure our method’s performance on que-
ries that have not been explored during the user profiling process. Moreover, relying
on a query set that was new to all our participants enabled us to ensure some level of
consistency in the evaluation of results from the individual subjects.

We should note that our users were simply asked to indicate which of the displayed
pages (if any) was in their opinion relevant to the intention of the query, without any
restrictions on the order of selection. That is, the pages were presented in random order
so as not to influence our subjects decisions, which were made on a simple yes/no (i.e.
relevant/non-relevant) basis.

Additionally, considering that the queries were chosen by us on the ground that
they were new queries to our subjects (i.e. they have not been explored in the course of
modeling the topic preferences of our subjects), the level of “familiarity” to each query
may vary from subject to subject. To account for this possibility, we also asked our
users to indicate their “familiarity” to each of the queries that was presented to them.

More specifically, when a query was presented to a user (and before displaying the
query results) we asked them to indicate how familiar they are to the respective query
(thus capturing how likely they are in issuing such a query during a Web search).
Familiarity was specified on a 10-point scale with 0.1 (i.e. 10%) meaning that the
user is not very familiar with the query, while 1 (100%) meaning that the user is very
familiar with the query.

For each of our participants and queries, we computed the weighted (by the level
of the user familiarity to the query) average rank of the selected pages the level of the
user familiarity to the query using the following formula (according to Qiu and Cho
(2006)) under each ranking scheme:

AvgRank(u, q) =
∑

p∈S

Rank(p) · Pr(q|u) (21)

where S denotes the set of pages that a user (u) selected as relevant to the query q,
Rank(p) denotes the rank position (i.e. 1,2,3,…) of page p by the respective ranking
scheme, i.e. either DR or RP , and Pr(q|u) gives the likelihood (i.e. the level of famil-
iarity) the user issues query q in a web search. Smaller AvgRank values indicate better
results quality, i.e. higher position of the relevant pages in the list of search results.

In Fig. 2, we have aggregated and averaged the results of Eq. 21 by users to dem-
onstrate the overall effectiveness of our personalized ranking scheme for each of
our study participants. We can see that our personalized Directory Rank method
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Fig. 2 Average weighted rankings of the examined pages by participant. Lower values indicate improved
search quality

Table 3 Average level of user
familiarity with the 10
experimental queries

Participant (#) Average familiarity

1 0.6
2 0.5
3 0.5
4 0.5
5 0.6
6 0.6
7 0.8
8 0.7
9 0.7
10 0.7
11 0.8

outperforms Directory Rank in all cases. However, obtained results demonstrate
that, for some users, RP improves the quality of search results more significantly
than others. For example, for the 7th participant our personalized Directory Rank
scheme outperforms Directory Rank by almost 64%, whereas for the 1st participant
the improvement is around 19.5%. This implies that the performance of our personal-
ization approach depends on the user’s search patterns and the nature of their queries.
In particular, if there are only a few topics suitable to describe a given query, then our
model will be able to capture them accurately and it will increase the performance of
our personalized ranking. The overall improvement of personalized Directory Rank
over the simple Directory Rank is 40.78% on average for all participants.

Another issue that we examined is whether the variation in the users’ ratings on the
different rankings is influenced by the users’ familiarity with the respective queries.
Table 3 reports the average level of familiarity that each of our participants indicated
for the set of queries that they examined.

A combined analysis of the results presented in Fig. 2 and Table 3 implies that there
is some underlying connection between the users’ familiarity with the queries and their
ratings to the query retrieved pages. In particular, we observe that the more familiar a
user is to the underlying query, the higher she values the personalized results for the
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query. For example, for the 7th and the 11th participant, who were the most familiar
with the examined queries (i.e. average level of familiarity = 0.8), we observe that our
personalized ranking scheme had an improvement of 34.3% and 32.3% respectively
in delivering qualitative search results, compared to the performance of DR. On the
other hand, for the 2nd, the 3rd and the 4th participants, who were not that familiar
with the given queries (i.e. average level of familiarity = 0.5) personalized rankings
slightly improved the search quality (i.e. by 9.4, 14.6 and 7.3%, respectively) com-
pared to non-personalized rankings. Overall, we observe that the more familiar a user
is to a particular query, the better she can determine her topic preference intended
in the query. Therefore, she can better distinguish between personalized and non-
personalized search results and value the former higher.

4.4 Discussion

So far our evaluation showed that our model (taken as a whole) has a good potential
in personalizing search results according to the learned user preferences. In this paper
our goal is to present a model for personalizing search results and to perform an overall
evaluation of our model. However, the system that we have presented so far comprises
of various components which may affect the overall performance. In this section we
try to shed some light on the different parameters discussed so far.

First, our model relies on a topical ontology as the backbone infrastructure for iden-
tifying the topics of visited pages and thereafter for learning the topical preferences
of the individual users. Since user profiling is greatly dependent on the classifica-
tion accuracy in assigning a correct topical category to each of the visited pages, it
naturally occurs that the accuracy of our personalized search mechanism depends on
the classification performance. In other words, the greater the classification accuracy
in detecting the correct topic of a page, the better the effectiveness of our system in
deciphering the topical preference of the user.

Throughout our work and during the evaluation of the personalization process we
relied on the categories coming from the Dmoz hierarchy. By using a topical hierar-
chy that is manually constructed our hope is that we can capture in a better way the
topical interests of the users. In addition, by enriching such a hierarchy with WordNet
concepts and by using them when determining the topics of the pages we can achieve
good classification accuracy (Stamou et al. 2006). It is likely that under a different
classification scheme or topical ontology, our model would perform differently but we
believe that it could still be directly applied without the need for any modifications.

One contribution of our model is its ability to consider the current user query dur-
ing the user-profiling process rather than rely exclusively on the user’s past search
history. When we determine the degree of interest to a given topic for a given user
we employ the past user interests, the topical category of the user’s current query and
the semantic relevance between past and current topic preferences. The way in which
these metrics are combined certainly plays a role in the personalization of the search
results in the sense that if past user preferences are valued higher than present ones,
then the pages that match better the previously preferred topics will inevitably be given
priority over the results that are closer to the user’s current topic interests. Fine-tuning
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the contribution or even the formalization of these parameters is a task that depends
on a variety of factors such as the user search behavior, the nature of her queries, the
underlying search engine or whether we would like to allow the parameters to change
over time. This is a task that we plan to investigate in the future, but we should point
out the need for data available for a period longer than 1 month that we used for our
current study.

5 Related work

There has been previous work in personalizing web search. One approach to person-
alization is to have users explicitly describe their general search interests, which are
stored as personal profiles (Pazzani et al. 1996; My Yahoo! 2007). Many commercial
systems rely on personal profiles to personalize search results by mapping Web pages
to the same categories. Personal profiles, specified explicitly by the users have also
been used to personalize PageRank (Aktas et al. 2004; Jeh and Widom 2003). For
example Jeh and Widom (2003) present a framework for restricting the bias vector
during computations of PageRank. This framework relies on explicitly defined per-
sonalized views, which are employed as partial vectors at query time for personalizing
search results. In Aktas et al. (2004) personalized PageRanks are computed based on
the user profiles explicitly specified by the users. Our work is different from the above
approaches in that our method does not require users to be directly involved in the
profile building process.

There also exist many works on the automatic learning of a user’s preference based
on the analysis of her past clickthrough history (Chen and Sycara 1998; Pretschner and
Gauch 1999; Sugiyama et al. 2004) and past queries (Shen and Zhai 2003; Speretta
and Gauch 2004). In Pretschner and Gauch (1999) for instance, a user’s preference
is identified based on the five most frequent topics in the user’s log data. Our work
is different from this approach in that we consider all possible topics that describe
a user’s click history. Moreover, in Pretschner and Gauch (1999) the authors limit
their approach to the Web browsing paradigm and unlike our method they do not ac-
count for the semantic correlation between the pages and the issued queries. On the
other hand, in Chen and Sycara (1998), multiple TF-IDF vectors are generated, each
representing the user’s interests in one area. In Sugiyama et al. (2004) the authors
employ collaborative filtering techniques for learning the user’s preference from both
the pages the user visited and those visited by users with similar interests. In Liu
et al. (2002) the authors propose the mapping of queries to topical categories that are
likely to be related to the user interests for personalizing Web search results. Sun et al.
(2005) explore the correlation between users, their queries and search results clicked,
to model user preferences. Ma et al. (2007) suggest the use of a topic hierarchy for
modeling the user search interests. Although their model differs from ours in several
parts, their experimental evaluation demonstrated the potential of ontologies in the
search personalization process. There are several factors that determine what makes
a page interesting to the user (Agichtein et al. 2006), such as the time spent on a page
in conjunction to the page’s length (Gauch et al. 2003), the points of focus on a page
(Joachims et al. 2005), email, and/or bookmark of the page for future reference
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(Teevan et al. 2005) and so forth. Likewise (Teevan et al. 2005) employ rich
models of user interests, built from both search-related information and information
about the documents a user has read, created and/or emailed. Moreover, Fox et al.
(2005) explored how implicit measures of user interest (such as time spent on a page,
clickthrough, user activities, etc.) can be used to develop predictive user models. Their
experimental setup relied on a non-laboratory setting similar to the one employed in our
study. Obtained results showed that the combination of implicit measures for building
user profiles contributes towards the accurate prediction of the user satisfaction.

In a recent study (Dou et al. 2007) experimentally evaluated the performance of
different personalization strategies and observed that personalized search has differ-
ent effectiveness on different queries. Therefore, they suggest that although click-
based personalized strategies work well, they could become more reliable if they are
combined with other profile-based personalization techniques. Recently, Chirita et al.
(2007) explored desktop data for creating a Personal Information Repository that is
used to represent a rich source of profiling information. Although, our work shares
a common motivation with the work in Chirita et al. (2007), nevertheless our imple-
mentation is different, since we rely on the user’s recorded search behavior rather than
on their personal collection of data. Moreover, our approach is different in that user
topic preferences are determined based on the content of real web pages and as such
they represent the particular interests of the user while interacting with the web, which
may be different to the general user interests communicated via the data she stores in
her workstation.

Although most of these works mainly focus on learning the user interests from the
analysis of her past click history, in our work we focus on learning the user’s pref-
erences not only from her previous searches but also from the topics that are hidden
behind her current queries. That is, our approach accounts for non-stationary queries
and addresses the user changing interests. In this scope, we perceive our work to be
complementary to precious studies on automatic learning the user’s search interests.
The contribution of our approach is that we combine in novel ways components that
have been previously used or proposed by others as well as the fact that we suggest
the exploitation of an enriched topical ontology for personalizing web search.

Researchers have also proposed ways to personalize Web search by modifying Page-
Rank to account for user personal preferences. In Richardson and Domingos (2002)
the PageRank vectors are tailored based on query terms but not by individual users.
Haveliwala (2002) introduces the Topic-Sensitive PageRank scheme, which personal-
izes PageRank values by giving different weights to pages; one for each topic listed in
the Open Directory. Although Topic-Sensitive PageRank has a significant potential in
improving the search result quality, nevertheless it does not fully address the problem
of automatic learning the user interests. Recently, Qiu and Cho (2006) proposed a
formal framework for learning the user’s interest and used that knowledge for further
improving the search quality of the Topic-Sensitive PageRank. Our work differs from
these studies in that pages are characterized by their DirectoryRank values, which are
determined by the pages’ content importance to the topics considered rather than their
links connectivity on the Web graph. It will be interesting though for a future study
to see how our user preferences learning model can be applied to personalize search
based on the pages’ Topic-Sensitive PageRank.
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6 Conclusion

In this paper we investigated the search personalization problem and we presented
an ontology-based framework which automatically learns the user’s search interests
based on the combined analysis of the user’s past clickthrough data and current queries.

In particular, we first proposed the use of a topical ontology for identifying the
topic importance of Web pages and associate them with user clicks on search results.
Then, based on this association we presented a method for actually learning the user
interests based on both the user-issued queries and their relationship to the user’s past
topic preferences. Finally, we proposed a method to rank search results based on the
learned user interests. To evaluate the effectiveness of our approach, we conducted an
experimental study, where we used our method to learn the interests of 11 real users.

We then compared the performance of our approach in ranking results for our
subjects to the performance of DirectoryRank, a ranking scheme that orders pages
in terms of their importance for particular topics. Our experimental results, indicate
improvement in the search quality—about 41% improvement over the topic-specific
rankings—demonstrating the potential of our approach in personalizing search. In
practice, our study showed that the search results returned by our method are both
relevant to the user interests and of good quality.

We now discuss some advantages that our approach exhibits compared to other per-
sonalization techniques. First, considering that our method relies not only on the user’s
past click data but it also considers the user’s current query in the profiling process,
we believe that it can work well in the dynamic environment of a web search engine.
A significant advantage of our approach is that it uses a built-in topical ontology to
compute one or more suitable topics for describing the page contents as well as for
representing the search profiles of the users. For a detailed evaluation on the ontol-
ogy’s efficiency in automatically categorizing pages, we refer the interested user to the
work of Stamou et al. (2007). Therefore, our model could extend other personalization
schemes, which operate upon already classified pages, and be successfully applied to
pages with yet-unknown topics (such as dynamic pages). Moreover, our method is
not tightly integrated with our ontology, but it can be easily deployed with a different
more generic or more specific ontology. Although our model can operate with any
ontology chosen, the only pre-requisite is that the ontology is enriched with WordNet
hierarchies. Given that WordNet is publicly available and there exist numerous appli-
cations that use it, we do not consider its exploitation as a problem. Moreover, there
exist WordNets for several natural languages, most of which provide mappings to the
English WordNet. The SUMO ontology also supports several languages other than
English. Therefore, we believe that our ontology building model can be explored for
creating ontologies for other languages and that our personalization method that uses
the topical ontology can be useful for personalizing non-English search results.

In the future, we plan to extensively evaluate the performance of our method in per-
sonalizing Web search by comparing it to the performance of other rankings schemes,
such as the Topic-Sensitive PageRank formula (Haveliwala 2002), or the Personal-
ized Topic-Sensitive PageRank scheme (Qiu and Cho 2006). In addition, we plan to
expand our framework to take rich models of user interests into account, such as the
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user activity while visiting a page (e.g. length of stay on a page, points of focus etc.),
email, bookmark information, etc.
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