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Abstract—In this paper, a frame-level rate control scheme
is proposed based on texture and nontexture rate models for
High Efficiency Video Coding (HEVC). Due to more complicated
coding structures and the adoption of new coding tools, the
statistical characteristics of transform residues are significantly
different depending on the depth levels of coding units (CUs)
from which the residues are obtained. A new texture rate model
is constructed for the transform residues, which are categorized
into three types of CUs: low-, medium- and high-textured CUs.
One single Laplacian probability PDF model is used for each
residue category to derive a rate-quantization model. Based on
the Laplacian PDF, a simplified rate model for texture bits is
derived using entropy. In addition, an analytic rate model for
nontexture bits is proposed, which also takes into account the
different characteristics of nontexture bits occurring in various
depths of CUs in HEVC. The nontexture bitrates are modeled
based on the linear relation between the total nontexture data
and the dominant nontexture data in each CU category. Based
on the proposed rate models for the texture and nontexture bits,
accurate rate control can be achieved owing to more precise rate
estimation. The experimental results show that the proposed rate
control scheme achieves the average PSNR with 0.44 dB higher
and the average PSNR standard deviation of 0.32 point lower
with the buffer status levels maintained very close to target
buffer levels, compared to the conventional methods. Finally,
the proposed rate control scheme remarkably outperforms the
conventional schemes especially for the sequences of complex
texture and large motion.

Index Terms—High Efficiency Video Coding (HEVC), Lapla-
cian distribution, rate control, rate-quantization model.

I. Introduction

S INCE the H.264/AVC [1] video coding standard was
developed, many studies have been conducted for further

improvement of coding efficiency toward next generation
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video codecs. Recently, the Joint Collaborative Team on Video
Coding (JCT-VC), co-established by ISO/IEC and ITU-T,
has been working on the development of a next generation
video coding standard, called High Efficiency Video Coding
(HEVC) [2], which has reached almost the final stage for
standardization. HEVC aims at achieving the coding efficiency
improvement of about 50% or more compared to H.264/AVC.
Due to the expanded prediction and transform block sizes with
a flexible coding structure, HEVC can efficiently encode the
video sequences from low to high picture resolutions.

In the current HEVC, more flexible hierarchical-block struc-
tures are adopted with quadtree partitions and higher depth
levels, which are composed of coding unit (CU), prediction
unit (PU), and transform unit (TU) [3]. The CU is a basic
processing unit for encoding and decoding, which includes
motion estimation (ME) and motion compensation (MC),
transform, quantization, and entropy coding, etc. The CU with
the maximum size is called the coding tree block (CTB) for
which its size and the number of predefined depths are signaled
in a sequence level. The PU in a CU block is a block unit
for ME/MC whose block sizes include 2N × 2N , 2N × N and
N × 2N for the 2N × 2N CU block, where 2N is horizontal or
vertical pixel size of the CU. The block sizes of TU range from
32 × 32 to 4 × 4 pixels. Quadtrees for TUs are constructed in
the leaf nodes of CUs. Fig. 1 shows an example of HEVC
block partitions of the CU, PU, and TU. As shown in Fig. 1(a),
the CUs can be hierarchically partitioned in a CTB, each of
which is similar to an MB in the conventional video codecs.
Within each CU block, the ME/MC is performed in its PU
blocks of various prediction block sizes to produce residual
signals. Then, for the obtained residual signals, the transform
and quantization of the TU blocks are performed in quadtree-
partitioned manners within each CU block. Fig. 1(b) shows an
example of the quadtree partitions for CU and TU blocks.

In Fig. 1, CUk indicates CU in depth level k. Therefore,
CU0 has the same block size as CTB. When CTB size is set
to 64 × 64 with the maximum depth level of four, the CU0,
CU1, CU2 and CU3 have their block sizes 64 × 64, 32 × 32,
16 × 16 and 8 × 8, respectively. Note that the CTB size in
HEVC can be predefined up to the maximum size of 64 × 64
and the smallest CU (SCU) size can be predefined down to
8 × 8. Due to such flexible coding structures with a large block
prediction and transform as shown in Fig. 1, it is more difficult
to model the residual signals for rate control applications.
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Fig. 1. Example of CU, PU, and TU block structure in the HEVC coding standard. (a) Example of CU, PU, and TU. (b) Quadtree of CU and TU blocks.

For example, various block sizes of prediction and trans-
form in hierarchical structures often result in very different
statistical characteristics of the residual signals depending on
the block sizes or the coding depths. So, it is often difficult
to capture various statistical characteristics of residual signals
only with one single rate-quantization model. Unfortunately,
there have been very few works on the rate control for
HEVC-like video codecs. It is worthy but challenging to
investigate an appropriate rate control scheme with a new
rate model suitable for HEVC of such hierarchical quadtree
structure. Furthermore, due to many advanced coding tools
adopted in HEVC, the relative portion of texture bits has
been reduced compared to that of nontexture bits. Therefore,
it becomes important to separately model the texture and non-
texture rates for rate control. Especially, for the nontexture rate
prediction, the occurrence characteristics of nontexture bits
must be carefully investigated with respect to the hierarchical
coding structures of CU and TU in HEVC.

There have been a number of investigations for rate models
and their applications to rate control. Most of the existing
schemes are designed for certain specific video coding stan-
dards, such as the MPEG-2 [4], H.263 [5], or H.264/AVC
[1]. Their rate-quantization models for rate control have also
been developed based on the statistics of residues or the frame
or block complexity [6]–[14]. Chiang et al. [6] proposed a
quadratic rate-quantization model, assuming that the predicted
residues follow the Laplacian PDF. In this model, the com-
plexity of basic coding units is estimated using the mean
absolute difference (MAD) of the residual signals in order to
determine an appropriate quantization parameter value. This
model has been popularly used for rate control. Consequently,
many variants of the quadratic rate-quantization model in [6]
are proposed in [7]–[14] for various video coding standards,
such as H.264/AVC or H.263. In [7], a quadratic rate model
is used for H.264/AVC rate control and has been adopted in
H.264/AVC JM reference software [31]. In [8], a linear rate-
quantization model, which is simplified from the quadratic
model, is applied for H.264/AVC rate control. An improved
frame complexity estimation scheme is used for a more
accurate rate estimation. It is reported that this scheme is more
advantageous for abrupt changes in frame complexity. In [9], a
simplified linear rate-quantization model for H.264/AVC was
also proposed based on TMN5 in MPEG-2 to estimate the
rate of coded-video frames. Dong et al. [10] used a simplified

linear rate-quantization model with an estimated MAD value,
where a more context adaptive MAD prediction method was
employed. In [11] and [12], for frame or MB complexity
measure, the peak signal-to-noise ratio (PSNR) is used instead
of MAD. In [13], a scheme to obtain the ratio of frame
MAD for frame complexity prediction is proposed for rate
control of H.264/AVC. In addition to spatial domain MAD
for the frame complexity, Kwon et al. [14] used the sum
of absolute transformed difference (SATD) as a complexity
measure instead of MAD.

In [15], a rate-distortion model has been proposed for rate
control for H.264/AVC. Based on the relations between the
pixel domain and the transform domain, a Laplacian model
parameter is estimated. However, this method cannot be used
for multiple types of transform blocks in HEVC in spite of
high accuracy of the rate model in H.264/AVC where a 4 × 4
transform block size is only used in this scheme [15].

In [16] and [17], a Cauchy PDF is used for rate control
schemes. Kamaci et al. [16] showed that the Cauchy PDF is
more suitable to represent the residual signal in H.264/AVC,
and they incorporated it into a frame-based rate control algo-
rithm. Using the Cauchy PDF, a rate control algorithm for a
basic unit layer is proposed in [17], which achieves higher cod-
ing efficiency with similar buffer occupancy compared to [16],
which is a frame-level rate control scheme. In [18] and [19],
ρ-domain-based rate control schemes using the percentage of
zero-quantized coefficients are proposed. Despite higher accu-
racy of their rate models, it is difficult to map ρ to quantization
step sizes. In addition, novel rate control schemes were inves-
tigated using adaptive rounding offset (ARO) [20], Lagrangian
multiplier adjustment [21], histogram of difference frames
(HOD) [22], gradient for intraframe rate control [23], etc.

Recently, a rate control scheme [24] was adopted in
HEVC reference software, for which the same quadratic rate-
quantization model in [6] was used with the MAD estimation
as complexity measurement. However, the proposed rate con-
trol scheme shows some limitations to obtain accurate rate
control results due to its inaccurate rate-quantization model
and unpredictable nature of nontexture bits. A rate control
scheme using an R-λ model [25] has recently been adopted
to the HEVC test model reference software version 10.0
(HM10.0) [30] by replacing the previous method in [24].

Although the aforementioned rate models and their appli-
cations to rate control schemes are useful for the existing
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Fig. 2. Quadtree partitions of CU and TU. (a) CU partitions for the 30th frame of BasketballPass (416 × 240)—Blue lines: CTB, Green lines: CU and PU
blocks. (b) Quadtree partitions of CU and TU block in a CTB—Red lines: TU blocks, Yellow lines: CU blocks.

hierarchical coding structures with various transform block
sizes in HEVC.

More importantly, the rate control for such a complicated
coding structure with quadtree coding and large transform ker-
nels have not been thoroughly investigated yet, which is more
challenging for emerging HEVC video coding standard. In this
paper, a frame-level rate control scheme for HEVC is proposed
based on our new rate models for texture and nontexture bits,
which take into account the different statistical characteristics
of transform residues and header bits in various coding depths
of CU. For the rate model for texture bits, the Laplacian
PDF-based rate model in our previous work [3] is used with a
little modification for the rate control application. The texture
rate model for rate control proposed in this paper is based on
multiple Laplacian PDFs, each of which is separately applied
for the transform residues in a CU category. Note that each CU
is categorized into one of low-, medium- and high- texture type
of CU. Thus, the proposed rate control scheme is well adaptive
to diverse signal characteristics. The entropy for the texture
rate model is used and derived to a simplified rate-quantization
model for each CU category. As a result, the proposed overall
texture rate model becomes a linear combination of the sim-
plified rate-quantization models for three CU categories. In
addition, an analytic rate model for nontexture bits is proposed,
which also takes into account the different characteristics of
nontexture bits occurring in various depths of CUs in HEVC.
The nontexture bitrates are modeled based on the linear
relation between the total nontexture data and the dominant
nontexture data in CU categories. Based on the proposed rate
models for the texture and nontexture bits, more accurate rate
control can be achieved owing to more precise rate estimation.

This paper is organized as follows. In Section II, texture and
nontexture rate models are proposed with statistical analysis
for transformed residues and header bits with respect to the CU
depth levels. In Section III, a rate control scheme for HEVC
video codec is proposed. In Section IV, the experimental
results are presented to show the effectiveness of the proposed
frame-level rate control scheme for HEVC. Finally, the paper
is concluded in Section V.

II. Texture and Nontexture Rate

Models For HEVC

The HEVC has advantages to efficiently encode video
sequences from small picture resolution to high picture
resolution, such as full HD (1,920 × 1,080) or beyond owing to
the flexible coding block structures. The optimal depth levels
of CU and TU can be determined based on a rate-distortion
optimization (RDO) sense. Fig. 2 shows an example of par-
titioned CU and TU blocks in quadtree for BasksetballPass
(416 × 240) sequences encoded at QP = 28 by HM 10.0 [30].
As shown in Fig. 2(a), the homogeneous regions tend to be
encoded in larger CU blocks with lower depth levels whereas
smaller partitioned CU blocks with higher depth levels are
used to encode the detailed regions or edges. Fig. 2(b) shows
an enlarged CTB area for an area of the basketball where
the CTB is quadtree-partitioned into the CU blocks of various
sizes in RDO sense during encoding. Within each CU block,
TU also shows similar patterns of quadtree transform partitions
since the sizes of TU blocks are determined according to the
texture characteristics in RDO sense. As a result, the variances
of transformed coefficient values in different depths of CU are
shown to be significantly different.

Table I shows the average variances of the transform coef-
ficient values according to CU depth levels and coding types
for the sequences of BasketballPass, BQMall, and BQTerrace
with three different spatial resolutions encoded at QP = 28 and
33 using HM 10.0 [30]. As shown in Table I, the average
variances tend to have higher values for the CU blocks of
higher depth levels and for the intracoded CU. In particular, the
variances of the transform coefficient values for the intracoded
CU are significantly higher than those of the intercoded CU.
We can notice that the statistical characteristics of transform
residues for the CU blocks are substantially different according
to depth levels and for their coding types. Therefore, it must
be pointed out that the residues need to be differently treated
or modeled according to the depth levels of the CU and the
coding types of the CU blocks. Therefore, when a single-PDF
model for predicted residues is used for rate models, the source
residues cannot be accurately modeled because such a single
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TABLE I

Average Variances of Transform Coefficients for Different Depth Levels of the CU and Coding Types of CU Blocks

Fig. 3. Comparisons between histogram of DCT coefficient and Laplacian PDF for each CU depth level for RaceHorses (832 × 480) sequence encoded with
QP = 28. (a) DCT distribution for CUl. (b) DCT distribution for CUm,. (c) DCT distribution for CUh.

model may fail to represent different statistical characteristics
of residual sources obtained from various coding depth levels
and the coding types of CU blocks.

A. Rate Modeling for Texture Bits

Motivated from the observations in Fig. 2 and Table I,
we categorize CUs into three groups according to the signal
characteristics in different CU depths and for different coding
types. As shown in Fig. 2 and Table I, CU0 and CU1 contain
relatively more homogeneous texture signals such that smaller
variances of transform coefficient values are shown while CU2

and CU3 show medium values in average variance and the
largest average variances are observed in CU-intra. Hence,
CU0 and CU1 are categorized as CUl, CU2 and CU3 are
categorized into CUm. Finally, intracoded CU (CU-intra) is
assigned to CUh category. Here, the subscript l, m, and h indi-
cate the indexes of low-textured, medium-textured, and highly-
textured CU categories, respectively. Fig. 3 shows comparisons
between histogram of DCT coefficients and Laplacian PDF for
each CU depth level for RaceHorses(832 × 480) sequence en-
coded with QP = 28. As shown in Fig. 3, the actual histogram
in each CU category is well fitted into the Laplacian PDFs in
the CU depth levels. In addition, we performed the hypothesis
chi-square test in order to check the goodness-of-fit [26] for
the Laplacian PDF. The histograms of the DCT coefficient
values accept the chi-square test with a confidence interval
95%. Thus, we can justify that the DCT coefficient values
well follow the Laplacian PDFs. A mathematical analysis that
the distribution of DCT coefficients follows Laplacian PDF is
provided in [27]. Thus, we model the source distribution of
the transform residues for CUC category (C = l, m or h) as

fC(l) =
λC

2
e−λC |l|, λC ∈ {λl, λm, λh} (1)

where l is the random variable for transform coefficient values.
λC is the model parameters of the Laplacian PDF, and is
obtained from residual transform coefficients for CUC category
which can be computed as [28]

λC =
√

2
/

σC (2)

where σC is the average standard deviation of the residual
transform coefficients for CUl, CUm or CUh in a frame.
Since the statistical characteristics of transform coefficients
are considerably different between different CU categories
as shown in Table I, the model parameter λC is obtained
separately for each CU category. A rate model in a frame level
is proposed by taking into account the resulting bit amounts
from the CU blocks of different CU categories. Therefore, a
rate model using entropy for HEVC is proposed as

R(q) = αlNlHl(q, λl) + αmNmHm(q, λm) + αhNhHh(q, λh) (3)

where Hl(q, λl), Hm(q, λm), and Hh(q, λh) refer to the en-
tropies for CUl, CUm, and CUh categories, respectively. q is a
quantization step size. αl, αm, and αh are the model parameters,
which are computed with a linear regression scheme [26]
between the actual rates and the estimated ones for each CU
category, and are updated frame by frame. N l, Nm, and Nh

indicate the total numbers of pixels for CUl, CUm, and CUh

categories in a frame, respectively. Note that the sum of NSKIP

(sum of the total number of pixels for SKIP blocks), N l, Nm,
and Nh is equal to the frame size in the number of pixels.
That is, frame size = NSKIP + N l + Nm + Nh. The entropy for
the transform coefficients to be quantized in CUC category is
computed such as

HC(q, λC) = −P0,C · log2 P0,C − 2
∞∑
i=1

Pi,C · log2 Pi,C (4)
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Fig. 4. Comparison of actual texture bits and estimated texture bits for various video sequences and QPs. (a) BasketballPass (416 × 240). (b) RaceHorses
(832 × 480). (c) BigShips (1280 × 720). (d) BasketballDrive (1920 × 1080).

where HC(q, λC) is the entropy for CUC category, q is a
quantization step size, P0,C and Pi,C are the probabilities
that the transform coefficients are quantized to zero and
quantization interval i for CUC category, respectively, which
are computed as

P0,C =
∫ q−fq

−(q−fq)
fC(l)dl = 1 − e−(1−f )qλC (5)

and

Pi,C =
∫ (i+1−f )·q

(i−f )·q fC(l)dl

=

{
1
/

2 · e−(i−f )qλC · (
1 − e−qλC

)
, for i > 0

1
/

2 · e(i−f )qλC · (
1 − e−qλC

)
, for i < 0

(6)

In (5) and (6), q is a quantization step size and f is a
rounding offset, which is set to 1/6 for intercoded CU and 1/3
for intracoded CU. The entropy can be expressed in closed
form by substituting (5) and (6) into (4) and, is rewritten
as

HC(q, λC) = −P0,C · log2 P0,C − 2
∞∑
i=1

Pi,C · log2 Pi,C

= − (
1 − e−(1−f )·q·λC

) · log2

(
1 − e−(1−f )·q·λC

)
− e−(1−f )qλC

{
log2

(
1 − e−q·λC

) − 1+
q·λC

ln 2

(
f − 1

1−e−q·λC

)}
.

(7)

Using (5) and (6), HC(q, λC) can simply be expressed in
terms of P0,C as

HC(q, λC)=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

log2

(
1 − e−(1−f )qλC

)︸ ︷︷ ︸
≡A

− log2

(
1 − e−qλC

)︸ ︷︷ ︸
≡B

+

(
2 − f + (f − 1) e−q·λC

1 − e−q·λC

q · λC

ln 2

)
︸ ︷︷ ︸

≡C

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

·

e−(1−f )qλC − log2

(
1 − e−(1−f )qλC

)︸ ︷︷ ︸
≡D

= A (1−P0) −B (1−P0) +C (1 − P0) +D (8)

where A, B, and D approach to zero when qλ takes on a large
enough value. In this case, (8) can be simplified to

HC(q, λC) ≈ aC(1 − P0,C) = aC

(
e−(1−f )qλC

)
. (9)

Finally, by substituting (9) into (3), the proposed rate model
in (3) can be rewritten as

R(q) = αlN̂l

(
e−(1−f )qλ̂l

)
+αmN̂m

(
e−(1−f )qλ̂m

)
+ αhN̂h

(
e−(1−f )qλ̂h

) (10)

where N̂l, N̂m, and N̂h are the block sizes, and λ̂l, λ̂m, λ̂h

are the model parameter estimates, respectively, for low-,
medium-, and high-complexity CU categories.
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TABLE II

Comparisons of Estimated Texture Bits

In our proposed rate model, N̂C and λ̂C can be computed as
the weighted moving average from the previous frames such as

λ̂C,n+1 =
1

Nf

Nf −1∑
i=0

wiλC,n−i and N̂C,n+1 =
1

Nf

Nf −1∑
i=0

wiNC,n−i

(11)
where λ̂C,n+1 and N̂C,n+1 are the model parameter estimate for
the Laplacian PDF and the estimate for total number of pixels
to be applied for (n + 1)th frame, respectively. Nf is the num-
ber of the most recent frames to estimate λ̂C,n+1 and N̂C,n+1,
which is empirically set to three with w0= 0.533, w1= 0.333,
and w2= 0.134 for all the test sequences in this paper. NC,n−i

is the total block size that CUC category is selected in the
(n-i)th frame, and is computed as the sum of the block sizes
(pixels) of nonSKIP mode in CUC category. Fig. 4 shows the
estimation accuracy of the proposed rate model in (10). The
experimental results in Fig. 4 were obtained using HM 10.0
[30] for IPPP GOP structure. The test sequences with various
spatial resolution and characteristics, such as BasketballPass
(416 × 240), RaceHorses (832 × 480), BigShips (1,280 × 720),
and BasketballDrive (1,920 × 1,080), are used with QP = 23,
28, 33, and 38. As shown in Fig. 4, the proposed rate model
shows quite accurate estimation performances for the various
test sequences and QP values. The rate estimation by the
proposed model in (10) is very close to the actual amounts
of bits over frames, which is conspicuously accurate for the
sequence periods that contain abrupt changes in the scene over
the frames. It indicates that the proposed rate model is well
adaptive to the changes in signal characteristics.

Table II shows the performance comparisons for estimation
accuracy on texture rate models. The proposed rate model is
compared with a single-PDF based model and a quadratic
model [6], which has been popularly used for rate control
applications. Estimation accuracy is measured in terms of
Pearson correlation [26] and normalized root mean square
error (NRMSE), which is defined as

NRMSE =
RMSE

R̄act

=
1

R̄act

√∑Nf −1
i=0 (Ract,i − R̃model,i)2

Nf

(12)

Fig. 5. Comparison of texture and nontexture bits for BQMall sequence.
(a) Overall bits for texture and nontexture data for different QP values.
(b) Frame-level bits for texture and nontexture data for QP = 28.

where Ract,i is the number of actual bits, and R̃model,i is the
number of predicted bits by a rate model for the ith frame.
Also, Nf is the number of encoded frames and R̄act is the
average number of actual bits for all encoded Nf frames.
Smaller NRMSE values indicate that the rate models yield
more accurate bit estimation results. As shown in Table II,
the proposed rate model yields smaller RMSE and higher
correlation values, compared to the conventional models based
on single-PDFs or quadratic rate models. Especially for the test
sequences with complex or various texture characteristics, the
proposed model conspicuously outperforms the conventional
models. This indicates that the proposed model is more locally
adaptive to the temporal and spatial variations of texture
signals over frames.

B. Analysis and Rate Modeling for Nontexture Bits

In HEVC, signaling of the side information for nontexture
data, which includes motion vectors, quadtree split information
for TU and CU, signaling information of prediction models,
filter signaling information etc., becomes more significantly
important due to the adoption of various coding tools com-
pared to its previous video coding standards. Fig. 5 com-
pares the amounts of texture and nontexture data for BQMall
(832 × 480) sequences. As shown in Fig. 5(a), the relative
portions of nontexture bits increases as QP values get higher
and it becomes even larger than texture bit amount for QP = 34
and higher. In general, it is difficult to accurately predict
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Fig. 6. Analysis of nontexture bit occurrences and relation between the total bits for nontexture and the dominant bits for each CU category. (a) BQMall
(QP = 28). (b) Nontexture bits for CUl (BQMall, QP = 28). (c) Nontexture bits for CUm, (BQMall,QP = 28). (d) Nontexture bits for CUh, (BQMall,QP = 28).
(e) BasaketballDrive (QP = 33). (f) Nontexture bits for CUl (BasketballDrive, QP = 33). (g) Nontexture bits for CUm, (BasketballDrive,QP = 33). (h) Nontexture
bits for CUh, (BasketballDrive, QP = 33).

nontexture bits due to the high fluctuation in the number of
header bits over frames.

Owing to the improvement of compression efficiency for
texture bits by adopting many sophisticated coding tools, the
handling of nontexture data becomes more important. Fig. 5(b)
also shows the texture and nontexture bits in frames for
BQMall sequences (832 × 480) with QP = 28 and the intrape-
riod of 16 frames. Therefore, for low bit rate ranges with
higher QP values, the occurrence of nontexture data should
carefully be dealt with for rate control. Most of the conven-
tional rate control schemes employ a nontexture estimation
method by simply averaging the nontexture data collected
from a few previous frames [7], [9], [13], [17], [20], [21].
In [14], the nontexture bits are predicted by using the number
of nonzero motion vectors. However, it is not effective for
such HEVC of the hierarchical CU structure with deeper
coding depths because the number of nonzero motion vectors
alone cannot precisely represent the various nontexture bits
occurring in different CU coding depth levels. In [15], a
unified linear rate-quantization model that can estimate both
the texture and nontexture bits was proposed where a single
Rtotal-Q model is used to estimate the texture and nontexture
rates. So, unpredictable nature of nontexture bits may signifi-
cantly influence the entire rate control performance. Due to
these reasons, it may cause unstable and highly fluctuated
estimation for the nontexture data, thus resulting in inaccurate
rate estimation for the total number of bits and fluctuating
PSNR values over frames. In order to overcome the problem
of the exiting schemes for the nontexture rate models, we
thoroughly analyze the characteristics of nontexture data in
various CU depths.

Fig. 6 shows nontexture bits and its relations with to-
tal nontexture bits in each CU category. The BQMall and
BasketballDrive sequences are used and the period of in-
traframe coding is set to 16. Firstly, Fig. 6(a) and (e) show
nontexture bit amounts in frames for each CU level during

encoding. As shown in Fig. 6(a) and (e), the largest portion of
nontexture bits for intercoded CU is from CU3 while the CU
blocks of lower depths result in relatively smaller portions
of nontexture bits. This is due to the fact that, since the
CU in the deepest coding depth level such as CU3 has the
smallest partitioned blocks, many motion vectors occur from
the partitioned blocks. In addition, it is important to note that
the dominant portions of nontexture data types are different
depending on CU categories. For example, for the CU of low
depth levels, such as CU0 and CU1, which are in the CUl

category, the coded block flag (cbf ) for TU blocks and the
motion vectors together take the most significant portion of
the nontexture data while the information for motion vectors
becomes more dominant for the CU of higher depth levels,
such as CU2 and CU3, which are in the CUm category. For
intracoded CU blocks in the CUh category, the information
of intraprediction modes mostly dominates the others in the
nontexture data. Fig. 6(b), (c), (d), (f), (g), and (h) show
the linear relations between the total nontexture bits and the
most dominant nontexture bits for the three CU categories. As
shown in Fig. 6, the total nontexture bits for CU2 and CU3

can be expressed only with the bit amounts of motion vectors.
On other hand, the mode information for intracoded CU shows
high correlation with the total nontexture bits due to a number
of its intraprediction modes. Motivated from the observation
in Fig. 6, we model the nontexture rate as

R̃nonTex = αlR̃l(mv + cbf )
+αmR̃m(mv) + αhR̃h(mode)

(13)

where R̃nonTex is an estimate for the total number of nontexture
bits, R̃l(mv + cbf ) is an average number of bits for motion
vectors plus cbf information in the CUl category, R̃m(mv) is
an average number of bits for motion vectors for the CUm

category, and R̃h(mode) is the average bit amount for the
CUh category. R̃l(mv + cbf ), R̃m(mv), and R̃h(mode) can be
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Fig. 7. Estimation of Nontexture bits. (a) RaceHorses (832 × 480, QP = 28). (b) BQMall (832 × 480, QP = 28).

TABLE III

Accuracy Comparison of Nontexture Bit Estimations for the Proposed Nontexture Rate

Model and an Average Nontexture Rate Model.

computed from several previous frames and, to remove high
fluctuation during encoding, they can be computed as

R̃C =
1

Nw − 2

Nw∑
i=1

(
RC

nonTex,nf −i − RC
min − RC

MAX

)
(14)

where R̃C ∈ {R̃l, R̃m, R̃h}, Nw is the window size to be
averaged, nf is the current frame number, RC

nonTex,nf −i is the
nontexture bits in CUC category for (nf − i)th frame, RC

min and
RC

MAX are the minimum and maximum values of nontexture
bits, respectively, in the window. In the frame window of
size Nw, the average of the nontexture bits is computed by
excluding the maximum value and the minimum value so that
the nontexture bit amount can be more reliably estimated.
Nw is set to eight in this paper. Fig. 7 shows the amounts
of estimated nontexture bits by the proposed nontexture rate
model in (13) for RaceHorses and BQMall sequences encoded
at QP = 28. As shown in Fig. 7, the proposed nontexture model
yields quite accurate estimation results. Compared to a simple
average model [7], [9], [13], [17], [20], [21] with several
previous frames, the proposed nontexture rate model shows its
superiority in terms of estimation accuracy for nontexture bits.

Table III shows accuracy comparison of nontexture bit
estimations for the proposed nontexture rate model and an
average nontexture rate model. As similarly shown in Fig. 7,
the proposed nontexture rate model outperforms the average
model in estimation accuracy for nontexture bits. Especially
for the test sequences with a number of abrupt changes
in the single characteristics of frames such as RaceHorses,
the proposed model shows considerably higher accuracy in
estimation performances for nontexture bits. Based on the
proposed texture rate model in (10) and the proposed non-

TABLE IV

Pseudo Code for Computing q and QP Values

texture rate model in (13), a new rate control scheme for
quadtree structured HEVC is designed, which is described in
the following section.

III. Proposed Frame-Level Rate Control for HEVC

A. GOP- and Frame-Level Bit Allocation and QP Determina-
tion

In this section, a rate control scheme is proposed based
on the proposed texture and nontexture rate models. For rate
control, a GOP level bit allocation is first made as

TGOP,i =

{ (
RT

/
f

) ×NGOP, fori = 1(
RT

/
f

) ×NGOP + Rr,i−1, otherwise
(15)
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TABLE V

Experimental Results for the Performance Comparisons in HEVC Rate Control

where TGOP,i is the number of bits allocated for ith GOP, f
is the frame rate [frame per second (fps)], RT is the target
bit rate, NGOP is the number of frames in a GOP, and Rr,i−1

is the number of remaining bits in the (i-1)th GOP. In order
to determine the target bits for each frame in a GOP, the bit
allocation for jth frame in the GOP is computed as

Tf,j = wT̂j + (1 − w)T̃j (16)

where

T̂j =
RT

f
+ γ

(
Tbl,j − BC,j

)
andT̃j =

Rj,GOP

nrem

. (17)

In (17), Tbl,j and BC,j are the target buffer level and the
current buffer level for jth frame, respectively. Rj,GOP is the
remaining bits in the GOP, and nrem is the number of frames
remained for encoding in the GOP. γ and w are constant
values, which are set empirically to 0.25 and 0.5 in the
proposed scheme for all test sequences, respectively.

Once the bit allocation for a frame is done, an appropriate
QP value to encode the frame should be determined based on
(10) and (13). The texture bit in the jth frame can be written
as

RTex,j = Tf,j − RnonTex,j (18)

where Tf,j is the total number of bits allocated in the jth frame
in (17), RnonTex,j is the estimate of header bits including the
motion vectors, the split information for quadtree CU and TU,

the prediction partition information, the coded block flags,
etc. The estimate for nontexture bits is obtained by (13) in
this paper. From (10), (13), and (18), the quantization step
size for a frame to be encoded can be determined. Table IV
shows a pseudo code for computing q and QP values. In the
Table IV, j is the QP index from 0 to 52 in HEVC, R(qj) is
the proposed texture rate model in (10), RTexis the bit amount
allocated in the frame according to (18), q̂ is the estimate of
the quantization step size, and qj is a quantization step size
corresponding to the jth QP value. From Table IV, quantization
step size and QP value can be obtained using (10) and (18).
In HEVC, the mapping of a quantization step size to a QP
value is identical as H.264/AVC [1]. Thus, the corresponding
QP values can easily be obtained.

It must be pointed out that it is very important to determine
an initial QP value in each GOP. If a large QP value is selected,
the subsequent frames in a GOP might be degraded due to
coarse quantization of the first frame while larger amounts of
bits are allocated in the following interframes. On the other
hands, if a small QP value in the GOP is applied for the first
frame, the visual qualities of the subsequent frames cannot
be guaranteed due to the comparatively small amount of bit
allocation into the following interframes. In [7], the first QP
is empirically determined for H.264/AVC. However, since the
coding efficiency of intraframes over the intercoded frames in
HEVC is quite different from that of H.264/AVC, the initial QP
determination for H.264/AVC in [7] is no longer applicable for
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Fig. 8. Comparison of RD performances between the proposed rate control scheme, the HM rate control scheme, Chen’s method and JCTVC-H0213.
(a) BlowingBubbles (416 × 240). (b) PartyScene (832 × 480). (c) RaceHorses (832 × 480). (d) BQTerrace (1920 × 1080).

TABLE VI

Bit Rate Reductions for the Proposed Method Against the Existing Methods

HEVC. In the proposed method, we empirically set the initial
QP values (QP0) as

QP0 =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

22, l0 < BPP

27, l1 < BPP≤l0
32, l2 < BPP≤l1
36, l3 < BPP≤l2
42, BPP≤l3

(19)

BPP =
R

f×M×N
(20)

where R and f are a predefined bit rate and a frame rate,
respectively. M×N is the spatial resolution of the sequence.
l0, l1, l2, and l3 are empirically set to 0.211, 0.110, 0.070, and
0.030, respectively, for all test sequences and QP values.

B. Model Parameter Update

In the proposed texture and nontexture rate models in (10)
and (13), the model parameters,αl, αm, and αh, give significant
influences on the accuracy and stability of rate control. If those
values are not appropriately selected, significant fluctuations
of output bits might occur during encoding. In the proposed
rate control scheme, the model parameters αl, αm, and αh can

be updated frame by frame based on linear regression between
the predicted bits and the actual bits in each CU category as

αC =

N−1∑
i=0

RC,n−iR̂C,n−i − 1
N

(
N−1∑
i=0

RC,n−i

) (
N−1∑
i=0

R̂C,n−i

)
N−1∑
i=0

R̂2
C,n−i − 1

N

(
N−1∑
i=0

R̂C,n−i

)2

(21)
where αC is a model parameter for each CU category. R̂C,n

is the rate estimate for CUC category in nth frame, and is
computed as N̂C

(
e−(1−f )qλ̂C

)
for texture bits in (10) and

R̃C for nontexture bits in (13). Our proposed method has
three model parameters for each CU category for texture and
nontexture models, respectively. Hence, six model parameters
are independently updated frame by frame. The parameter
updates are performed based on the linear regression scheme
in (21) for both texture and nontexture rate models. RC,n is the
number of actual texture or nontexture bits for CUC category,
and N is the number of frames used for linear regression and
is set to three in the proposed rate control scheme. By using
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Fig. 9. Comparison of PSNR values and PSNR value fluctuations over frames when their own initial QPs are used for for the four rate control methods.
(a) PSNR for BlowingBubbles (416 × 240) @1Mb/s Proposed: Avg. PSNR = 34.37 dB, PSNR std. dev.= 0.82 HM10.0: Avg. PSNR = 34.18 dB, PSNR std.
dev. = 1.46 Chen: Avg. PSNR = 33.87 dB, PSNR std. dev. = 1.28 JCTVC-H0213: Avg. PSNR = 33.99 dB, PSNR std. dev. = 1.37. (b) PSNR for PartyScene
(832 × 480) @3Mb/s Proposed: Avg. PSNR = 30.48 dB, PSNR std. dev.= 1.43 HM10.0: Avg. PSNR = 30.30, PSNR std. dev. = 2.37 Chen: Avg. PSNR
= 29.40 dB, PSNR std. dev. = 2.57 JCTVC- H0213: Avg. PSNR = 29.64 dB, PSNR std. dev. = 2.58. (c) PSNR for RaceHorses (832 × 480) @2Mb/s Proposed:
Avg. PSNR = 33.37 dB, PSNR std. dev. = 0.96 HM10.0: Avg. PSNR = 33.14 dB, PSNR std. dev. = 1.24 Chen: Avg. PSNR = 32.30 dB, PSNR std. dev. = 1.20
JCTVC- H0213: Avg. PSNR = 32.46 dB, PSNR std. dev. = 1.17. (d) PSNR for BasketballDrive (1920 × 1080) 8Mb/s Proposed: Avg. PSNR = 37.51 dB, PSNR
std. dev. = 1.05 HM10.0: Avg. PSNR = 37.35 dB, PSNR std. dev. = 1.08 Chen: Avg. PSNR = 36.76 dB, PSNR std. dev. = 1.34 JCTVC- H0213: Avg. PSNR
= 36.92 dB, PSNR std. dev. = 1.20.

such dedicated rate model parameters in (10) and (13) for each
CU category, more accurate rate control can be achieved.

IV. Experimental Results

In order to verify the effectiveness of the proposed
frame-level rate control scheme, we implemented it into HM
10.0 [30]. For the experiments, 11 test sequences of various
resolutions with different signal characteristics are used. The
GOP structure for low delay applications is IPPP. Each se-
quence is encoded at various target bitrates. The proposed rate
control scheme is compared with the newly adopted HM rate
control [30], Chen’s method [13] and JCTVC-H0213 [24] in
terms of average PSNR, PSNR standard deviation, accuracy
of target bitrates, frame visual quality, and buffer status levels.
Table V shows the experimental results for the proposed rate
control scheme with comparison to the HM10.0 rate control,
Chen’s method and JCTVC-H0213. As shown in Table V,
for the same target bitrates, the proposed rate control scheme
shows the average PSNR with 0.1, 0.6, and 0.62 dB higher
and the average PSNR standard deviation of 0.15, 0.53, and
0.28 points lower, compared to the HM rate control scheme,
Chen’s method and JCTVC-H0213, respectively.

This is due to the fact that the proposed texture rate model
accurately estimates the texture output bits with multiple

Laplacian PDFs for the transform residues in various CU
depth levels. Furthermore, the proposed nontexture rate model
can precisely estimate nontexture data based on the dominant
nontexture bits in various CU depth levels as well. It is
observed that PSNR improvements are more significant for
the test sequences with complex texture and highly moving
objects, such as BlowingBubbles, PartyScene, RaceHorses and
ParkScene sequences. These test sequences include abrupt
changes in signal characteristics over frames and tend to be
encoded in various CU depth levels and with various coding
types. Therefore, the proposed rate control scheme is able to
more effectively control the output bitrates of HEVC codec
with higher PSNR values by performing content-adaptive rate
estimation. Fig. 8 and Table VI show the RD performance
and bit rate reductions for the proposed rate control scheme
with comparison to the other three methods. We obtain the
experimental results at four target bitrate points for each test
sequence by comparing the proposed rate control scheme with
the other three methods in terms of Bjøntegaard delta bit
rate (BDBR) (%) [32] in Table VI. As shown in Fig. 8,
the proposed scheme outperforms the other three methods in
BDBR. For all bitrate ranges, the proposed scheme shows
remarkable superiorities of RD performances, especially for
the test sequences with various texture types. In Table VI,
the proposed method shows the 22.8% bit rate reduction



476 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 24, NO. 3, MARCH 2014

Fig. 10. Comparison of PSNR values and PSNR value fluctuations over frames when the same indential initial QPs with (19) are used for the four rate control
methods. (a) PSNR for BlowingBubbles (416 × 240) @1Mb/s Proposed: Avg. PSNR = 34.37 dB, PSNR std. dev.= 0.82 HM10.0: Avg. PSNR = 34.26 dB, PSNR
std. dev. = 1.04 Chen: Avg. PSNR = 33.87 dB, PSNR std. dev. = 1.28 JCTVC-H0213: Avg. PSNR = 33.99 dB, PSNR std. dev. = 1.37. (b) PSNR for PartyScene
(832 × 480) @3Mb/s Proposed: Avg. PSNR = 30.48 dB, PSNR std. dev.= 1.43 HM10.0: Avg. PSNR = 34.32 dB, PSNR std. dev. = 1.51 Chen: Avg. PSNR
= 29.90 dB, PSNR std. dev. = 2.61 JCTVC-H0213: Avg. PSNR = 29.61 dB, PSNR std. dev. = 2.90. (c) PSNR for RaceHorses (832 × 480) @2Mb/s Proposed:
Avg. PSNR = 33.37 dB, PSNR std. dev. = 0.96 HM10.0: Avg. PSNR = 33.25 dB, PSNR std. dev. = 0.87 Chen: Avg. PSNR = 32.31 dB, PSNR std. dev. = 1.28
JCTVC-H0213: Avg. PSNR = 32.32 dB, PSNR std. dev. = 1.14. (d) PSNR for BasketballDrive (1920 × 1080) @8Mb/s Proposed: Avg. PSNR = 37.51 dB,
PSNR std. dev. = 1.05 HM10.0: Avg. PSNR = 37.40 dB, PSNR std. dev. = 1.04 Chen: Avg. PSNR = 36.84 dB, PSNR std. dev. = 1.34 JCTVC-H0213: Avg.
PSNR = 36.95 dB, PSNR std. dev. = 1.17.

Fig. 11. PSNR and visual quality comparisons during encoding. (a) Proposed rate control (30.68 dB) (BlowingBubbles, 416 × 240, 42th frame). (b) HM10.0
rate control (30.19 dB) (BlowingBubbles, 416 × 240, 42th frame). (c) Chen’s method [13] (29.62 dB) (BlowingBubbles, 416 × 240, 42th frame). (d) JCTVC-
H0213 [24] (29.98 dB) (BlowingBubbles, 416 × 240, 42th frame). (e) Proposed rate control (28.88 dB) (PartyScene, 832 × 480, 20th frame). (f) HM10.0 rate
control (28.55 dB) (PartyScene, 832 × 480, 20th frame). (g) Chen’s method [13] (26.54 dB). (PartyScene, 832 × 480, 20th frame). (h) JCTVC-H-213 [24]
(26.99 dB) (PartyScene, 832 × 480, 20th frame).
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TABLE VII

Performance Comparison When RDOQ is Used

in maximum against the conventional methods. Hence, the
proposed rate control scheme is more effective than the
other three methods for hierarchical quadtree HEVC coding
structure.

We also investigate PSNR variations during encoding. Since
high fluctuation of frame PSNR values may cause perceptual
annoying to viewers, the fluctuation of PSNR values is one of
the important factors for rate control applications. Fig. 9 shows
the PSNR values over frames during encoding for the proposed
scheme and the other three methods. Compared to the three
methods, the proposed scheme yields more stable visual qual-
ity with substantially smaller PSNR fluctuations as depicted
in Fig. 9. As shown in Fig. 9(b), the proposed rate control
scheme shows the 5 dB-higher PSNR value in maximum than
the other three methods in the frame period between the 20th
and the 30th frame of the PartyScene sequence. The frames
in the period contain various texture characteristics with static
background and highly moving objects (children and bubbles).

In order to investigate the influence of initial QP values for
rate control, we use the same initial QP values in (19) for
all rate control algorithms for fair comparison. The original
HM 10. 0 used to the HM 10.0 rate control method according
to (19), which are larger values than the initial QP values of
the original HM 10.0. As a result, the PSNR values of the
following frames during encoding slightly increase because
the bit amounts allocated to the remaining frames become
relatively increased. Nevertheless, the proposed rate control
method still shows better performance in PSNR and PSNR
standard deviations. It should be noticed in Fig. 10 that the
PSNR values of the first frame for the original HM 10.0 rate
method with the same initial QP values are different from those
of the other three rate control methods. This is because the
original HM 10.0 rate method modifies the Lagrange multiplier
in the RDO process.

Fig. 11 shows two pairs of the reconstructed frames by
the proposed rate control scheme, the HM 10.0 rate control,
Chen’s method and JCTVC-H0213 for the BlowingBubbles
(416 × 240, encoded at 0.6 Mb/s) and PartyScene (832 × 480,
encoded at 3 Mb/s) sequences. As compared in terms of
PSNR values in Fig. 9, the visual qualities of the reconstructed
frames by the proposed rate control scheme are conspicuously

Fig. 12. Coded number of bits for each frame for PartyScene sequence.
(a) Frame by frame buffer levels for PartyScene sequence encoded at 1Mb/s.
(b) Number of coding bits during encoding.

better than those by the other three methods. In Fig. 11, the
conventional methods show reduced PSNR values due to a
limited texture and nontexture rate estimation capability. On
the other hand, the proposed rate control scheme effectively
works especially for the test sequences with various texture
types where the quadtree coding structure of HEVC is very
advantageous.

Fig. 12 shows 1) buffer status levels and 2) encoded bits
per frame for the proposed rate control scheme, the HM 10.0
rate control scheme, Chen’s method and JCTVC-H0213 for
the PartyScene sequence at a target bitrate of 1 Mb/s. Due
to the high accuracy of buffer control and bitrate estimations,
the proposed rate control scheme outperforms the other three
methods. The buffer status level of the proposed rate control
scheme is much closer to the target buffer level (TBL) than
those of the HM 10.0 rate control scheme, Chen’s method and
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TABLE VIII

Complexity Analysis (200 Frames are Tested)

JCTVC-H0213. As shown in Fig. 12(a) and (b), the HM 10.0
rate control scheme and Chen’s method show the overflow
risk between 0th frame and 40th frame due to excessive bit
consumption in beginning stage of encoding. On the other
hand, the proposed rate control scheme shows more stable
and accurate generation of output bits than those of the other
three methods.

In HEVC, the rate-distortion optimized quantization
(RDOQ) [29] is adopted as an encoding scheme. We inves-
tigate rate control performances when RDOQ is used. When
RDOQ scheme is used, we also set the rounding offset value
to 1/6 for intercoded CU and 1/3 for intracoded CU in (10),
which are the same as the RDOQ OFF case. Table VII
shows the performance comparisons when RDOQ is used.
As shown in Table VII, the proposed method outperforms the
conventional methods in PSNR and PSNR standard deviation.
The proposed rate control scheme yields 0.11, 0.49, and
0.1 dB higher PSNR values than the HM 10.0 rate control,
Chen’s methods and JCTVC-H0213 in average, respectively.
In addition, proposed rate control scheme yields the standard
deviation values of PSNR with 0.42, 0.86 and 0.26 points less
than the other three methods.

In order to investigate the additional complexity for the pro-
posed rate control scheme, we performed experiments under
the simulation environments of Intel Core i-7 CPU @3.40 GHz
with 8.0 GB memory, and 64 bit Windows 7 operating system.
Table VIII shows the total encoding times and additional
processing times for the proposed rate control scheme. As
shown in Table VIII, additional processing times for the
proposed scheme are negligible, which range from 0.57% to
1.85% since all processes for rate control are performed in a
frame level.

V. Conclusion

In this paper, a frame-level rate control scheme is pro-
posed based on novel rate models for texture and nontexture
data for HEVC codecs. Motivated from the fact that signal
characteristics with respect to the CU depth levels are con-
siderably different, we categorized the CU depth levels into
three types of low-, medium-, and high-texture categories.
The proposed texture rate model takes well into account
the different statistical characteristics of transform coefficient
residues by using multiple Laplacian PDFs for different CU
categories in various depth levels of HEVC, producing con-
siderably accurate rate estimation performances. In addition, a
nontexture rate model is proposed in which nontexture bits can
precisely be estimated based on the linear relation between the

total nontexture data and the dominant nontexture data in each
CU category. The experimental results show that the proposed
rate control scheme shows the average PSNR with 0.44 dB
higher and the average PSNR standard deviation of 0.32 point
lower, compared to the existing methods. In particular, the
proposed rate control scheme outperforms the conventional
rate control schemes for the sequences with abrupt changes
in signal characteristics. In addition, the proposed rate control
scheme is capable of maintaining stable buffer status levels,
compared to the conventional methods.
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