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Abstract. Professional Search is usually a recall-oriented problem. For
helping the user to get efficiently a concise overview, to quickly restrict
the search space and to make sense of the results, in this article we present
an exploratory strategy for professional search that is based on semantic
post-analysis of the classical search results (of keyword based queries).
The described strategy can exploit the metadata that are already avail-
able, as well as the results of textual clustering and entity mining that
can be performed at query time. The outcome of this process (i.e. meta-
data, clusters and entities grouped in categories) complement the ranked
list of results produced from the core search engine with useful informa-
tion for the user. This extra information is useful not only for providing
a concise overview of the search results, but also for supporting a faceted
and session-based interaction scheme that allows the users to restrict
their focus gradually and to explore other related information. To tackle
the corresponding configuration requirements of this process, we show
how one can exploit the (constantly evolving) Linked Data for specifying
the entities of interest and for providing further information about the
identified entities. In this article, apart from detailing the steps of this
process, we present applications of this approach in the marine domain
and in the domain of patent search.

Keywords: exploratory search, professional search, entity mining and
exploration, linked data, faceted search

1 Introduction

In professional search (e.g. medical search, patent search, bibliography search),
it is often unacceptable to miss relevant documents, therefore the retrieval (and
inspection) of nearly all relevant documents is sometimes necessary. In that con-
text, the grouping of the numerous search results through facets that correspond
to various kinds of metadata or extracted entities can help the user to get effi-
ciently a concise overview, to quickly restrict the search space, and to make
better sense of the results. Moreover, the integration of unstructured documents
that usually appear in the search results, with the emerging Web of Data can
bring significant benefits and is nowadays a challenging vision.
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In this chapter, we describe a search process for recall-oriented information
needs (i.e. focusing on retrieving as much as possible relevant documents) that
is based on post-processing of the search results. It can also be considered as
an integration approach that takes place during searching and aims at enriching
the responses of non-semantic professional search systems with semantic infor-
mation. Specifically, we analyze an exploratory search process which combines
the following methods:

Exploitation of the static metadata of the (top) search results

Textual Clustering of the (top) search results

— Named Entity Extraction in the (top) search results

— Semantic enrichment and exploration of the identified entities using external
(online) Knowledge Bases (KB), i.e. Linked Data.

— Session-based interactive exploration of the above information

The results of this process (metadata, clusters and entities grouped in cate-
gories) complement the query answers with useful information for the user which
is further exploited in a faceted and long session interaction scheme that allows
users to restrict their focus gradually as their information need is better defined®.
This is important because a high percentage of search tasks are exploratory and
focalized search very commonly leads to inadequate interactions and poor re-
sults [58,42]. This interaction scheme can also save a lot of time in professional
searches as it allows locating very quickly hits which are low ranked.

We could say that the issue of integrated professional search systems is ad-
dressed from two perspectives. From an information integration perspective, we
can say that entity names are used as the “glue” for automatically connecting
documents with data (and knowledge). This approach does not require designing
or deciding on an integrated schema/view (e.g. [55]), nor mappings between con-
cepts as in KBs (e.g. [54, 33]), or mappings in the form of queries as in the case
of databases (e.g. [32]). Entities can be identified in documents, data, database
cells, metadata attributes and KBs.

From an information seeking process perspective we present the tight inte-
gration of different search tools for a) faceted search using existing metadata,
b) entity extraction and c) textual clustering, with the main retrieval engine
which produces ranked lists of documents in response to a query. This integra-
tion allows different search interfaces to coexist in an information seeker’s search
system.

Correlation to the MUMIA Cost Action Part of the work in this chapter
has been done in the context of MUMIA Cost Action?. Specifically, the Working
Group 4 (Semantic Search, Faceted Search and Visualization) has the objective
to identify and critically review the aspects of next generation search related

! Faceted search is a technique for accessing information organized according to an
analytic-synthetic classification scheme, allowing users to explore a collection of in-
formation by applying multiple filters [49].

2 http://www.mumia-network.eu/
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to Semantic and Faceted search, as well as to study visualization techniques
that can be applied as multiplying “gain” factor to both types of search. In
this chapter, we present an approach for semantic search which is based on
the post-analysis (by performing entity mining at query-time) of the results
of a professional search system. In addition, we show how the result of the
above process, as well as the result of textual clustering and of metadata-based
grouping, can be integrated and exploited in a faceted interaction scheme. In
a nutshell, and in correspondence to the objective of this Working Group, this
chapter proposes a generic model of how Semantic and Faceted Search can be
applied in next generation professional search.

The rest of this chapter is organized as follows: Section 2 describes in detail
the post-analysis process. Section 3 analyzes the interaction model that can sup-
port this functionality. Section 4 reports experimental results regarding effective-
ness and efficiency, ways of improving the efficiency of the proposed approaches
and limitations that arise when exploiting online KBs. Section 5 presents two
application examples that demonstrate how this process can be applied in the
marine domain as well as in the domain of patent search. Finally, Section 6
concludes and identifies directions for future research.

2 Post-Analysis of Search Results

This section first presents the motivation, the context, some related works, and
the steps of the overall process. Then, it describes the main post-analysis func-
tions (metadata-based grouping, textual clustering, entity mining) and discusses
issues of ranking and connectivity that arise in such context.

2.1 Motivation

The analysis of search results is a useful feature as it has been shown by several
user studies. For instance, the results in [36] show that categorizing the search
results improves the search speed and increases the accuracy of the selected
results. A user study [35] shows that categories are successfully used as part of
users’ search habits. Specifically, users are able to access results that are located
far in the rank order list and formulate simpler queries in order to find the
needed results. In addition, the categories are beneficial when more than one
result is needed like in an exploratory or undirected search task. According to
[40] and [59], recall-oriented information can play an important role not only in
understanding an information space, but also in helping users select promising
sub-topics for further exploration.

Recognizing entities and grouping hits with respect to entities is not only
useful to public web search, but is also particularly useful in professional search
that is, search in the workplace, e.g. in industrial research and development [38].
A user study [47] indicated that categorizing dynamically the results of a search
process in a medical search system provides an organization of the results that
is clearer, easier to use, more precise, and in general more helpful than simple
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relevance ranking. As another example, in professional patent search, in many
cases one has to look beyond keywords to find and analyse patents based on
a more sophisticated understanding of the patent’s content and meaning [34].
We should also stress that professional search sometimes requires a long time.
For instance, in the domain of patent search, the persons working in patent
offices spend days for a particular patent search request. The same happens in
bibliographic and medical search.

Technologies such as entity identification and analysis could become a sig-
nificant aid to such searches and can be seen, together with other text analysis
technologies, as becoming the cutting edge of information retrieval science [15].
Analogous results have been reported for search over collections of structured
artifacts, e.g. ontologies. For instance, [8] showed that making explicit the re-
lationships between ontologies and using them to structure (or categorize) the
results of a Semantic Web Search Engine led to a more efficient ontology search
process.

Finally, the usefulness of the various analysis services (over search results)
is subject of current research, e.g. [19] comparatively evaluates clustering versus
diversification services.

2.2 Context and Related Works

The idea of enriching the classical query-and-response process of current Web
search engines, with static and dynamic metadata for supporting exploratory
search was proposed in [45] and it is described in more detail (enriched with the
results of a user-based evaluation) in [44]. In that work the notion of dynamic
metadata refers to the outcome of results clustering algorithms which take as
input the snippets of hits, where snippets are query word dependent (and thus
they cannot be extracted, stored and indexed a-priori). Note that the result
of entity mining if applied over the textual snippets also falls into the case of
dynamic metadata.

There is also a plethora of works and systems that offer a kind of entity
search. EntityCube® generates summaries of entities from Web pages and allows
the exploration of their relationships. However it supports only three categories
of entities (people, locations and organizations) and for complex or long queries
that do not contain the entity of interest the results are poor. In [21], the authors
propose a framework with two indexing and partition schemes for efficient entity
search in which users formulate queries that directly describe what types of
entities they are looking for (using the prefix #, e.g. #phone). [11] presents ESTER,
a modular search system that combines full-text and ontology search. ESTER
supports entity recognition by assigning words or phrases in the corpus to the
entities from the ontology they refer to. It is domain-specific and elaborates well
on a small set of predefined categories of entities (ontology classes). Finally, [57]
discovers (offline) entity structures in Web pages regarding the computer science

3 http://entitycube.research.microsoft.com/
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domain, and constructs a heterogeneous network of bibliographic information
(which is then analyzed) for offering keyword-based entity search.

In contrast to the works listed in the previous paragraph (which focus on
entity search and retrieval), the approach that we describe in this article does
not change the (user-friendly) way users search for information, but acts as a
mediator between any search system and semantic information; users still get
documents as search results, but also get and interact with semantic information
that helps them locate and explore fast possible useful results.

2.3 The Steps of the Post-Analysis Process

Hereafter we consider the following, quite general, process for post-analysis of
search results (also depicted in Figure 1):

1) The user submits a keyword query to the professional search system.

2) The search system retrieves the top-K results that correspond to the sub-
mitted query together with the static metadata of each result.

3) The search system uses a component, we call it PProc from “Post-Processor”,
which derives (ideally at real-time) the cluster labels and the entities that
correspond to the top-K results (Sections 2.5 and 2.6 detail this step).

4) PProc groups the metadata values according to their category and the entities
according to their class.

5) PProc ranks the metadata values of each category, the clusters and the en-
tities of each class (cf. Section 2.7).

6) The results (i.e. groups of ranked metadata values, clusters and entities) are
visualized and exploited in a faceted and session-based interaction scheme
[49] that allows the user to restrict his/her focus or information need grad-
ually, and exploits the results of the previous steps (cf. Section 3). Apart
from gradual exploration, the user can also retrieve more information about
an identified entity by exploiting the Linked Open Data (LOD) [14].

results & metadata

Professional -/

Search System Post-Analysis Tasks

query

[Entity Mining] [ Clustering ]

Metadata
A s e Grouping
sCaiiee ~ l/ v
Semantic [ Ranking ]
interaction exploration (-/

configuration

% “The LOD cloud - | T

Entities
Grouping

Visualization /

Interaction Groups of entities,
clusters & metadata
Model

Fig. 1. Semantic post-analysis of search results



6 Pavlos Fafalios and Yannis Tzitzikas

migraine Search
International Patent Classifica| 5 prugq: B E migraine(50)
tion (IPC) » buprofen B @ & behandlung(29)
1P25/00 (28) » International Patent Classification (IPC): P traitement(28)
1P25/06 (23) « A61K31/185 &
61P25/04 (1 » Cluster: : : :ﬁwgrane(zrd)
2 A61K31/185 (6) handk - treatmen
AB1K31/445 (6) + behandiung(29) by nd
i:ﬁ;fl‘,g?s\s 2 results: reset P treating(14Y
A1K31/55 (4) method(12)
AB1K31/403 (5) (EP-1129710-A3) - Verfahren zur behandlung von mlgrama mit ibuprofen und » pravention(s)
AG1P43/00 (5) dessen salzen HQ hod for treating migraine sympt... serfahren(8)
thod for treateng the phmaphahna and p v bt s
e BRI By (BU =itk < rtacks with an effective amount of ibuprof » vorbeugung(8)
Drug Properties of: http:) [dbpedia.org/ resource/Scopolamine thereof, isomers thereof, or mixtures th » pain(7)
ibuprofen (3) € » douleur(6)
OMPERIDONE (2) Description 01/12/97/10/EP-11 -A3.xml - find
Kool (118 | | 5z oo s e ma e o2 001/12/97/10/EP-1129710-A3.xm - find b trater(?)
MOTRIGINE (1) s from § I  gants such a = » containing(6)
ASPIRIN (3) «¢ e e for h v L . } utiisation(6)
scopoloming (1) : HE ZUBEREITUNGEN ENTHALTEND IBUP utilisation(6)
sletriptan (3) 4 % — ANDLUNG VON MIGRANE PHARMACEUTL.
captopril (1) < «oLsscaone | | 162000 5184 + 10194106 )
diltiazem (1) « 001/01/73/88/EP-1017388-A1.xml - find
nifedipine (1) <€ Osckction
HaC—N
;Chemical Subst] )m OH
| evRinOxmE (11« o-f7 -

Fig. 2. A prototype offering real-time exploratory patent search

To grasp the idea and what the outcome of this process can be, Figure 2
depicts an indicative screen dump of a prototype patent-search system that
offers the aforementioned functionality. Note that the user has many options
for restricting the search space by selecting one or more metadata values of the
category International Patent Classification (A), one or more entities of type Drug
(B), or one or more cluster labels (C). For instance, in the current example the
user has focused on the Drug ibuprofen, the International Patent Classification
A61531/185, and the Cluster behandlung, restricting the search space to only
2 results which correspond to the selected facets (D). Furthermore, the user is
able to retrieve (at real-time) more information about an entity (E) by exploiting
online semantic KBs (e.g. DBpedia [10]).

2.4 Metadata-based Grouping

For grouping the results according to their static metadata values, one has to
decide which metadata elements are important in a professional search process,
i.e. which of them are the more useful and likely to be used in a faceted search-
like process for narrowing the search space. For example, in the context of patent
searching, a patent document has numerous metadata elements. Indicatively, a
patent document of the Matrizware Research Collection (MAREC) data corpus?
may contain more than 20 metadata elements including document identification
fields, concerned parties, filing and priority information, national and interna-
tional classification codes, titles, abstracts and descriptions (in many languages),
citations, related applications, claims, etc.

* http://www.ir-facility.org/prototypes/marec
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For selecting the fields which are most useful and likely to be used in a
faceted search-like interface, one approach is to gather opinions from profession-
als in the corresponding domain. For example, [27] gathered opinions during
interviews with patent examiners from the Industrial Property Organization of
Greece®, in a visit aiming to observe patent examiners searching in their working
environment. They also did an one-on-one interview with a very experienced
patent examiner specifically to learn about their attitudes and beliefs accompa-
nying the usefulness of different types of metadata in patent search. The expert
mentioned the following nine metadata fields as being important in a faceted
patent search: International Patent Classification (IPC), European Classification
(ECLA), Applicant, Inventor, publication number, publication country, publica-
tion year, application country, application year. Thus, they decided to offer the
above metadata fields for faceted exploration in their patent search system.

2.5 Textual Clustering

Results clustering aims at grouping the search results into topics (called clusters),
with predictive names (labels), aiding the user to locate quickly one or more
documents that otherwise it would be laborious to find, especially if they are
low ranked. Results clustering is very useful in cases where there are no metadata
elements (e.g. in cases where only textual snippets of the hits are available), or
in cases of metadata elements that contain long textual descriptions.

There are many algorithms for results clustering. In our applications we adopt
the clustering method described in [39] which is actually a variation of the Suffix
Tree Clustering (STC) algorithm [60], called NM-STC (No-Merge STC), that de-
rives hierarchically organized labels and is able to favor occurrences in a specific
part of the result (e.g. in the title). Figure 3 depicts the result of the NM-STC al-
gorithm applied in the top-200 snippets returned by Bing Search Engine for the
query tuna species. By clicking for example the cluster label “seafood (7)”, the
user can inspect the seven results that contain information about tuna species
and seafood.

= Eltuna species(200)
E bluefin(65)

» endangered(9)
fishing(20)
canned(16)
pacific(21)
mercury(9)
endangered(25)
atlantic(21)
thunnus(16)
seafood(7)
news(8)

v v v Vv VY VvVvywvyeyw

Fig. 3. Top-10 cluster labels for the query tuna species

® http://www.obi.gr/
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The main advantage of the STC-based algorithms is that they do not rely
on external resources or training data, and thus they have broad applicability
(e.g. for different natural languages). For supporting a different language, the
user/administrator must only provide a list with the stop words of this language.
This feature is particularly useful in patent search where the patent descriptions
may be in different languages. In addition, the invention title is usually the
most important and descriptive part of a patent, therefore NM-STC can favor
occurrences of labels (topics) in the title.

2.6 Discovering Entities

Named Entity Extraction (NEE), also referred as semantic annotation, is the
process of identifying entities in texts and linking them to relevant semantic re-
sources. NEE often consists of two main sub-processes: named entity recognition
(or entity mining) which is the task of identifying entities belonging to a set
of class labels (such as Person, Location, Organization, etc.), and entity linking
which tries to link a named entity with a resource in a KB.

There are several tools that support NEE and that could be exploited by a
professional search system. Below we briefly describe some of them.

DBpedia Spotlight: DBpedia Spotlight [43] is a tool for annotating mentions
of DBpedia resources in text, providing a solution for linking unstructured infor-
mation sources to the LOD. It performs NEE, including entity resolution. It finds
and returns entities that exist in a text, ranks them depending on how relevant
they are with the text content, and links them with URIs from DBpedia.

AlchemyAPI: AlchemyAPT [1] is a Natural Language Processing (NLP) service
which provides cloud-based and on-premise text analysis infrastructure. Alche-
myAPI eliminates the expense and difficulty of integrating NLP systems into
an application, service or data processing pipeline. It provides a platform for
analyzing Web pages, documents and tweets along with APIs for integration.
In addition, the named entity extractor is able to disambiguate the detected
entities, link them to various datasets on the LOD and resolve co-references.

OpenCalais: Calais [3] is a toolkit of capabilities that allows incorporating se-
mantic functionality within a blog, content management system, Web site or
application. The OpenCalais Web Service automatically creates semantic meta-
data for the submitted content. Using NLP, Machine Learning (ML) and other
methods, Calais analyzes a document, finds the entities within it and gives them
a score based on their text relevance. It also supports automatic connection to
the LOD.

Wikimeta: Wikimeta [7] is a NLP semantic tagging and annotation system that
allows incorporating semantic knowledge within a document, Web site or content
management system. It tries to link each detected named entity to some entity
in DBpedia based on a disambiguation process that is described in [20]. The
dataset used to train the NLP tools of Wikimeta, are derived from Wikipedia
and are also available to download to build customized applications, gazetteers
(i.e. dictionaries) or training corpora.
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Lupedia: Lupedia [2] uses a gazetteer which is a list of surface forms that
are associated to a subset of entities in DBpedia and LinkedMDB (a dataset
that contains movies descriptions). The default configuration takes the longest
sequence of consecutive words that corresponds to some entry in the gazetteer
and annotates it with the corresponding entity in the KB.

Gate ANNIE: Gate ANNIE [22,16] is a ready-made information extraction
system which contains several components (e.g. Tokeniser, Gazetteer, Sentence
Splitter, etc.) and supports both gazetteers and NLP functions.

We should note that we are interesting only in the result of the NEE process.
Thus, the approach that we propose can use any NEE system, independently of
the underlying NLP algorithm. This also means that the support of several capa-
bilities involved in the entity mining process (e.g. support of multiple languages,
stemming, lemmatization, etc.) are in the responsibility of the NEE system.

Configuring the Entities of Interest

The useful entities are not the same in every domain. To tackle the corresponding
configuration requirements of the considered process, here we show how one can
exploit the (constantly evolving) LOD for specifying and updating the entities
of interest, and for providing further information about the identified entities.

In case a NEE system supports gazetteers for named entity recognition (apart
from NLP and ML techniques), like Gate ANNIE, we can exploit the LOD for
creating new (supported) categories of entities. Specifically, we can query a se-
mantic KB (that is accessible through a SPARQL [6] endpoint) for retrieving a
list of names that belong to a particular resource class® or which are described
by a SPARQL query.

For example, Figure 4 shows an example of a SPARQL query that returns a
list of Fish names (using DBpedia’s SPARQL endpoint as the underlying KB).
The URI “http://dbpedia.org/ontology/Fish” is the resource class of the
category Fish. Likewise, we can create a complex SPARQL query that describes a
set of entities with some specific characteristics, or we can use federated SPARQL
queries [5] and gather information from multiple KBs. Thereby, we can also
support the identification of entities in any language, e.g. we can run a query
that returns a list of entity names in a specific language by exploiting the FILTER
operator of SPARQL 1.1. In addition, by exploiting the LOD, and since the
LOD constantly changes and increases, we can keep “fresh” the entities of the
supported categories or update (at any time) a category with names of entities
coming from a new KB.

Note that there are many tools that can facilitate the construction of the
SPARQL queries, without requiring any advanced knowledge in SPARQL (like
[9] and [48]). Furthermore, there are natural language approaches that guide

users in formulating queries in a language seemingly akin to English and translate
them to SPARQL [24].

5 A resource class actually represents a category of entities.
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SELECT DISTINCT str(7label) WHERE {
?Puri rdf:type <http://dbpedia.org/ontology/Fish> .
?uri rdfs:label ?7label }

Fig. 4. Example of a SPARQL query for retrieving a list of Fish names from DBpedia

Figure 5 depicts the result of entity mining applied in the top-200 snippets
returned by Bing Search Engine for the query tuna species. In this example,
the NEE system has been configured to identify fish species, countries and water
areas. By clicking for example the entity “yellowfin tuna (9)” from the category
Species, the user can inspect the nine results that contain information about the
species “yellowfin tuna”.

Species Country Water Area
Scombridae (16) <2 Australia (7) <4 Padific (18) <&
Thunnus (15) =2 Japan (6) =2 Atlantic (13) «2
Atlantic bluefin tuna (11) ¢ U.S. (4) =2 Mediterranean (4) «
Albacore (11) «¢ New Zealand (3) <2
yellowfin tuna (9) «§ Mexico (2) <&
Pacific Bluefin Tuna (6) «§ Vietnam (1) «§
Thunnus albacares (6) =2 Islands (1) «§
Thunnus thynnus (5) <& Spain (1) =2
Blackfin tuna (4) <& Greenland (1) «¢
Bigeye Tuna (4) «§ Monaco (1) «§

show al show all

Fig.5. The result of entity mining (configured to identify fish species, countries and
water areas) for the query tuna species

2.7 Ranking

The identified entities, the clusters and the metadata values may be numerous.
Thereby, we need an effective method for ranking them and promoting the most
important. [25] and [27] proposed a ranking scheme for entity mining that pro-
motes the entities that have been identified in the top positions of the ranked
list of results. We can adapt this formula for ranking also the clusters and the
metadata values. However, most clustering algorithms rank the derived clus-
ters, thus in this case we can avoid ranking them. Specifically, consider that the
user submits a keyword query ¢, and let R be the set of the top-K results (e.g.
K = 200) returned by the underlying search system. For a r € R, let rank(r)
be its position in the answer (the first result has rank equal to 1, the second 2,
and so on). We apply entity mining and clustering in R, and get a set of entities
FE and a set of cluster labels C. We also have a set of metadata values M. Now,
we can rank each element e in EUC U M according to the formula:

Zre its(e ((|R| + 1) - rank(r))
e [RIQAET) (1)

Score(e) =

where hits(e) denotes the results (i.e. the elements of R) in which an entity e has
been identified. We can see that the elements (i.e. metadata values, entities and
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cluster labels) occurring in the top results are promoted. The rational behind this
ranking formula is that the top hits in the ranked list probably contain more
useful elements that the last hits since they are considered “better” results.
On this account (and considering that we analyze only the top-K results), the
ranking algorithm of the underlying search system is very important.

[25] comparatively evaluated with users three formulas for entity ranking in
the context of Web searching. The first ranking formula is the one described
above (Formula 1). The second formula takes into account the words of the
entity names and of the query, and promotes the entities that exist in the query
string. The third formula considers both perspectives, i.e. it promotes both the
entities identified in the top search results and the entities that exist in the query
string. The results showed that the string similarity between the query and the
entity names did not improve entity ranking.

An issue is how to also rank the categories of entities (or the metadata
categories) if they are numerous. In this case, the system must decide which
categories to promote (e.g. in order for the user to see them without needing to
scroll). Various methods can be applied, however this is an issue that is worth
further research.

2.8 Inspecting the Connectivity of the Identified Entities

So far, the user can only inspect a list of entities identified in the search results.
The structured knowledge that may be available as LOD for the identified entities
is not exploited. For instance and regarding the marine domain, an identified fish
species (e.g. the yellowfin tuna) may have many properties (e.g. family, genus,
kingdom, etc.) and related entities (e.g. predators, binomial authority, etc.), and
can belong to multiple categories (e.g. Fish, Fukaryote, Fish of Hawaii, etc.).
Moreover, some species may share one or more common properties or related
entities (e.g. two species belong to the same genus or family). All this information
should be exploitable as it can provide useful information about the context of
these entities. In addition, it allows the user to instantly inspect information
that may lie in different places and that may be laborious and time consuming
to locate, e.g. how the detected species papuan seerfish and kanadi kingfish are
related, why the species pacific bonito was detected in the search results for the
query tuna, etc. Furthermore, all this information can be integrated in the search
process helping the user (apart from restricting the search space) to get a more
sophisticated overview and to make better sense of the results.

However, the amount of structured information that is available for these en-
tities can be very high (i.e. their associations and properties). Therefore, there is
a need for methods for ranking all this semantic information in order to promote
and present to the end-users the most important associations and properties.

To tackle the above challenges, [29] proposes a method founded on Link
Analysis. Specifically, this work introduces an appropriately biased PageRank-
like algorithm for ranking entities and properties, which is also exploited for
producing (and showing to the user) top-K semantic graphs. A top-K semantic
graph can complement the query answer with useful information regarding the
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connectivity of the identified entities. The keypoint is that this approach can
exploit associations and it is quite general and configurable. Moreover, it pro-
motes the entities identified in the top ranked results, as well as the semantic
information that is linked with many important (i.e. highly ranked) entities.
For example and regarding the marine domain, by analyzing the snippets
of the top-100 results that Bing returns for the query yellowfin tuna (with fish
species as the entities of interest), and exploiting DBpedia at real-time for re-
trieving the properties of the identified entities, in the top semantic graphs the
user gets information about the taxonomy of the yellowfin tuna (family, order,
etc.), other tuna species that belong to the same family or the same conserva-
tion status system (e.g. the bigeye tuna), how all these entities are connected,
etc. The user gets all this information in only 3 seconds without performing any
additional query. Figure 6 depicts an example of a top-5 semantic graph.

IUCN3.1
O

Perciformes

Fig. 6. A top-5 semantic graph

3 Interaction Model

This section focuses on how the user can interact with the result of the post-
analysis process.

3.1 Faceted Search-Like Exploration of the Results

The results of entity mining, clustering and metadata-based grouping can be vi-
sualized and exploited according to the faceted exploration interaction paradigm
[49]; when the user clicks on an entity, cluster or metadata value, the hits are
restricted to those that contain that entity, cluster or metadata value. The user
is able to gradually select elements from one or more categories and refine the
answer set accordingly (the mechanism is session-based). Figure 7 depicts an
indicative example regarding the marine domain in which the user has selected
to inspect the results containing information for three species.

There are several approaches for supporting this functionality. For instance,
if such selections belong to the same category, they can have disjunctive (OR)
semantics and if they belong to separate categories they can have conjunctive
(AND) semantics [27]. In addition, in order to avoid overloading the interface, we
can display only the top-L (e.g. L=5) values of each category, and by clicking a
hyperlink (e.g. a “show all” button), the user will be able to inspect all of them.
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Species Results of selected entities: reset
Atlant\c_blueﬁn funa (6) < Yelowfin tuna - Wikipedia, the free encydopedia
Scombridae (4) <2 The yelowfin tuna (Thunnus abacares) is a spedies of tuna found in pelagic water
Thunnus (2) =<2 s of tropical and subtropical oceans worldwide. Yelowfin is often marketed as ahi...
Thunnini (1) «2 http://en.wikipedia.org/wik/ Y elowfin_tuna - find its entities
Thunnus thynnus (3) =
Thunnus albacares (1) «<¢ NOAA - FishWatch
= vellowfin tuna (1) < Tuna; Turbot (Greenland) Wahoo; Whiting; Wreckfish; Search for fish species nea
= Turbot (1) < r you. Use our map interface to search for species near you. LAUNCH THE MAP |
= Wahoo (1) < Previous ...
Wreckfish (1) <2 http:/fvaw. fishwatch.gov/ - find its entties

showr all

Fig. 7. Example of faceted exploration of the results

3.2 Semantic Exploration of the Identified Entities

There are already vast amounts of structured information published according
to the principles of LOD. The availability of such datasets enables not only to
configure easily the entity names that are interesting for the application at hand
(as described in Section 2.6), but also the enrichment of the entities with more
information about them. In this way, users not only can get useful information
about one entity without having to submit a new query, but they can also start
browsing the entities that are linked to that entity. Note that many of the static
metadata can also be considered entities (e.g. the Author of a document).

Another important point is that exploiting LOD is more dynamic, afford-
able and feasible, than an approach that requires each search system to keep
stored and maintain its own KB of entities and facts. Returning to our setting, a
question is which LOD dataset(s) to use. An approach is to identify and specify
one or more appropriate dataset(s) for each category of entities. For example,
GeoNames” can be exploited for geographic data, DrugBank® for drugs, DBpedia,
YAGO [52] and FactForge [13] contain data related to many domains, etc.

Running one (SPARQL) query for each entity would be a very expensive
task, especially if the system has discovered a lot of entities. For this reason, one
can offer this service on demand. Specifically when the user requests to inspect
more information about an entity, e.g. by clicking a button, the system at that
time can collect semantic resources that “match” the name of the selected entity
by querying one or more SPARQL endpoints.

For example, Figure 8 shows an example of a SPARQL template query which
tries to find a resource of type (rdf:type) Fish whose label (rdfs:1label) con-
tains the name of the selected entity (ignoring case). Note that the SPARQL
template query contains the character sequence [ENTITY]. At request time, the
system reads the endpoint and the corresponding template query of the category
in which the identified entity belongs, replaces each occurrence of [ENTITY] in
the template query with the entity’s name, and finally runs the query. For in-

" http://www.geonames.org/
8 http://www.drugbank.ca/
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stance, for the entity name “salmon” (of type Fish) and having defined DBpedia
as the underlying KB, the matching resources are 16. Some of them follow:

— http://dbpedia.org/resource/Chum_salmon

— http://dbpedia.org/resource/Coho_salmon

— http://dbpedia.org/resource/Giant_salmon_carp
— http://dbpedia.org/resource/Salmon_shark

— http://dbpedia.org/resource/Chinook_salmon

SELECT DISTINCT ?7uri WHERE {
?Puri rdf:type <http://dbpedia.org/ontology/Fish> .
?uri rdfs:label 7label
FILTER(regex(str(?label), ’[ENTITY]’, ’i’)) }

Fig. 8. Example of a SPARQL template query for matching an identified Fish name
with resources in DBpedia

The derived semantic information can be visualized in a popup window as
shown in Figure 2 (E). Then, the user is able to continue browsing by further
exploring the properties of the related resources. For example, Figure 9 shows an
example of a SPARQL template query for retrieving all the outgoing properties
of a resource. The SPARQL template query contains the character sequence
[URI] (including the [ and ]) which at request time is replaced by the resource’s
URI. Alternatively, someone could provide a query that retrieves only a subset
of the properties, literals in a specific language, images, etc. Figure 10 depicts
an example of a pop-up window showing some of the properties (from DBpedia)
of the entity “Chum salmon” (resource class: http://dbpedia.org/resource/
Chum_salmon).

SELECT DISTINCT ?propertyName ?propertyValue WHERE {
<[URI]> ?propertyName 7propertyValue }

Fig. 9. Example of a SPARQL template query for retrieving the outgoing properties
of resource

4 Experimental Results

Several works have pointed out the value (for the end users) of categorizing the
search results in both Web and Professional search. We should note that the
post-analysis approaches that we have described in this chapter also fall into
this case, i.e. they are ways of categorizing search results.

In this section, we first review the results of several experimental evaluations
that demonstrate the effectiveness and the usefulness of such approaches (Sec-
tion 4.1). In the sequel, we report experimental results regarding the efficiency
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Properties of: Chum salmon

Description

« The chum salmon, Oncorhynchus kets, is a species of anadromous fish in the salmo
n famiby. It is @ Pacific salmon, and may also be known as dog salmon or Keta salman,
and is often marketed under the name Silverbrite salmon. The name Churmn salmon co
mes from the Chinook Jargon term tzum, meaning "spotted” or "marked”, while "Ket
a" comes from the Evenki languzage of Eastern Siberia via Russian.

Binomial Regnum BinomialAuthority
« Oncorhynchus keta + Animalia + Johann Julius Walbaum (open)
Class Family Genus
« Actinopterygi (open) = Salmonidae (open) = Oncorhynchus (open)

Fig. 10. Pop-up window showing some of the properties of the fish “Chum salmon”

of the post-analysis processes and we also discuss ways for improving it (Sec-
tion 4.2). Finally, we present experimental results regarding the efficiency of the
semantic exploration of the identified entities, we discuss limitations that arise
when exploiting online KBs at query time, and also we show ways to improve
the reliability of this process (Section 4.3).

4.1 Effectiveness and Usefulness

In [36], an experiment with 20 participants was conducted to compare an inter-
face that categorizes the search results to the de facto standard solution (ranked
list, 10 results per page interface). This interface provides an overview of the
results by presenting a list of the most frequent words and phrases as categories
next to the actual results. The results showed that the users were 25% faster
and 21% more accurate with a system that categorizes the search results. In
more details, the results showed that it is possible to browse through more re-
sults because the searching speed is higher. This is important, since many times
the search results are unreliable and it is thus desirable to be able to access
alternative results quickly. In addition, categorizing the search results not only
gives the users more options but gives them more relevant options. The results
showed that the increase in the number of results was due to the increase in the
number of relevant results, while the speed of finding relevant results was about
40% higher. Furthermore, the users found the first relevant result earlier (with
fewer selections).

In another experimental evaluation [35], the same interface was provided to
16 users for a two-month period. The interactions with the system were logged
and the users’ opinions were elicited with two questionnaires. The results showed
that categories are successfully used as part of users’ search habits. Specifically,
categories are helpful when the result ranking of the search engine fails. In this
case, the users are able to access results that locate far in the rank order list.
Moreover, by exploiting the categories, there were fewer cases where user did
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not find any results. This means that when the query formulation fails, the user
may still be able to find results using the categories. Finally, the results showed
that the categories are beneficial when more than one result is needed like in an
exploratory search task.

The user study in [40] examined how searchers interacted with a web-based,
faceted library catalog when conducting exploratory searches. It applied eye
tracking, stimulated recall interviews and direct observation to investigate im-
portant aspects of gaze behavior in a faceted search interface. Three facets (i.e.
categories of results) were used in the evaluation: Subject, Region and Time
Period. The results showed that facets played a major role in the exploratory
search process, accounting for about one-half the amount of time spent looking
at actual results.

[59] presented the results of a four-week longitudinal study investigating the
use of both exploratory and keyword forms of search within an online video
archive, where both forms of search were available concurrently in a single user
interface. The results showed that there was a balance of exploratory and key-
word searches and that they were often used together. Specifically, the facets
were used as often as keyword searches, and also they were used both passively
to understand the structure of the collection and actively to produce more ex-
pressive queries.

Finally, [47] conducted a task-based user study of a medical search system
for evaluating a dynamic categorization technique. The goal was to determine
whether this technique for organizing search results is more useful than two
existing techniques: relevance ranking (i.e. ordered list of search results) and
SONIA document-clustering [50]. Fifteen users completed query-related tasks
using all three tools. The authors measured the time it took the subjects to
accomplish their tasks, the number of answers to the query that the subjects
found in four minutes, and the number of new answers that they could recall at
the end of the study. Subjects also completed a user-satisfaction questionnaire.
The results showed that users could find significantly more answers in a fixed
amount of time and were significantly more satisfied with their search experience
when they used the dynamic categorization tool. In addition, the users indicated
that this categorization provided an organization of search results that was more
clear, easy to use, accurate, precise, and helpful.

4.2 Efficiency of Real-Time Post-Analysis

[27] measured the average time required for a) grouping the top-K results ac-
cording the their metadata values (each result is actually a patent document),
b) applying clustering (at real-time) on the title and abstract of the top-K re-
sults (using NM-STC), ¢) applying entity mining (at real-time) on the title and
abstract of the top-K results (using Gate ANNIE), for several values of K. The
results showed that the metadata-based grouping requires about 0.8 ms per re-
sult, the clustering about 3 ms per result, while entity mining is the most time
consuming task requiring about 10 ms per result. The total time for analyzing
the top-200 results is about 3 seconds. However, the three tasks can be performed
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in parallel, i.e. the results of a task are not required for running another task.
Note also that the time depends not on the size of the underlying data sources
but on the number of the top results that we want to analyze; the more results
we analyze, the more time is required for grouping, clustering and mining them.

In addition, [25] showed that performing real-time entity mining (using Gate
ANNIE) in the full contents of the top-50 results returned by a Web search sys-
tem (Google) costs about one minute (including the time for downloading the
content of each result). Nevertheless, in that case one can adopt a distributed ap-
proach. A scalable method for entity-based summarization of Web search results
at query time using the MapReduce programming framework [23] is described in
[37]. That work shows how to decompose a sequential entity mining algorithm
into an equivalent distributed MapReduce algorithm (the logical decomposition
is sketched in Figure 11) and deploy it on the cloud for speedup the process.

ANPUT: Query Hitd
Urll_id1
url2_id2
@ UrIN_idN )
y
Species: Tuna d1
Shark |41 il .
Octopus] 41 -

) N ey
| Ocean: Pacific {d2 | 1 Ocean: Arctic \I
L Atlantic| d2 |- | Atlantic| 43 |-

........... . Lo asl,

Shuffle and Sort: aggregation values by keys |

reducer reducer

Shark 41 a3 Pacific |42 [rs |

)
Species: Tuna di |d2 | Ocean: Atlantic | d3 |d2 m'

Octopus | 41 Arctic d3 M|
Aggregator | <——— This corresponds to
Server’s Aggregator
Species: Tuna d1l 1d2 |spargl info |R1
Shark d1 1d3 | spargl info | R2
Octopus | d1 Spargl info | R3
Ocean: Atlantic |d3 |d2 |Spargl info | R4
Pacific d2 Spargl info | RS
Arctic d3 Spargl info | R6 |

Fig. 11. Example of distributed entity mining processing using MapReduce

Alternatively, instead of offering real-time entity mining of the snippets or
the full contents of the top hits of the answer, one could analyze the entire corpus
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offtine (assuming that the corpus is available), and build an appropriate index
(or database) for using it at run time. Then, for each incoming query, the entities
of the top-K (e.g. K = 1,000) hits of the answer are fetched from the index,
and are given to the user. An important observation is that the size of the entity
index in the worst case could be in the scale of the corpus. Also note that this
approach cannot be applied at meta (uncooperative) search level.

Another approach is to process the top hits of the answer of only the frequent
queries. In that case, for each frequent query of the log file (e.g. for those which
are used for query suggestions), we compute its answer, fetch the top-K hits,
apply textual clustering and entity mining and finally save its results as they
should be shown using the approach and indexes described at [28, 26]. The benefit
of this approach (apart from the instant response) is that here we do not have
to process the entire collection but only the top hits (e.g. top-200) of the most
frequent queries. This significantly reduces the required computational effort
and storage space. The downside of this approach is that if a user submits a
query which does not belong to the frequent queries, and thus it has not been
processed, then the system cannot offer results. In that case the system could
offer to the user the “real-time” approach as it was described earlier. Finally,
we should note that this approach is applicable also at a meta search level, but
periodically the index has to be refreshed, mainly incrementally.

4.3 Efficiency of Semantic Exploration

According to [27], the time for matching an entity with semantic resources (by
querying the LOD) highly depends on the SPARQL endpoint (i.e. the underlying
KB) and the SPARQL template query. The authors noticed that the more data
(i.e. labels of entities) a category of entities contains in the underlying KB, the
more time is required for matching an entity that belongs to this category.

Indicatively (and for the time being), DBpedia’s endpoint contains about
1 million labels of type Geographical Area. For retrieving information about a
geographical area, about 5 seconds are required (including network delay time).
However, for retrieving information about a Physical Entity (DBpedia contains
about 6 millions labels of this type), the time required is about 20 seconds. On
the contrary, the time for retrieving the properties of a semantic resource is very
low because we already know its URI (no string comparisons are required like
in the case of entity matching).

Limitations The existing publicly available online KBs (like DBpedia) are not
reliable since they mainly serve demonstration purposes. The fact that everyone
can query them affects their efficiency and availability. They also do not serve
multiple concurrent requests in order to avoid overloading their systems.

In addition, if an entity belongs to a category with millions of entities then
the time for retrieving related resources (i.e. URIs) can be high. The same is true
in case the underlying application requires to retrieve semantic information for
numerous entities at once, i.e. when this functionality is not offered on-demand.
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In such cases, adopting a caching mechanism or indezring a part of the underlying
KB (with the cost of loosing the freshness of the results) will highly improve the
response times and the throughput that can be served.

Of course, in a real application the underlying KBs may not be publicly
available, or a dedicated Warehouse can be constructed that will only serve a
particular application (like the Marine TLO-based warehouse described in [53]).
The KBs (or the Warehouse) could also be distributed in many servers, so the
system can apply a load balancing technique [18] for serving the requests. Fur-
thermore, as it is proposed in [56], one could keep a local copy of data that
hardly changes and offer a hybrid query execution approach for improving the
response time and reducing the load on the endpoints, while keeping the results
fresh. All the above can highly improve the performance and the scalability of
the underlying professional search system.

Finally, we should stress that even if the post-analysis services require some
time to complete, and therefore are not “real-time”, in various kinds of profes-
sional search, this time is really low. For instance, in the domain of patent search,
the persons working in patent offices spend days for a particular patent search
request. In bibliographic search, a few minutes is a rather short period consid-
ering the time that could be saved if a useful hit corresponding to a low ranked
document gets retrieved because a mined entity allowed the user to locate it.

5 Application Examples

This section presents two applications of the described approach. Specifically,
Section 5.1 describes an application for the marine domain, while Section 5.2
describes an application for patent search.

5.1 X-Search: Exploring Marine Resources

X-Search is a meta-search engine that reads the description of an underlying
search source (OpenSearch [4] compliant), queries that source, analyzes the re-
turned results in various ways and also exploits the availability of semantic
repositories. It also has a gCube version in which the underlying search system
is gCube Search. gCube [17] is a service-oriented application framework that
supports the on-demand sharing of resources for computation, content and ap-
plication services. gCube enables the realization of e-infrastructures that support
the notion of Virtual Research Environments (VREs), i.e. collaborative digital
environments through which scientists, addressing common research challenges,
exchange information and produce new knowledge.

X-Search has been developed in the context of the iMarine project®. iMarine
exploits gCube and offers an operational distributed infrastructure that serves
hundreds of scientists from the marine domain. The key features of X-Search
are the following:

® http:/www.i-marine.eu/
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— Provision of textual clustering of the results (supporting the following algo-

rithms: STC, STC+, NM-STC, STC++ and NM-STC+ [39]). Clustering is performed

on the textual snippets of the returned results, but clustering of the entire
contents is also supported.

Provision of entity mining of the results. Entity mining can be performed

either over the textual snippets or over the entire contents. It also supports

ranking of the identified entities [25].

— Faceted search-like exploration of the results. The results of clustering and

entity mining are visualized and exploited according to the faceted explo-

ration interaction paradigm: when the user clicks on a cluster or entity, the
results are restricted to those that contain that cluster or entity.

On-click semantic exploration of a KB. X-Search provides the necessary

linkage between the mined entities and semantic information. In particular,

by exploiting the MarineTLO-based Warehouse [53], the user can retrieve
more information about an entity by querying and browsing over this KB.

The MarineTLO-based Warehouse integrates information coming from Fish-

Base [31], WoRMS!?, ECOSCOPE!!, FLOD!? and DBpedia, and currently

contains information (more than 4M triples) about marine species (40,000),

ecosystems, water areas, vessels, etc.

— Entity discovery and exploration during plain Web browsing. X-Search also
offers entity discovery and exploration while user is browsing on the Web.
Specifically, the user is able to inspect the entities of a particular Web page
by simply clicking a bookmarklet'> and then to semantically explore the
properties of the identified entities. Namely, the user can at real-time exploit
the aforementioned functionality while browsing.

Figure 12 depicts an indicative screen shot of X-Search in gCube. We notice
that for a particular query, the user can see the top results and the metadata
of each result (A), the identified entities (B) and the result of textual cluster-
ing (C). The user can also inspect semantic resources that match an identified
entity (D) and explore their properties (E). Figure 13 depicts a screen shot of
an annotated Web page. Specifically, the Wikipedia page of Thunnus has been
analyzed (using the bookmarklet provided by X-Search), the identified entities
have been annotated and the user can start exploring them (A).

X-Search is fully configurable in terms of the supported categories of entities,
the underlying KBs and the way the system queries the KBs. Specifically, the
user /administrator can add a new category of entities or update an existing one
by accessing online semantic KBs (accessible through SPARQL endpoints), and

10 http://www.marinespecies.org/

" http://www.ecoscopebe.ird.fr/EcoscopeKB/ShowlelcomePage . action

12 http://www.fao.org/figis/flod/

13 A bookmarklet is a bookmark stored in a Web browser that extends the browser’s
functionality (http://en.wikipedia.org/wiki/Bookmarklet). In X-Search, the
bookmarklet sends the current URL (of the Web page the user is viewing) to a
server. The server then analyzes the contents of the Web page and presents to the
user a new (annotated) Web page.
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specify how to semantically link and enrich the identified entities. This enhanced
configurability allows X-Search to be lightly (and dynamically) configured for
different contexts, for building domain-specific applications. In the context of
iMarine, X-Search has been configured to identify Fish Species, FAO Countries,
Water Areas and Regional Fishery Bodies. It links the identified entities with re-
sources from the MarineTLO-based warehouse [53] and enrich them by retrieving
their outgoing properties.

5.2 PerFedPat: Pluggable Platform for Personalized Multilingual
Patent Search

The PerFedPat!* project aims to research into a new generation of advanced
patent search systems for the patent related industries and the whole spectrum
of patent users by designing a framework for integrating multiple patent data
sources, patent search tools and Uls.

The iPerFedPat system [51], which is the main result of the project, is
based on the ezDL framework [12] and has a pluggable architecture, providing
core services and operations being able to integrate multiple patent data sources
and patent related data streams, thus providing multiple patent search tools and
Uls while hiding complexity from the end user. iPerFedPat currently integrates
the results of four patent search systems: Clef-IP 2011 [46], Espacenet!, Google
Patents'® and WIPO PatentScope!”. It can post-process the federated results in
various ways using pluggable tools, and supports all the functionalities described
in Section 2, i.e. metadata-based grouping, entity mining and textual clustering.

Figure 14 depicts an indicative screen shot of iPerFedPat. We notice that
the interface is split in several windows, each corresponding to a different tool. In
this example, the user has submitted the query migraine using the “Advanced
Query” tool (A) and the top results are shown in the “Results” tool (B). The
user can also see the details of a particular result (C) and to inspect the entities
and the metadata (grouped in categories) that exist in the search results (D),
as well as a clustering of the search space (E). Thereby, the user can narrow the
search space by a selecting one or more entities, metadata values or clusters.

6 Conclusion and Future Research

We have presented an exploratory method for professional search that exploits
the available metadata plus the results of textual clustering and entity mining
in a faceted and session-based interaction scheme that allows the users to get
an overview of the search space and to restrict their focus gradually. We have
seen that Linked Data can be exploited for specifying the entities of interest and
for providing further information about the identified entities. This functionality

' http://www.perfedpat.eu/

!5 http://www.epo.org/searching/free/espacenet.html
16 https://wuw.google. com/?tbm=pts

7 http://patentscope.wipo.int/search/en/search. jsf
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Fig. 14. The iPerFedPat system

essentially offers an entity-based integration of search results, metadata and other
external (semantic) resources.

In particular, the described approach offers the ability to a) restrict the focus
using static metadata values that are important for the searchers, b) restrict the
focus using entity values and important topics (clusters) that were discovered in
the search results, c¢) inspect and explore the properties of the identified entities
by exploiting KBs that are accessible through SPARQL endpoints. Furthermore,
showing values and their count gives an overview (e.g. percentage of patents
published in a particular country). Note also that the described functionality
can be exploited by any professional search system.

Experimental results have showed that this functionality can be efficiently
offered at real-time however the time that we have to pay is proportional to the
number of the top results that we want to “explore” (pay-as-you-go). Further-
more, the time for semantically exploring the identified entities highly depends
on the efficiency and reliability of the underlying KBs. Ultimately, we should
stress that the post-analysis services that we described can considerably reduce
the time that a user must devote in a professional search context.

The long term vision is to be able to mine not only correct entities but
probably entire conceptual models that describe and relate the identified entities
(plus other external entities) and are appropriate for the context of the user’s
information need. After reaching that objective the exploratory process could
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support the interaction paradigm of faceted search over such (crispy or fuzzy)
semantic models, e.g. [30] for plain RDF/S, or [41] for the case Fuzzy RDF.
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